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This thesis comprises two parts. The first part deals with single carrier and multiple-carrier based frequency estimation. The second part is concerned with the application of ultrasound using the proposed estimators and introduces a novel efficient implementation of a subspace tracking technique.

In the first part, the problem of single frequency estimation is initially examined, and a hybrid single tone estimator is proposed, comprising both coarse and refined estimates. The coarse estimate of the unknown frequency is obtained using the unweighted linear prediction method, and is used to remove the frequency dependence of the signal-to-noise ratio (SNR) threshold. The SNR threshold is then further reduced via a combination of using an averaging filter and an outlier removal scheme. Finally, a refined frequency estimate is formed using a weighted phase average technique. The hybrid estimator outperforms other recently developed estimators and is found to be independent of the underlying frequency.

A second topic considered in the first part of this thesis is multiple-carrier based frequency estimation. Based on this idea, three novel velocity estimators are proposed by exploiting the velocity dependence of the backscattered carriers; using synthetic data, all three proposed estimators are found to exhibit the capability of mitigating the poor high velocity performance of the conventional correlation based techniques and thereby provide usable performance beyond the conventional Nyquist velocity limit. To evaluate these meth-
ods statistically, the Cramér-Rao lower bound for the velocity estimation is derived.

In the second part, the fundamentals of ultrasound are briefly reviewed. An efficient subspace tracking technique is introduced as a way to implement clutter eigenfilters, greatly reducing the computation complexity as compared to conventional eigenfilters which are based on the evaluation of the block singular value decomposition technique. Finally, the hybrid estimator and the multiple-carrier based velocity estimators proposed in the first part of the thesis are examined with realistic radio frequency data, illustrating the usefulness of these methods in solving practical problems.
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Chapter 1

INTRODUCTION

“I hear, I forget;
I see, I remember;
I do, I understand.”
A Chinese Saying.

The work comprising this Ph.D. study is primarily concerned with single and multiple frequency estimation, together with efficient implementation of subspace tracking. Several approaches to these problems are proposed in this thesis. To examine performance, the methods are evaluated using both synthetic data and realistic medical ultrasound data. The present chapter serves as an introduction and an overview of the main topics covered in this thesis.

1.1 Motivation and Overview

Parameter estimation has been a classical problem for more than 200 years [Pro95] and is still an important research topic with a wide range of practical applications such as in biomedicine, communications, radar and speech (see, e.g., [Pro89,Edd93,Jen96a,KP95,EM00,SM05]
and the references therein). More specifically, in biomedicine, estimation of various signal characteristics from a patient, such as ultrasound-based radio frequency (RF) data, can, for instance, provide information about Doppler shift which can be useful in colour flow imaging (CFI) for blood velocity estimation [Jen96a, EM00]. In communications, one problem of current interest is the need to track the time-varying parameters in a cellular radio system [Pro89]. In radar and sonar systems, an accurate estimate can provide information on the location and motion of targets situated in the field of view [Edd93, SM05]. In speech, parameter estimation of audio signals can be useful in better understanding the speech production process as well as for speech synthesis, coding and recognition [KP95]. A vast number of other applications can easily be found.

An estimate can be formed using either a parametric or a nonparametric approach. Most modern estimation approaches in signal processing are model-based in the sense that they rely on certain assumptions made on the observed data. In particular, the topic of sinusoidal parameter estimation has received a huge interest in recent decades, with numerous books written on the topic (see, e.g., [Mar87, Kay88, QH01, SM05], and the references therein). One reason for this is due to the wide applicability of such problems. A typical sinusoidal model can be written as a sum of complex-valued sinusoid(s) corrupted by a Gaussian noise process typically not known, e.g.,

$$y_s(t) = x_s(t) + e(t) ; \quad x_s(t) = \sum_{k=1}^{d} \alpha_k(t) e^{i(\omega_k t + \varphi_k)} ,$$

(1.1.1)

where $x_s(t)$ denotes the (complex-valued) noise-free sinusoidal signal; $\{\alpha_k(t)\}$, $\{\omega_k\}$ and $\{\varphi_k\}$ are its time-varying amplitudes (power), angular frequencies and initial phases, respectively; and $e(t)$ is an additive observation noise which is often assumed to be zero mean complex-valued circular white with Gaussian distribution. Often, one is only interested in one or some of the parameters in (1.1.1), depending on the specific application. Typically, estimation of the frequencies is often the crucial step in the problem because they are nonlinear functions
Section 1.1. Motivation and Overview

in the received data sequence. In addition, in many applications, it is the frequency contents of a signal that carry the information about some desired property, e.g., Doppler shift and the resulting blood velocity in CFI. Once the frequencies have been determined, the remaining parameters, namely amplitudes and phases, can then be computed straightforwardly [SM05]. It is noteworthy that for exponentially damped sinusoids, one also needs to determine the extra parameters of damping factors, which can be estimated jointly with the frequencies [ZH97], or separately using least-squares or forward-backward linear prediction (see, e.g., [Sto93, ZH97, VSH+00, KK01], and the references therein). In general, many algorithms are tested on the basis of limited length synthetic sinusoidal data samples, which is feasible if the sinusoidal data model closely matches the practical data. However, in the real world, many signals are non-stationary, have a frequency spread (broadband) and/or exhibit a non-sinusoidal property with power damping, corrupting the data model commonly causing the estimation procedure to fail. An example of an area where such problems are encountered is in medical ultrasound where one tries to extract information from a backscattered RF signal, which will be discussed in later chapters. Given the great interest in good methods for frequency estimation, vast numbers of approaches have been proposed over the years, each with their own pros and cons. In this thesis, several frequency estimators are proposed based on a simplified version of (1.1.1) as discussed later. Herein, the proposed methods are motivated and associated with the application of ultrasound-based blood velocity estimation. However, it is worth emphasizing that these estimators can be easily extended/applied to related problems in radar and sonar and other possible applications.

Another topic this thesis deals with is subspace estimation and tracking in association with the application of clutter rejection in CFI. Subspace-based signal analysis consists of splitting the observations into a set of desired and a set of uninteresting components which can be viewed in terms of signal and noise subspaces. In CFI, the observed radio frequency (RF) ultrasound data normally contains a disturbing clutter component which is
Signal Space
Clutter Subspace
u3
u1
u2

Figure 1.1. Projection of a signal space (spanned by basis vectors $\mathbf{u}_1$, $\mathbf{u}_2$ and $\mathbf{u}_3$) into a clutter subspace (spanned by basis vectors $\mathbf{u}_1$ and $\mathbf{u}_2$).

much stronger than the echoes from blood scatters [Jen96a, EM00]. To estimate accurately blood velocities, the clutter component must be first suppressed; this step is termed clutter rejection. Clutter rejection can be performed in many different ways, which will be further discussed in Chapter 5. One of the promising methods is the recently developed eigenfilter technique which is based on estimating the clutter subspace using the eigenvalue decomposition (EVD) technique, or alternatively, using the singular value decomposition (SVD) technique (see, e.g., [BHR95, LBH97, EM00, BTK02], and the references therein). Once the clutter subspace is formed, the clutter component can be removed by projecting the observed
RF signal onto the space orthogonal to the clutter subspace, as depicted in Figure 1.1, where the clutter subspace is spanned by basis vectors $u_1$ and $u_2$. However, the computational cost of evaluating the required SVD, or alternatively the estimation of the correlation matrix of the examined RF signal and the computation of its EVD is often prohibitive, limiting the practical applicability of the eigenfilter in CFI. Therefore, there is a real need for the computationally efficient implementation of this approach. In this thesis, we exploit the fact that the clutter signal has a slowly time-varying nature both in the temporal and spatial direction, enabling an efficient evaluation of the consecutive SVDs using a subspace tracking technique refining the sliding window adaptive SVD (SWASVD) algorithm proposed by Badeau et al. [BRD04].

1.2 Thesis Outline and Contributions

This thesis consists of two parts, estimation using a single carrier or multiple carriers and a focus application: ultrasound. This section presents the outline and contributions of this thesis.

1.2.1 Estimation Using a Single Carrier Or Multiple Carriers

This part of the thesis includes Chapter 2 and Chapter 3 which deal with general single tone estimation as well as multiple-carrier based velocity estimation. As some of this part of the thesis is associated with Part II, which mainly concerns with the application of medical ultrasound, readers can also refer to Chapter 4 in Part II to obtain some fundamentals of ultrasound.
Chapter 2

This chapter discusses single frequency estimation, particularly with phase-based techniques. The topic of computationally efficient frequency estimation of a single complex sinusoid corrupted by additive white Gaussian noise has received significant attention over the last decades due to the wide applicability of such estimators in a variety of fields (see, e.g., [RB74, Kay89, CKQ94, H95, KNC96, FJ99, QH01, Fow02, Mac04, Kle05], and the references therein). In this chapter, a computationally fast and statistically improved hybrid single tone estimator is proposed. The proposed approach outperforms other recently proposed methods, lowering the signal-to-noise ratio at which the Cramér-Rao lower bound is reached.

The work of this chapter has been published in part as:


Chapter 3

Typically, velocity estimators based on the estimation of the Doppler shift will suffer from a limited unambiguous velocity range. In this chapter, three novel multiple-carrier based velocity estimators extending the velocity range above the Nyquist velocity limit are proposed.
Numerical simulations indicate that the proposed estimators offer improved estimation performance as compared to other existing techniques.

The work of this chapter has been published in part as:


1.2.2 Application: Ultrasound

Following the first part of the thesis, the second part consists of Chapter 4, Chapter 5 and Chapter 6, which are mainly concerned with the application of ultrasound. The hybrid single tone estimator and multiple-carrier based estimators proposed in Part I will be examined in this part with realistic RF data simulated with the Field II toolbox. The details on how to simulate RF data with the Field II toolbox can be found in [Jen01, Jen96b].

Chapter 4

Before examining the proposed methods in the context of ultrasound, it is preferable to introduce some general theory of ultrasound. In this chapter, some basic theory of acoustics and the fundamentals of medical ultrasound are introduced.
Chapter 5

In colour flow imaging, efficient clutter rejection is a key preprocessing step prior to blood velocity estimation. In this chapter, an efficient implementation of clutter eigenfilters using a recent developed subspace tracking technique is introduced.

The work of this chapter has been published in part as:


Chapter 6

This chapter is concerned with blood velocity estimation using the hybrid single tone estimator and the multiple-carrier based estimators proposed in Part I.

The work of this chapter has been published in part as:


Chapter 7

This chapter will summarize the work involved in this thesis and will suggest some related topics for future work.
Part I

Estimation Using a Single Carrier Or Multiple Carriers
EFFICIENT ESTIMATION OF A SINGLE TONE

The frequency estimation of a single tone corrupted by additive white Gaussian noise has received significant attention over the last decades due to its wide applicability in signal processing. In this chapter, a computationally fast and statistically improved hybrid single tone estimator is proposed, which outperforms other recently proposed approaches. Numerical simulations indicate that, in contrast to many other techniques, the performance of the hybrid estimator is essentially independent of the underlying frequency component. Furthermore, it has also been examined for how power damping and frequency spread affect the performance of the estimator.

2.1 Introduction

Frequency estimation is a topic widely occurring in signal processing and can be roughly classified into two main parameter estimation problems:

- Single tone estimation: where the signal is a single, constant-frequency sinusoid, corrupted by some noise.
- Multi-carrier frequency estimation: where there are several carriers of harmonically
related or unrelated frequencies present as in the multiple-carrier based estimators to be discussed in Chapter 3.

In this chapter, discussion will be confined to single tone estimation. The problem of estimating the frequency of a sinusoid in noise has received much attention in the literature as the problem arises in many areas of applied signal processing, such as biomedicine, communications and radar [Edd93, Wai02, Jen96a]. One often encounters a need to find a low computational complexity estimate of the frequency component of data which are assumed to consist of a single complex sinusoid corrupted by additive white Gaussian noise, and the topic has, as a result, attracted significant interest over the last decades (see, e.g., [LRP73, RB74, Tre85, Kay89, LM89, LW92, Cla92, CKQ94, H95, KNC96, FJ99, Qui00, Fow02, Mac04, Kle05], and the references therein). The problem can be briefly stated as follows; consider the data sequence

$$y(t) = \beta e^{i(\omega t + \theta)} + n(t), \quad (2.1.1)$$

where $\beta \in \mathbb{R}$, $\omega$ and $\theta \in [-\pi, \pi)$ denote the deterministic but unknown amplitude, frequency, and initial phase, respectively, of a complex sinusoid. Further, $n(t)$ is circular zero mean complex Gaussian white noise with variance $\sigma_n^2$. Then, given the sequence $y(t)$, for $t = 0, \ldots, N - 1$, the problem is simply to estimate accurately $\omega$ with the lowest possible computational complexity. In [RB74], Rife and Boorstyn derived the maximum likelihood (ML) estimator of $\omega$ and proposed a statistically efficient approximate ML approach involving both a combined coarse and fine search using the fast Fourier transform (FFT) algorithm. However, zeropadding is often required to obtain sufficient resolution, requiring $O(N' \log_2 N')$ operations, where $N'$ is the size of the desired frequency grid, with typically $N' \gg N$. Furthermore, an iterative linear prediction (ILP) approach requiring $O(N \log_2 N)$ operations was suggested in [BW02] showing similar performance to that of the ML estimator. A variety of phase-based methods requiring only $O(N)$ operations have been developed. In [Tre85], for example, Tretter proposed a phase-based approach simplifying the problem
to a linear regression on the phase. The method is based on a phase unwrapping algorithm, requiring a very high signal-to-noise ratio (SNR) \((SNR \gg 1)\), here defined as

\[
SNR = \frac{\beta^2}{\sigma_n^2},
\]  

(2.1.2)

to work well. Later, Kay proposed a modified version of Tretter’s algorithm avoiding the use of the phase unwrapping algorithm [Kay89]. The method, here termed Kay’s weighted phase average (KWPA) estimator, was claimed to be unbiased and its variance attains the Cramér-Rao lower bound (CRLB) for sufficiently high SNR (a higher threshold than the ML method). Later, analysis showed that the KWPA method is in general biased, and the SNR for which the CRLB is achieved depends on the underlying frequency [CKQ94,LW92,Qui00]. For much of the frequency range, the KWPA method can not handle the circular nature (rotation) of frequency correctly. As a result, the focus of recent contributions has mainly been aimed at reducing the SNR threshold [KNC96], the frequency dependency of the threshold [Cla92], or both [FJ99,Mac04].

In this chapter, we propose a hybrid method combining the ideas in [KNC96,FJ99,Mac04] to show performance close to that of ML or ILP, but only requiring \(O(N)\) operations. The hybrid estimate is based on an initial coarse estimate of the unknown frequency using the unweighted linear prediction (UWLP) method [LRP73,Kay89]; this estimate is used to remove the frequency dependence of the SNR threshold. This SNR threshold is then further reduced via a combination of using an averaging filter, as suggested in [KNC96], and an outlier removal scheme as proposed in [Mac04]. Finally, a refined frequency estimate is formed along the lines proposed in [KNC96,FJ99]. In Section 2.2, several basic estimators are discussed, including the ML estimator in Section 2.2.1, the UWLP in Section 2.2.2, the KWPA in Section 2.2.3; then the proposed hybrid estimator is given in Section 2.2.4. Section 2.4 contains numerical examples, with a conclusion in Section 2.5.
2.2 Single Tone Estimators

In this section, an overview of recent single frequency estimators is presented as well as the proposed hybrid estimator. In this section, all the results have been obtained using $10^3$ Monte Carlo simulations.

2.2.1 Maximum Likelihood Estimator

If the additive noise, $n(t)$, in (2.1.1) is a zero mean white Gaussian process, the ML estimator of the frequency $\omega$ in (2.1.1) is the maximizer of the likelihood function (also called the joint probability density function) of the sequence $\{y(t)\}$, given as

$$\hat{\omega}_{\text{MLE}} = \arg \max_{\omega} f(y; \xi),$$

(2.2.1)

where $\hat{\omega}_{\text{MLE}}$ is the ML estimate, with the likelihood function defined as

$$f(y; \xi) = \frac{1}{(\pi \sigma^2_n)^N} \exp \left( -\frac{1}{\sigma^2_n} \sum_{t=0}^{N-1} (y(t) - \beta e^{i(\omega t + \theta)})^2 \right),$$

(2.2.2)

where $y = [y(0), \cdots, y(N-1)]^T$, $\sigma^2_n = \text{the noise variance}$ and $\xi = [\beta, \omega, \theta]^T$, with $[\cdot]^T$ denoting the transpose operation. Maximizing (2.2.1) is equivalent to minimizing

$$\hat{\omega}_{\text{MLE}} = \arg \min_{\omega} \sum_{t=0}^{N-1} (y(t) - \beta e^{i(\omega t + \theta)})^2,$$

(2.2.3)

which can be seen to be the nonlinear least squares (NLS) estimation problem. It can readily be shown that the NLS estimate of the frequency of a single sine wave buried in white noise is given by the peak of the periodogram of the data sequence [SM05], i.e.,

$$\hat{\omega}_{\text{MLE}} = \arg \max_{\omega} P(\omega),$$

(2.2.4)

with

$$P(\omega) = \frac{1}{N} \left| \sum_{t=0}^{N-1} y(t)e^{-i\omega t} \right|^2,$$

(2.2.5)
where $|x|$ denotes the modulus of the scalar $x$.

Rife & Boorstyn [RB74] proposed a numerical method similar to the ML estimator, which involves a coarse and a fine search. The coarse estimate is obtained by choosing the frequency having the greatest magnitude in the periodogram, as discussed above. A finer estimate is obtained using a method such as the secant method. Generally, zeropadding is required to obtain sufficient resolution when using the FFT, requiring $O(N' \log_2 N')$ operations, where $N'$ is the size of the desired frequency grid, with typically $N' \gg N$. Thus, the estimator is not computationally efficient. However, it is statistically efficient with the lowest SNR threshold among the variously proposed estimators, exhibiting estimation variance identical to the corresponding CRLB given by [RB74]

$$CRLB_{\hat{\omega}} = \frac{6}{N(N^2 - 1)SNR} \frac{(rad/sample)^2}{(2.2.6)}$$

where $\hat{\omega}$ denotes the estimated frequency and the $CRLB_{\hat{\omega}}$ is the lowest variance which a statistically unbiased estimator may exhibit for a given SNR and $N$. Over the last decades, the ML estimator’s high computation cost has led to a search for alternative methods that approach its statistical performance, but with less computation.

### 2.2.2 Unweighted Linear Predictor

As suggested in [Tre85], the data model in (2.1.1) can be written as

$$y(t) = [1 + v(t)]\beta e^{i(\omega t + \theta)} \tag{2.2.7}$$

where

$$v(t) = \beta^{-1}n(t)e^{-i(\omega t + \theta)} \tag{2.2.8}$$

is a complex white sequence. Let $v_r(t)$ and $v_i(t)$ denote the real and the imaginary parts of $v(t)$, respectively. Then, for high SNR,

$$1 + v(t) \approx e^{i\text{arctan}v_i(t)} \approx e^{iv_i(t)} \tag{2.2.9}$$
allowing the approximation

\[ y(t) \approx \beta e^{i\phi(t)}, \quad (2.2.10) \]

where

\[ \phi(t) = \omega t + \theta + v_i(t). \quad (2.2.11) \]

Thus, the additive noise has been converted into an equivalent phase noise \( v_i(t) \) with variance \cite{Kay89}

\[ \text{var}(v_i(t)) = \frac{\sigma_n^2}{2\beta^2} = \frac{1}{2SNR} \quad (2.2.12) \]

Most of the recent phase-based approaches exploit this approximation, allowing the phase to be approximately estimated from the difference of the adjacent phase values suggested by

\[ \text{Figure 2.1.} \text{ The MSE of the UWLP estimator as a function of the SNR, } N = 24. \]
Kay [Kay89], i.e.,
\[ \Delta \phi(t) \triangleq \arg \left[ y^*(t)y(t+1) \right] \approx \omega + v_i(t+1) - v_i(t), \]  
(2.2.13)
where \((\cdot)^*\) denotes the complex conjugate, suggesting the so-called unweighted linear predictor (UWLP) [LRP73, Kay89]
\[ \hat{\omega}_c = \arg \left[ \frac{1}{N-1} \sum_{t=0}^{N-2} y^*(t)y(t+1) \right]. \]  
(2.2.14)
The UWLP method is also termed the autocorrelation estimator in ultrasound blood velocity estimation [KNKO85], as discussed in the later chapters. It is straightforward to show that the UWLP estimator is unbiased, but statistically inefficient with variance [Kay89, CKQ94]
\[ \text{var}(\hat{\omega}_c) = \frac{1}{(N-1)^2} \text{SNR}, \]  
(2.2.15)
giving the ratio
\[ \frac{\text{var}(\hat{\omega}_c)}{CRLB_{\omega}} = \frac{N}{6}. \]  
(2.2.16)
Figure 2.1 shows the mean square error (MSE) of the UWLP estimator as a function of SNR, with different frequencies denoted by different plots therein. As is clear from the figure, the UWLP method is statistically inefficient for all examined frequencies across the whole SNR range, unable to reach the CRLB. However, given the fact that the UWLP is very simple with very low computational cost, it can be adequate as a coarse estimator, as will be used in our proposed hybrid estimator discussed later.

### 2.2.3 Kay’s Weighted Phase Averager

Another basic computationally efficient estimator discussed here is Kay’s weighted phase average (KWPA) method [Kay89]. Recall \( \Delta \phi(t) \) in (2.2.13), the KWPA method is expressed as
\[ \hat{\omega}_{KWA} = \sum_{t=0}^{N-2} w(t) \Delta \phi(t), \]  
(2.2.17)
where $\hat{\omega}_{KWPA}$ denotes the KWPA estimate, and the parabolic window

$$w(t) = \frac{6(t+1)(N-(t+1))}{N(N^2-1)}.$$  \hfill (2.2.18)

The approximation in (2.2.13) will hold for a very high SNR ($SNR \gg 1$) following the approximation in (2.2.9) and (2.2.10). For this condition $\hat{\omega}_{KWPA}$ can be shown to be an unbiased estimator following the derivation below

$$E\{\hat{\omega}_{KWPA}\} = \sum_{t=0}^{N-2} w(t)E\{\Delta \phi(t)\}$$

$$= \sum_{t=0}^{N-2} w(t)E\{\Delta \phi(t)\}$$

$$\approx \sum_{t=0}^{N-2} w(t)E\{\omega + v_i(t+1) - v_i(t)\}$$

$$= \omega \sum_{t=0}^{N-2} w(t)$$

$$= \omega \hfill (2.2.19)$$

where the last equality follows from

$$\sum_{t=0}^{N-2} w(t) = 1. \hfill (2.2.20)$$

Similarly, as in (2.2.19), the KWPA estimator, for high SNR, can be shown to have the following variance [Kay89]

$$var(\hat{\omega}_{KWPA}) = \frac{6}{N(N^2-1)SNR}$$ \hfill (2.2.21)

which is identical to the CRLB in (2.2.6). As discussed earlier, the KWPA method is in general biased and (2.2.21) will only hold true for high SNR and very low frequency range [CKQ94,LW92,Qui00].
It has been shown that one of the drawbacks of the KWPA method is the unavoidable wrapping errors when the phase $\omega$ approaches $-\pi/\pi$, making the SNR threshold dependent on underlying frequency [FJ99]. This is because the cumulative errors from noise component $v_i(t)$ will sometimes make the estimate lower than $\omega$ and sometimes higher than $\omega$. If $\Delta \phi(t)$ exceeds $-\pi/\pi$, then it gets wrapped over the $-\pi/\pi$ boundary and thus aliasing occurs resulting in higher variance as shown in Figure 2.2. Another drawback of the KWPA method is that its performance highly depends on SNR [Kay89]. When the SNR drops below a certain threshold as shown in Figure 2.2, the performance of the KWPA method falls off rapidly, exhibiting threshold behavior at a higher SNR which is also confirmed in Figure 2.2. Also, unlike the ML method, as the data length $N$ increases, the SNR threshold of the KWPA method slowly increases [LM89], which is illustrated in Figure 2.3. As Kay pointed out [Kay89], the coefficients of the parabolic window are responsible for $\hat{\omega}_{KWPA}$ attaining the CRLB. If we let

$$w(t) = \frac{1}{N - 1},$$

then (2.2.17) becomes

$$\hat{\omega}_{UWPA} = \frac{1}{N - 1} \sum_{t=0}^{N-2} \Delta \phi(t) = \frac{1}{N - 1} [\phi(N - 1) - \phi(0)]$$

$$= \omega + \frac{1}{N - 1} [v_i(N - 1) - v_i(0)]$$

which is termed the unweighted phase average (UWPA) estimator and is unbiased, but again becomes inefficient statistically as shown in Figure 2.4. This is because the UWPA estimator in (2.2.23) discards useful information by allowing common information in adjacent terms of the sum to cancel. This is the direct result of ignoring the colouring in the noise term $v_i(t + 1) - v_i(t)$ in (2.2.13).
Section 2.2. Single Tone Estimators

2.2.4 The Proposed Hybrid Estimator

Given the limitations of the KWPA estimator discussed above, various improved and extended methods have been proposed for reducing the SNR threshold and the frequency dependency of the threshold (see, e.g., [KNC96, Cla92, FJ99, BW02, Mac04], and the references therein). In this section, the proposed hybrid method combines the ideas in [KNC96, FJ99, Mac04] to obtain the performance close to that of ML or ILP, but only requiring $O(N)$ operations.

As suggested in [Cla92, BW02, Mac04], the UWLP estimate is used to form a downshifted signal, $y_d(t)$, to remove the frequency dependence of the SNR threshold, i.e.,

$$y_d(t) = y(t)e^{-i\hat{\omega}_c t}.$$  \hspace{1cm} (2.2.24)
Figure 2.3. The MSE of the examined KWPA estimator as a function of the SNR, $\omega = 0.75\pi$.

In [KNC96], Kim et al. proposed using a simple $K$-tap moving average filter to smooth irregularities and random variations prior to the frequency estimation as a way to reduce the SNR threshold. Such an averaging can be shown to lower the SNR threshold up to $10 \log_{10} K$ dB. However, as such an averaging will severely restrict the allowed frequency range down to $(-\pi/K, \pi/K]$, the method in [KNC96] is limited to signals with frequencies near zero. This is because the finite impulse response (FIR) averaging filter is essentially a low pass filter. Herein, it is noted that the frequency content of the downshifted signal, $y_d(t)$, will satisfy such a restriction, and it is therefore proposed to instead form an averaged
signal as

\[ y_f(t) = \frac{1}{K} \sum_{k=0}^{K-1} y_d(t + k). \] (2.2.25)

Similar to (2.2.13), the adjacent phase difference of (2.2.25) can be formed as

\[ \Delta \phi_f(t) = \arg \left[ y_f^*(t)y_f(t + 1) \right] = \omega_f + u_c(t), \] (2.2.26)

where \( u_c(t) \) is given by (2.A.9) for a general \( K \) (see Appendix 2.A for further details). It is worth noting that the noise process \( u_c(t) \) will now be coloured due to the average filtering.

As shown in [LM89], the SNR threshold behavior of the phase-based frequency estimators is affected by cumulative ±2\( \pi \) phase errors resulting from the effect of the additive noise. This effect can be countered by introducing an outlier detection scheme. Recently, an
Figure 2.5. Summary of the proposed hybrid estimator.
An effective scheme was proposed in [Mac04], where ±2π outliers are detected if \(|\beta_t| > |\beta_{t\pm p}|\) and

\[ |\beta_t| > \lambda \]  

(2.2.27)

with

\[ \beta_t = \sum_{p=-P,p\neq 0}^{P} \Delta \phi_f(t - p) \]  

(2.2.28)

where \(\beta_k = \Delta \phi_f(k) = 0\), for \(k \in [-P, 1]\) and \(k \in [N - K, N - K + P - 1]\). Thus, the outliers can be removed as follows

\[ \Delta \tilde{\phi}_f(t) = \begin{cases} 
\Delta \phi_f(t) - \text{sign}(\beta_t)2\pi & \text{if outlier detected} \\
\Delta \phi_f(t) & \text{otherwise}
\end{cases} \]  

(2.2.29)

for \(t = 0, \ldots, N - K - 1\). Here, \(\lambda\) and \(P\) are user parameters, as discussed below. After the SNR threshold reduction using (2.2.25) and (2.2.29), further improvement can be achieved by taking into account the colouration of the noise term in (2.2.26). This can be achieved using the suggested Four Channel Forward Backward (FCFB) method in [FJ99, Fow02], whereby the frequency correction term, \(\hat{\omega}_f\), can be found as

\[ \hat{\omega}_f = \sum_{t=1}^{(N-K)/K} q(t) \sum_{m=1}^{K-1} \Delta \tilde{\phi}_f(tK - m), \]  

(2.2.30)

where

\[ q(t) = \frac{6tK(N - tK)}{N^3 - NK^2}, \]  

(2.2.31)

with \(t = 1, 2, \ldots, (N - K)/K\). As mentioned in [Fow02], it is possible to develop a closed form in (2.2.30) for any value of \(N\), but they consider only the case when \(N\) is an integer multiple of \(K\) because it leads to an efficient structure for the processing. Combined with the coarse estimate, the hybrid frequency estimate is found as

\[ \hat{\omega}_h = \hat{\omega}_c + \hat{\omega}_f. \]  

(2.2.32)
It is worth noting that the FCFB applies a different set of weights than those used in the KWPA approach.

In summary, the proposed hybrid estimator is found by first forming the downshifted signal in (2.2.24) using the UWLP estimate in (2.2.14). Then, the phase difference of the filtered signal is formed using (2.2.26), followed by the outlier removal scheme in (2.2.29). Finally, the refined frequency estimate is formed as (2.2.32), using (2.2.30). The hybrid estimator is summarized in Figure 2.5. It is worth stressing that the hybrid method differs from previously suggested approaches in that it combines all the above steps; the FCFB method does not include the outlier removal scheme in (2.2.29). Similarly, the method proposed in [Mac04], hereafter termed the outlier removal estimator (ORE), does not include the filtering in (2.2.25). In this chapter and Chapter 6, $K = 6$, $P = 1$ and $\lambda = 4$ will be used in the simulations for the hybrid estimator, which is based on the numerical analysis of the estimator given in Section 2.4.

2.3 Other Issues

The estimators discussed in the previous section deal with one pure sinusoid corrupted by noise as in (2.1.1), without taking into account power damping and frequency spread over time. In this thesis, application to ultrasonics is a major focus and the sinusoidal-type signals encountered typically have non-zero bandwidth making it interesting to examine how robust the proposed estimator is to frequency spread and power damping, both of which are ways to approximate the non-zero bandwidth of tones. In this section, discussion is given on how the proposed hybrid estimator will be affected by these factors. All the corresponding results displayed in this section have been obtained using $10^3$ Monte Carlo simulations.
Figure 2.6. The MSE of the Hybrid estimator as a function of SNR with varying damping factor $\alpha$, for $N = 24$ and $\omega = 0.75\pi$.

2.3.1 Power Damping

Similar to (2.1.1), the observations are modelled as

$$z_d(t) = \tilde{\beta}(t)e^{i(\omega t + \theta)} + n(t),$$  \hspace{1cm} (2.3.1)

whilst allowing for a decaying amplitude component

$$\tilde{\beta}(t) = \beta e^{-\alpha t}$$ \hspace{1cm} (2.3.2)

where $z_d(t)$ denotes the observation sample for $t = 0, \ldots, N - 1$, and $\alpha$ the damping factor assumed to be positive, with other definitions as in (2.1.1). To examine the impact on the
performance of the estimator, the damping factor is allowed to vary as shown in Figure 2.6 where the MSE results are obtained with the hybrid estimator. As is clear from the figure, the damping factor does seriously affect the performance of the estimator. More performance degradation occurs as more damping exists. As the hybrid estimator and other estimators discussed in Section 2.2 are based on the data model in (2.1.1), it is expected that other estimators will also suffer similar performance degradation. It is worth noting that the unknown damping could also be estimated by, e.g., using least-squares or forward-backward linear prediction (see, e.g., [Sto93, VSH+00, KK01], and the references therein).

2.3.2 Frequency Spread

Another issue involved in the topic of frequency estimation is frequency spread, which implies that the carrier frequency in (2.1.1) is not perfectly narrowband. As a result, (2.3.1) can be further modified as

\[ z_{ds}(t) = \tilde{\beta}(t) \sum_{k=0}^{K} e^{i(\omega_k t + \delta_k t)} + n(t), \quad (2.3.3) \]

where \( z_{ds}(t) \) denotes the observation sample taking into account damping factor denoted by \( \tilde{\beta}(t) \) and frequency spread denoted by \( \delta_k \). Both factors are assumed to be positive. To examine the impact on the performance of the hybrid estimator as an example, we assume both damping factor and frequency spread existing in the data samples as in (2.3.3) and the corresponding MSE results are shown in Figure 2.7. As is clear from the figure (clockwise from the top left), the MSE of the estimator becomes larger when the damping factor, \( \alpha \), increases; and the performance of the estimator will get worse as the damping factor rises to some level, say \( \alpha = 0.1 \) as shown in the sub-figure on the bottom left, no matter if the frequency spread exists or not. On the other hand, for any examined power damping factor, the MSE of the estimator will change when the frequency spread changes. It is interesting to note from the figure that the MSEs corresponding to the frequency spreads denoted by \( \delta_{n1} \)
Figure 2.7. The MSE of the proposed hybrid estimator as a function of the SNR, with varying $\delta$ in each sub-figure, for $\omega = 0.75\pi$. $\delta_{n0}$ means no spread exists; $\delta_{n1}$ means spread exists with $\delta_1 = 1e^{-3}$; $\delta_{n2}$ means spread exists with $\delta_1 = 1e^{-3}$ and $\delta_2 = 1e^{-2}$; $\delta_{n3}$ means spread exists with $\delta_1 = 1e^{-3}, \delta_2 = 1e^{-2}$ and $\delta_3 = 0.1$. 
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and $\delta_{n2}$, respectively, are lower than the one without frequency spread (denoted by $\delta_{n0}$). The reason is not clear. As the current CRLB is derived based on the pure single sinusoid data model in (2.1.1), one must bear in mind that the CRLB in (2.2.6) (represented by the dotted line in Figure 2.7) cannot be used to judge the estimator’s performance when damping or frequency spread exists. This is because either of the factors will make the real data deviate from the assumed pure sinusoid data model and the CRLB needs to be re-derived based on a modified data model which closely matches the observed data. This will also be discussed further in Chapter 5 when the hybrid estimator is applied to ultrasound radio frequency (RF) data. Based on the results above, if the RF data have large frequency spread or power damping, one should expect that, without further improvement of the estimator, the estimator will not work very well.

2.4 Numerical Examples

In this section, the proposed estimator is first examined with synthetic data. Initially, it is studied on how the performance of the hybrid estimator is affected by the length of the averaging filter, $K$ in (2.2.25), and the outlier removal threshold, $\lambda$ in (2.2.27). Figure 2.8 illustrates the estimated mean square error (MSE) of the hybrid method as compared to the corresponding CRLB, given in (2.2.6), for varying $K$. Here, and below unless otherwise stated, the signal consists of $N = 24$ data samples containing a single complex sinusoid with frequency $\omega = 0.75\pi$. As can be seen from the figure, the estimator improves to a point with increasing $K$, showing its best performance for $K = 6$, for all the examined values of $\lambda$. Here $P = 1$ is chosen as in [Mac04]. Next, we examined the MSE of the hybrid estimator for varying $P$. Figure 2.9 demonstrates the performance as compared to the corresponding CRLB. The results imply that the hybrid estimator shows its best performance for $P = 1$. Furthermore, Figure 2.10 shows the MSE for varying $\lambda$, for $K = 6$ and $P = 1$. As can be
Figure 2.8. The MSE of the proposed hybrid estimator as a function of the SNR, with varying $K$, for $\omega = 0.75\pi$. 
Figure 2.9. The MSE of the proposed hybrid estimator as a function of the SNR, with varying $P$, for $\omega = 0.75\pi$. 
seen from the figure, the method achieves similar performance as soon as $\lambda > 3$. Based on these results, hereafter $K = 6$, $P = 1$ and $\lambda = 4$ will be used.

Next, the proposed estimator will be examined and compared to other recently proposed algorithms. Figure 2.11 illustrates the MSE for the proposed hybrid estimator, as compared to the UWLP approach [LRP73], the FCFB approach following [FJ99], the ORE approach [Mac04], the ILP approach using three iterations [BW02] and the corresponding CRLB as given in [RB74]. As is clear from the figure, the performance of the proposed hybrid estimator is statistically improved, closely following the CRLB at a lower SNR threshold (about 2 dB herein) than the other examined methods. It is noteworthy that the hybrid
estimator shows similar but slightly better performance than the ILP estimator (similar conclusion holds in Figure 2.12 and Figure 2.13); however, the latter requires $O(N \log_2 N)$ operations, whereas the former only requires $O(N)$ operations. The hybrid method also uniformly yields a lower MSE than the other methods. It is worth noting that the hybrid estimator suffers some performance degradation due to the introduced averaging in (2.2.25), as pointed out in [KNC96]. This explains why the MSE of the proposed hybrid estimator can not fully reach the CRLB as shown in Figure 2.11 and other figures.

As is well known, the performance of single frequency estimators is often affected by the underlying frequency. Figures 2.12 and 2.13 illustrate how the MSE varies as a function of the frequency of the sinusoid, $\omega$, for $SNR = 6$ dB and $SNR = 4$ dB, respectively. As
seen in the figures, the hybrid estimator is uniformly achieving a lower MSE than the other approaches, and has performance essentially independent of the true frequency. Furthermore, it is clear that the FCFB approach is significantly affected by the frequency, whereas the ORE approach is showing a similar robustness as the hybrid approach, although with a somewhat worse performance. Here, all the simulation results have been obtained using $10^3$ Monte Carlo simulations.

![Figure 2.12](image)

**Figure 2.12.** The MSE of the examined estimators as a function of the underlying frequency, for SNR = 6 dB.
2.5 Conclusion

In this chapter, an overview of some recently proposed single tone estimators was given first. A low computational complexity hybrid phase-based single frequency estimator combining previously proposed SNR threshold reduction approaches with a recent outlier removal scheme was then proposed. Also, the related issues such as power damping and frequency spread were briefly discussed. Numerical simulations in Section 2.4 indicate that the proposed hybrid estimator achieves a lower mean square error than other available techniques, closely approaching the CRLB at a lower SNR threshold. Furthermore, in contrast to many other techniques, the performance of the hybrid estimator is found to be essentially inde-
pendent of the true frequency.
Appendix

2.A Derivation of the Noise Process in (2.2.26)

In this appendix an expression for the noise process \( u_c(t) \), given in (2.2.26), is derived for a general \( K \). Let \( \omega_f = \omega - \hat{\omega}_c \), then, using (2.2.7), \( y_f(t) \) can be expressed as

\[
y_f(t) = \beta e^{i\omega_f t + i\theta} \sum_{k=0}^{K-1} [1 + v(t + k)] e^{i\omega_f k},
\]

for \( t = 0, \ldots, N-K \). Introduce

\[
\Psi_K \triangleq \sum_{k=0}^{K-1} e^{i(kK-1)\omega_f/K},
\]

and

\[
\Phi^K_v(t) \triangleq \sum_{k=0}^{K-1} v(t + k) e^{i(kK-1)\omega_f/K}.
\]

Then,

\[
y_f(t) = \frac{\beta}{K} e^{i\omega_f t + i\theta + i\omega_f/K} \left[ \Psi_K + \Phi^K_v(t) \right]
\]

\[
= \frac{\beta\Psi_K}{K} e^{i\omega_f t + i\theta + i\omega_f/K} \left[ 1 + \Psi_K^{-1} \Phi^K_v(t) \right].
\]

Thus, the argument of \( y_f(t) \) can be expressed as

\[
\arg [y_f(t)] = \arg [\Psi_K] + \omega_f t + \theta + \omega_f/K
\]

\[
+ \arg \left[ 1 + \Psi_K^{-1} \Phi^K_v(t) \right],
\]

implying that the phase difference from adjacent samples, \( \Delta \phi_f(t) \), can be expressed as

\[
\Delta \phi_f(t) = \omega_f + u_c(t),
\]

(2.A.5)
where, for \( t = 0, \ldots, N - K - 1 \),

\[
u_c(t) \triangleq \arg \left[ 1 + \Psi_K^{-1} \Phi^K_v(t + 1) \right] \nonumber \\
- \arg \left[ 1 + \Psi_K^{-1} \Phi^K_v(t) \right]
\] (2.A.6)

Then, using the approximation in (2.2.9), (2.A.6) can for high SNR be approximated as

\[
u_c(t) \approx \text{Im} \left\{ \Psi_K^{-1} [\Phi^K_v(t + 1) - \Phi^K_v(t)] \right\},
\] (2.A.7)

where \( \text{Im} \{ x \} \) denotes the imaginary part of \( x \). We note that, using a first-order Taylor expansion,

\[
\Phi^K_v(t) \approx \sum_{k=0}^{K-1} v(t+k),
\] (2.A.8)

as \( \omega_f \) is small due to the downshifting, implying that

\[
u_c(t) \approx \text{Im} \left\{ \Psi_K^{-1} [v(t+K) - v(t)] \right\}.
\] (2.A.9)

We note that for \( K = 2 \), (2.A.9) yields the expression given in [KNC96], i.e.,

\[
u_c(t) \approx \frac{v_i(t+2) - v_i(t)}{2 \cos(\omega_f/2)}.
\] (2.A.10)
Velocity estimation of a moving reflector is an important topic in a wide variety of fields. Typically, this is achieved by estimating the Doppler frequency shift, or equivalent, in the measured signal. Due to aliasing, the resulting velocity estimate will suffer from a limited unambiguous velocity range, which, depending on application, might limit the usability of the estimator. In this chapter, three novel multiple-carrier based velocity estimators are proposed designed such that the velocity range is extended above the Nyquist velocity limit. Furthermore, the CRLB for the velocity estimation is derived to evaluate the performances of the proposed methods. Extensive numerical simulations clearly indicate the extended unambiguous velocity range and the performance gain as compared to other existing methods.

3.1 Introduction

Estimating the velocity of a moving reflector is an important topic in a wide variety of fields such as, for example, blood flow dynamics, radar and sonar. Typically, the velocity is determined by examining the Doppler frequency shift, or equivalent, in the measured signal [Edd93, Wai02, Jen96a]. Such an approach will inherently offer only a limited unambiguous
velocity range due to aliasing, which, depending on the application, might pose a restrictive limitation. Herein, the discussion will mainly focus on the estimation of blood velocities in ultrasound systems, where the unambiguous velocity range will limit the usability of the system; but the developed techniques are general and can easily be applied to other fields. The great majority of commercially available pulsed-wave (PW) medical ultrasound systems use a narrow-band autocorrelation-based velocity estimation technique developed by Kasai et al. [KNKO85]. This technique, hereafter termed Kasai’s autocorrelation technique (KAT), which is also termed the UWLP estimator [LRP73, Kay89] as discussed in Chapter 2, is both numerically robust and computationally simple [Wel94, AP03], but suffers from a limited unambiguous velocity range. Also, as analyzed in Chapter 2, it is not statistically efficient. The maximum detectable axial velocity using KAT, also called the Nyquist velocity limit here denoted, \( v_{Nyq} \), can be expressed as

\[
v_{Nyq} = \frac{c f_{prf}}{4 f_c},
\]

(3.1.1)

where \( c \) denotes the speed of the wave propagation in the tissue, \( f_c \) the carrier frequency, and \( f_{prf} \) the pulse repetition frequency [Jen96a]. As the maximum depth into the body that can be examined, \( d_{max} \), is determined as [Jen96a]

\[
d_{max} = \frac{c}{2 f_{prf}},
\]

(3.1.2)

it is very difficult to estimate larger velocities in deep vessels, such as in the heart, where the blood velocity can be as high as 10 m/s [BFMT93]. Due to the importance of such estimations, numerous techniques to extend the unambiguous velocity range for ultrasound systems have been proposed in the recent literature [BP86, Tor89, Jen93a, SDM93, Eva93, Wel94, NRB+95, YK99]; with several of these applicable to other fields as well. In principle, the aliasing effect is correctable as the aliasing can be distinguished from the true flow by the absence of any indication of even the briefest period of zero flow [Wel94]. However,
in practice, such an approach typically fails if there are flows in opposite directions simultaneously within the sample volume, as in turbulent flow and an eddy\(^1\). Another way to overcome the aliasing problem is to use a wideband technique such as the cross-correlation technique presented in [BP86]. Here, the maximum unambiguous velocity is determined by the number of available time lags. However, the width of the blood vessel cross section, the computing capability, or both, eventually limits the number of lags and the maximum measurable velocity [YK99]. Furthermore, high velocities are difficult to obtain unless the cross-correlation search is limited to the main lobe of the correlation function [Jen93a]. Narrowband periodogram-based techniques have also attracted many investigations both in CFI and spectral Doppler over the last decades. The temporal tracking FFT methods have been investigated to detect when the velocity estimates cross the aliasing boundary, then the velocity estimates are corrected accordingly [Tor89]. For CFI, the velocity changes between two successive frames can be large, making temporal tracking impractical [YK99]. Instead, spatial tracking along a scan line (i.e., across a vessel’s velocity profile) has been shown to perform well, while it has limitations for laminar flow [SDM93]. If there exists turbulent flow, the bidirectional flow and, as a result, the changeable sign of Doppler shift will mislead the frequency correction mechanism which assumes the frequency rotation is due to frequency beyond the Nyquist limit. Later, a conceptually novel system was proposed in [NRB\(\pm\)95] (hereafter termed NAT), where Nitzpon et al. proposed an integrated parallel PW system with two different carrier frequencies \(f_1\) and \(f_2\) to extend the maximum detectable velocity by a factor of

\[
F = \frac{f_1}{f_2 - f_1}.
\]  

This technique has been applied to both spectral Doppler and to CFI (the so-called Quasar technique [DGS92]). However, the achieved measurable Doppler signal bandwidth is less

---

\(^1\)Eddy: in turbulent fluid motion, a blob of the fluid that has some definitive character and moves in some way differently from the main flow.
than \( f_{prf} \) and it will not be sufficient to analyze broadband turbulent flow [NRB+95]. In this chapter, three multi-carrier estimation techniques are proposed, extending and refining the idea in [NRB+95] and exploiting the velocity dependence of the backscattered carriers, to yield a subspace-based velocity estimator (SVE), a data adaptive velocity estimator (DAVE) and an NLS estimator. A conventional method developed from an individual carrier will suffer from aliasing and will hence have limited application range. However, as the frequency of each backscattered carrier is determined by the velocity of the reflecting target, the frequency separation between the reflected carriers will uniquely determine the blood velocity without suffering aliasing, and therefore schemes based on multiple carriers potentially have increased operational range.

The remainder of this chapter is organized as follows: in the next section, the signal model is introduced and the SVE, the DAVE and the NLS methods are presented. In Section 3.3, extensive numerical simulations clearly illustrate the performance of the proposed estimators. Finally, Section 3.4 contains the conclusions.

### 3.2 Estimation Using Multiple Carriers

#### 3.2.1 Signal Model

Consider a transmitted signal, consisting of \( d \) complex sinusoidal carriers, which is backscattered from multiple moving reflectors. The received signal can then be well modelled as

\[
y(t) = x(t) + w(t),
\]

with

\[
x(t) = \sum_{k=1}^{d} \beta_k e^{i\omega_k(v)t},
\]

and

\[
\beta_k = \alpha_k e^{i\varphi_k}
\]
for \( t = 0, \ldots, N - 1 \), where \( \beta_k \) denotes the received complex amplitude of the \( k \)th sinusoid, \( \varphi_k \) the initial phase which can be well modelled as independent random variable uniformly distributed on \([−π, π]\), and \( \omega_k(v) \) is the frequency shift of the \( k \)th sinusoidal component due to the (axial) velocity, \( v \), of the reflecting scatterer. Furthermore, \( w(t) \) is additive white Gaussian noise with \( w(t) \sim N(0, \sigma^2) \), which is due to reflections from other scatterers as well as thermal and measurement noises. In the following, the frequency shifting function, \( \omega_k(v) \), is assumed known, whereas the received sinusoidal amplitudes, \( \beta_k \), as well as the velocity of the reflecting scatterer, \( v \), are unknown. Depending on application, different frequency distorting functions can be considered. The multiple carrier frequency-based estimators proposed here are targeted at the application of blood velocity estimation, but it is noteworthy that these estimators can be easily applied to related problems in radar and sonar. In the estimation of blood velocities using ultrasound the angular frequency distorting function can be written as [Jen96a]

\[
\omega_k(v) = 2\pi \frac{2v f_{ck}}{c},
\]  

(3.2.4)

where \( f_{ck} \) is the \( k \)th carrier frequency in emission.

### 3.2.2 The Subspace-based Velocity Estimator

In this section, the proposed subspace-based velocity estimator is outlined. Let

\[
y_L(t) \triangleq \left[ y(t) \ldots y(t + L - 1) \right]^T = A_L(v) \Phi_v(t) \beta + w_L(t),
\]

(3.2.5)

for \( t = 0, \ldots, M = N - L \) with \( L > d \), where \((\cdot)^T\) denotes the transpose operation, \( w_L(t) \) is defined similar to \( y_L(t) \), and

\[
A_L(v) = \left[ a_{L,1}(v) \ldots a_{L,d}(v) \right],
\]

(3.2.6)

\[
a_{L,k}(v) = \left[ 1 \ e^{i\omega_k(v)} \ldots e^{i(L-1)\omega_k(v)} \right]^T
\]

(3.2.7)
The length of the filters, $L < N/2$, is a user parameter affecting the resolution and variance of the resulting estimator; a large $L$ will yield high resolution estimates with high variance, whereas a small $L$ will yield low resolution estimates with low variance. As the subspace-based velocity estimator proposed here is based on the fact that the eigen-structure of the covariance matrix of the data contains complete information on the frequencies $\{\omega_k(v)\}$ [SM05], the data covariance matrix is formed as

$$ R_y \triangleq E\{y_L(t)y_L^H(t)\} = A_L(v)PA_L^H(v) + \sigma^2 I, \quad (3.2.10) $$

where $E\{\cdot\}$ denotes statistical expectation, $(\cdot)^H$ the conjugate transpose (Hermitian) operation and $I$ the $L \times L$ identity matrix. As $\beta_k = \alpha_k e^{i\phi_k}$, $P$ can be simplified as

$$ P = E\{\Phi_v(t)\beta\beta^H\Phi_v^H(t)\} = \text{diag}\left\{\alpha_1^2, \ldots, \alpha_d^2\right\}, \quad (3.2.11) $$

where $\text{diag}\{x\}$ denotes the diagonal matrix whose non-zero elements are the elements of the vector $x$. The derivation of (3.2.11) is given in Appendix 3.A.

As $R_y$ is typically unknown, a consistent sample estimate $\hat{R}_y^f$ should be used in place of $R_y$. Such an estimate can be obtained as

$$ \hat{R}_y^f = \frac{1}{M} \sum_{t=0}^{M} y_L(t)y_L^H(t). \quad (3.2.12) $$

Furthermore, it is often preferable to use forward-backward averaging to eliminate sensitivity to initial phase to obtain such an estimate [SM05], forming the estimated correlation matrix
as
\[ \hat{R}_y = \frac{1}{2} \left( \hat{R}_y^f + J \hat{R}_y^{fT} J \right), \quad (3.2.13) \]
where \( J \) is the \( L \times L \) exchange matrix
\[ J = \begin{bmatrix} 0 & 1 \\ \vdots & \ddots \\ 1 & 0 \end{bmatrix}. \quad (3.2.14) \]

Note that \( \hat{R}_y \) can be decomposed as
\[ \hat{R}_y = \hat{U} \hat{\Lambda} \hat{U}^H, \quad (3.2.15) \]
where \( \hat{U} \) contains the eigenvectors and \( \hat{\Lambda} \) is a diagonal matrix with the corresponding eigenvalues nonincreasingly lying along the diagonal. As a result, the underlying velocity can be obtained as
\[ \hat{v} = \arg \min_v \| A_L^H(v) \hat{G} \|_F^2 \quad (3.2.16) \]
where \( \| \cdot \|_F \) denotes the Frobenius norm and \( \hat{G} \) the noise subspace of \( \hat{R}_y \), spanned by the last \( L - d \) columns of \( \hat{U} \). The proof of (3.2.16) is given in Appendix 3.B. Thus, by evaluating (3.2.16) for a range of velocities of interest, \( v \in [v_{\min}, v_{\max}] \), the velocity of the reflecting scatterer can be estimated as the velocity minimizing \( \| A_L(v)^H \hat{G} \|_F^2 \), which is termed the subspace-based velocity estimator (SVE). As the columns of \( A_L(v) \) and \( \hat{G} \) span the signal subspace and the noise subspace, implying \( A_L^H(v) \hat{G} = 0 \) as in (3.B.6), thus
\[ \text{trace} \{ A_L^H(v) \hat{G} \hat{G}^H A_L(v) \} \]
can be seen as a good approximation of \( \| A_L^H(v) \hat{G} \|_F^2 \). As a result, alternatively, a good approximation of \( \hat{v} \) in (3.2.16) can be written as the location of the peak of the following function
\[ \hat{v} = \arg \max_v \frac{1}{\text{trace} \{ A_L^H(v) \hat{G} \hat{G}^H A_L(v) \}} \quad (3.2.17) \]
where \( \text{trace} \{ X \} \) denotes the trace of matrix \( X \).
Figure 3.1. The filter bank approach to velocity spectrum estimation.

3.2.3 The Data Adaptive Velocity Estimator

In this section, a non-parametric filterbank velocity estimator is formulated allowing the additive noise process, $w(t)$, to be modelled as an unknown zero mean colored noise process. By constructing a set of $L$-tap data adaptive bandpass FIR filters, each centered at a particular velocity $v$, one may estimate the so-called velocity spectrum, $\rho_y^2(v)$, creating a representation of how well a particular velocity is represented in the data set. Herein, a set of $L$-tap data adaptive finite impulse response (FIR) filters is designed, $h_k(v)$, for $k = 1, \ldots, d$, each centered at a given common velocity $v$ designed such that

$$h_k(v) = \arg \min_{h_k(v)} h_k^H(v) R_y h_k(v) \quad \text{subject to} \quad h_k^H(v) A_L(v) = u_k^T$$

for $k = 1, \ldots, d$
where $\mathbf{u}_k$ is the signature vector with a one at position $k$, and zeros elsewhere, i.e.,

$$
\mathbf{u}_k = \left[ 0 \ldots 0 \ 1 \ 0 \ldots 0 \right]^T.
$$

(3.2.19)

Thus, the filter in (3.2.18) will suppress power from all frequencies resulting from the evaluated velocities, except the velocity constrained by $\mathbf{h}_k^H(v)\mathbf{A}_L(v) = \mathbf{u}_k^H$ to be passed undistorted, as illustrated in Figure 3.1. The bandpass filter in this figure, which sweeps through the velocity interval of interest, can be viewed as a bank of bandpass filters. As a result, the total power of the filtered signal $\hat{\mathbf{g}}(t)$ at the filter output,

$$
\rho_\mathbf{g}^2(v) \triangleq \sum_{k=1}^{d} \mathbf{h}_k^H(v)\mathbf{R}_y\mathbf{h}_k(v)
$$

(3.2.20)

will mainly be from the $d$ sinusoidal components resulting from the underlying velocity $v$. By examining the velocity spectrum $\rho_\mathbf{g}^2(v)$, then the peak of the spectrum will correspond to the underlying velocity as illustrated in Figure 3.1. It is noteworthy that the filter minimizing (3.2.18), is obtained as (please refer to Appendix 3.C for the proof; also see, e.g., [SM05])

$$
\mathbf{h}_k(v) = \mathbf{R}_y^{-1}\mathbf{A}_L(v) \left( \mathbf{A}_L^H(v)\mathbf{R}_y^{-1}\mathbf{A}_L(v) \right)^{-1} \mathbf{u}_k
$$

(3.2.21)

Substituting (3.2.21) into (3.2.20), and using (3.2.13) to replace $\mathbf{R}_y$, then we have

$$
\hat{\rho}_\mathbf{g}^2(v) = \sum_{k=1}^{d} \mathbf{u}_k^T \left( \mathbf{A}_L^H(v)\hat{\mathbf{R}}_y^{-1}\mathbf{A}_L(v) \right)^{-1} \mathbf{u}_k,
$$

(3.2.22)

leading to the velocity estimation as

$$
\hat{v} = \arg \max_v \hat{\rho}_\mathbf{g}^2(v)
$$

(3.2.23)

which is termed as the data adaptive velocity estimator (DAVE). It is worth highlighting that the inversion of matrix $\mathbf{A}_L^H(v)\hat{\mathbf{R}}_y^{-1}\mathbf{A}_L(v)$ in (3.2.22) may be poorly conditioned for some specific $v$ due to the resulting closely spaced frequency components. To alleviate this problem, a low rank approximation technique is employed as outlined in Appendix 3.D.
3.2.4 The Nonlinear Least Squares Estimator

Next, (3.2.1) is written as

\[ y_N = x + w_N, \]  \hspace{1cm} (3.2.24)

with

\[ x = A_N(v)\beta = [x(0), \ldots, x(N-1)]^T, \]  \hspace{1cm} (3.2.25)

where

\[ y_N = \begin{bmatrix} y(0) & \cdots & y(N-1) \end{bmatrix}^T. \]  \hspace{1cm} (3.2.26)

Here, \( A_N(v) \) and \( w_N \) are respectively defined similar to \( A_L(v) \) and \( y_N \). The NLS estimate of \( v \) is obtained as

\[ \hat{v} = \arg \min_{\beta,v} \| y_N - A_N(v)\beta \|_F^2. \]  \hspace{1cm} (3.2.27)

Let \( f = \| y_N - A_N(v)\beta \|_F^2 \) and \( \Psi(v) = A_N^H(v)A_N(v) \), and note that \( f \) can be written as [SM05]

\[
\begin{align*}
f &= \left[ \beta - \Psi^{-1}(v)A_N^H(v)y_N \right]^H \Psi(v) \left[ \beta - \Psi^{-1}(v)A_N^H(v)y_N \right] + \\
&\quad y_N^H y_N - y_N^H A_N(v)\Psi^{-1}(v)A_N^H(v)y_N.
\end{align*}
\]  \hspace{1cm} (3.2.28)

This yields the least-squares estimate of \( \beta \) as

\[ \hat{\beta} = \left( A_N^H(v)A_N(v) \right)^{-1} A_N^H(v)y_N, \]  \hspace{1cm} (3.2.29)

which inserted into (3.2.27) yields the minimization

\[ \hat{v} = \arg \min_v \| \Pi_{A_N(v)}^\perp y_N \|_F^2 \]  \hspace{1cm} (3.2.30)

with

\[
\Pi_{A_N(v)}^\perp \overset{\Delta}{=} I - \Pi_{A_N(v)} = I - A_N(v) \left( A_N^H(v)A_N(v) \right)^{-1} A_N^H(v).
\]  \hspace{1cm} (3.2.31)
Minimizing (3.2.27) for the general case of $d$ unknown frequencies results in a $d$-dimensional search. By noting that each frequency component will be distorted by a common known frequency distorting function as given in (3.2.4), the minimization with respect to $v$ can be obtained by a simple one-dimensional search. Equivalently, one can estimate $v$ as

$$\hat{v} = \arg \max_v \| A_N(v) \left( A_N^H(v) A_N(v) \right)^{-1} A_N^H(v) y_N \|_F^2.$$  

(3.2.32)

Again, it reminds us that the inversion of matrix $\left( A_N^H(v) A_N(v) \right)^{-1}$ in (3.2.31) may be poorly conditioned for some specific $v$ due to the resulting closely spaced frequency components. To alleviate this problem, a low rank approximation technique is employed similar to the one outlined in Appendix 3.D.

### 3.3 Numerical examples

To examine the performances and the abilities of extending the unambiguous velocity range, the performance of the proposed estimators is examined in a simplified scenario. In the following simulations, no clutter component is assumed in the simulated data and, as a result, no clutter rejection operation is employed in the processing. Herein, a single reflecting scatterer moving towards the transmitter with velocity $v$ is assumed, and a carrier consisting of $d = 2$ sinusoids with absolute frequencies, $f_1 = 0.081$ and $f_2 = 0.1197$, is considered. The received signal is assumed to be corrupted by zero mean circular white Gaussian noise $w(t)$. Let the signal to noise ratio (SNR) be calculated as

$$SNR = 10 \log_{10} \frac{\sigma_x^2}{\sigma^2},$$  

(3.3.1)

with $\sigma_x^2 = E\{x^H x\}$ and $\sigma^2$ the variance of $w(t)$.

Initially, the details of the velocity spectra of the proposed estimators with data samples $N = 20$ are studied. The velocity spectra of the SVE, the DAVE and the NLS method are
defined in (3.2.17), (3.2.23) and (3.2.32), respectively. Figure 3.2 shows the velocity spectra of the proposed methods with varying SNR for true velocity $v = 2v_{Nyq}$. For very low SNR, all the methods have difficulty in locating the true velocity as shown in Figure 3.2 (a), which is not surprising. As the SNR increases, the side lobes of the spectra decrease and all the proposed methods exhibit their ability to find the true velocity which corresponds to the main peak in the corresponding plot in the figure. It is worth noting that, even for high SNR, a comparable peak to the main peak in the spectrum occurs at location where $v = -2v_{Nyq}$, likely resulting in some outliers in estimation. To further explore this, the proposed estimators are examined for varying velocity with $SNR = 10$ dB. The corresponding velocity spectra are shown in Figure 3.3. As can be seen, for velocity unequal to integer multiples of the Nyquist velocity $v_{Nyq}$, the spectrum of each proposed method only contains one distinct peak which correctly locates the underlying true velocity, as for the cases in Figure 3.3 (b) and (d) where the true velocity $v = 1.5v_{Nyq}$ and $v = 2.5v_{Nyq}$, respectively. On the other hand, for velocity equal to integer multiples of $v_{Nyq}$ as in Figure 3.3 (a) and (c), a similar conclusion holds as in Figure 3.2 in terms of the second peak likely misleading the estimation. Based on the finding above, in the later simulations, a third order median filter is employed to suppress the possible outliers.

In the rest of this section, the proposed methods are examined statistically and their performances are compared to the existing methods, NAT and KAT. Figure 3.4 shows the mean square errors (MSE) of the proposed three estimators and the NAT method as a function of SNR. To allow for the best possible performance of the NAT method, ideal (not realizable) filters have been assumed to separate the carriers, $f_1$ and $f_2$. If non-ideal filters are used, the performance of the NAT method will be significantly worse. It is noteworthy that no details of the used filters are given in [NRB+95]. In the figure, the performance is compared to the corresponding CRLB derived in Appendix 3.E. Here, $v = 2v_{Nyq}$, $v_{Nyq} = 0.385$ m/s and $N = 20$. It is clear from the figure that all the proposed methods exhibit low MSE
Figure 3.2. The velocity spectra using the proposed methods, with underlying true velocity, $v = 2v_{Nyq}$, obtained from (a) $SNR = -5$ dB; (b) $SNR = 0$ dB; (c) $SNR = 10$ dB; (d) $SNR = 20$ dB.
Figure 3.3. The velocity spectra using the proposed methods, with $SNR = 10$ dB, obtained from (a) $v = v_{Nyq}$; (b) $v = 1.5v_{Nyq}$; (c) $v = 2v_{Nyq}$; (d) $v = 2.5v_{Nyq}$. 
Figure 3.4. The MSE of the discussed estimators, NAT, SVE, DAVE and NLS, as a function of the SNR, compared to the CRLB.

very close to the CRLB. In contrast, the NAT approach is statistically inefficient leading to the significant gap existing between its MSE and the CRLB. Moreover, as compared to the other proposed methods, the NLS estimator shows slightly lower SNR threshold at which the method exhibits MSE nearly matching the CRLB. Figure 3.5 illustrates the estimated MSE as a function of the velocity ratio \( v/v_{Nyq} \), at \( SNR = 10 \) dB. Here, to enable the comparison, the KAT estimate is obtained from the backscattering of a single frequency carrier at \( f_3 = 0.1 \). As seen from the figure, the KAT estimator suffers from the well-known Nyquist velocity limit, beyond which it breaks down. The NAT shows similar performance to that using KAT for velocities below \( v_{Nyq} \). As is clear from the figure, the proposed SVE,
Figure 3.5. The MSE of the discussed estimators, KAT, NAT, SVE, DAVE and NLS, as a function of the velocity.

DAVE and NLS estimators uniformly exhibit lower MSE than the NAT over the whole examined velocity range. Furthermore, the NLS method shows preferable performance as compared to the proposed SVD and DAVE methods. The results shown in Figure 3.4 and Figure 3.5 are obtained from $10^3$ Monte Carlo simulations.

3.4 Conclusions

In this chapter, three novel velocity estimators using multiple frequency carriers have been developed. Furthermore, the CRLB for the velocity estimation is derived to evaluate the performance of the proposed methods. Analysis shows that these new estimators are able
to mitigate the poor high velocity performance of conventional correlation based techniques and thereby to provide usable performance beyond the conventional Nyquist velocity limit. It is worth noting that the proposed estimators have high computational complexity. As a result, further research is needed on how these methods can be implemented with lower computational load. This is a topic of ongoing research.
Following [SM05], the derivation of (3.2.16) is given as follows. The initial phase terms \( \{ \phi_k \} \) are modeled as independent random variables uniformly distributed on \([-\pi, \pi]\). Recalling (3.2.11), \( \mathbf{P} \) can be written as

\[
\mathbf{P} = E\{ \Phi_v(t) \beta \beta^H \Phi_v^H(t) \} = \Phi_v(t) E\{ \beta \beta^H \} \Phi_v^H(t). \tag{3.A.1}
\]

Recalling \( \beta_k \) defined in (3.2.3), \( E\{ \beta \beta^H \} \) can be further simplified as

\[
[E\{ \beta \beta^H \}]_{k,l} = \alpha_k \alpha_l E\{ e^{i\phi_k} e^{-i\phi_l} \} \tag{3.A.2}
\]

where \( [\mathbf{X}]_{k,l} \) denotes the element of \( \mathbf{X} \) at its \( k^{th} \) row and \( l^{th} \) column. For \( k = l \),

\[
E\{ e^{i\phi_k} e^{-i\phi_l} \} = 1, \tag{3.A.3}
\]

and for \( k \neq l \), this becomes

\[
E\{ e^{i\phi_k} e^{-i\phi_l} \} = E\{ e^{i\phi_k} \} E\{ e^{-i\phi_l} \} = \left[ \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i\phi} d\phi \right] \left[ \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-i\phi} d\phi \right] = 0. \tag{3.A.4}
\]

Thus,

\[
E\{ \beta \beta^H \} = \text{diag}\left\{ \left[ \alpha_1^2 \ldots \alpha_d^2 \right] \right\}, \tag{3.A.5}
\]

and as a result,

\[
\mathbf{P} = \Phi_v(t) E\{ \beta \beta^H \} \Phi_v^H(t) = E\{ \beta \beta^H \}, \tag{3.A.6}
\]

where \( \Phi_v(t) \) is a diagonal matrix defined in (3.2.9).
3.B Proof of (3.2.16)

Following [SM05], the proof of (3.2.16) is given as follows. Recalling the covariance matrix \( R_y \) in (3.2.10), let \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_L \) denote the eigenvalues of \( R_y \), and let

\[
S = [s_1, \cdots, s_d]_{L \times d}
\]

(3.B.1)

in which the orthonormal eigenvectors \( \{s_k\} \) associated with \( \{\lambda_1, \cdots, \lambda_d\} \) span the signal subspace \( \mathcal{R}(S) \), and the noise subspace \( \mathcal{N}(G) \) is spanned by the columns of

\[
G = [g_1, \cdots, g_{L-d}]_{L \times (L-d)}
\]

(3.B.2)

in which the orthonormal eigenvectors \( \{g_k\} \) are corresponding to \( \{\lambda_{d+1}, \cdots, \lambda_L\} \), and it can be shown that [SM05]

\[
\lambda_{d+1} = \cdots = \lambda_L = \sigma^2
\]

(3.B.3)

when white noise \( w(t) \) is assumed in (3.2.1). From (3.2.10) and (3.3), it follows that

\[
R_y G = G \begin{bmatrix}
\lambda_{d+1} & 0 \\
& \ddots & \ddots \\
0 & & \lambda_L
\end{bmatrix} = \sigma^2 G = A_L(v)PA_H^L(v)G + \sigma^2 G.
\]

(3.B.4)

As a result,

\[
A_L(v)PA_H^L(v)G = 0
\]

(3.B.5)

which further implies that

\[
A_H^L(v)G = 0
\]

(3.B.6)

as \( A_L(v)P \) has full column rank. Therefore, the true frequencies and thus the corresponding underlying true velocity can be estimated by minimizing the following equation [SM05]

\[
v = \arg \min_v \|A_H^L(v)G\|^2_F.
\]

(3.B.7)
3.C Proof of (3.2.21)

Following [SM05], the proof of (3.2.21) is given as follow. As $R_y$ is a Hermitian positive matrix and matrix $A_L(v)$ has full column rank equal to $d$, it can be proven that the unique solution to the minimization problem

$$ h_k(v) = \arg \min_{h_k(v)} h^H_k(v) R_y h_k(v) \quad \text{subj. to} \quad h_k(v) A_L(v) = u_k^T $$

(3.C.1)

is given by

$$ \hat{h}_k(v) = R_y^{-1} A_L(v) \left( A_L^H(v) R_y^{-1} A_L(v) \right)^{-1} u_k $$

(3.C.2)

which satisfies

$$ \hat{h}_k(v) A_L(v) = u_k^T. $$

(3.C.3)

**Proof:** Let $h_k(v) = \hat{h}_k(v) + \Delta$ where $\Delta \in \mathbb{C}^{L \times 1}$ with $\Delta^H A_L(v) = 0$ so that $h_k(v)$ also satisfies $h_k^H(v) A_L(v) = 0$. Then

$$ h_k^H(v) R_y h_k(v) = \hat{h}_k^H(v) R_y \hat{h}_k(v) + \hat{h}_k^H(v) R_y \Delta + \Delta^H R_y \hat{h}_k(v) + \Delta^H R_y \Delta $$

(3.C.4)

where the two middle terms are equal to each other

$$ \{ \hat{h}_k^H(v) R_y \Delta \}^H = \Delta^H R_y \hat{h}_k(v) $$

(3.C.5)

as $R_y^H = R_y$. Recalling (3.C.2), it can be shown that

$$ \Delta^H R_y \hat{h}_k(v) = \Delta^H R_y R_y^{-1} A_L(v) \left( A_L^H(v) R_y^{-1} A_L(v) \right)^{-1} u_k $$

$$ = \Delta^H A_L(v) \left( A_L^H(v) R_y^{-1} A_L(v) \right)^{-1} u_k $$

$$ = 0 $$

(3.C.6)

where $\Delta^H A_L(v) = 0$. As a result, (3.C.4) can be rewritten as

$$ h_k^H(v) R_y h_k(v) - \hat{h}_k^H(v) R_y \hat{h}_k(v) = \Delta^H R_y \Delta \geq 0 $$

(3.C.7)

where $R_y$ is positive definite. Therefore, it follows from (3.C.7) that the minimizing $h_k(v)$ is identical to $h_k^H(v)$ given in (3.C.2).
3.D Low Rank Approximation

To alleviate the rank deficiency problem in (3.2.22) in Section 3.2.3, a low rank approximation technique is employed, noting that a least-squares solution can be found using the singular value decomposition. Let

$$Q = U \Sigma V^H$$  \hspace{1cm} (3.D.1)

where \( \Sigma \) is a diagonal matrix containing the \( d \) singular values of \( Q \) on the diagonal, and where \( U \) and \( V \) are unitary matrices. Further, let \( \sigma_l \) denote the \( l \)th singular value of \( Q \), and note that the solution minimizing \( \| Qr_k - u_k \|_2 \), where \( \| \cdot \|_2 \) denotes the 2-norm and \( u_k \) is defined in (3.2.19), can be found as [GV96]

$$\hat{r}_k = \sum_{l=1}^{d} \sigma_l^{-1} U_l^H u_k V_l$$  \hspace{1cm} (3.D.2)

where \( U_l \) and \( V_l \) denote the \( l \)th column of \( U \) and \( V \), respectively, and where \( \hat{d} \) is the rank of \( Q \), or alternatively the selected low-rank approximation of \( Q \). Using (3.D.2), then (3.2.22) can be expressed as

$$\hat{p}_g^2(v) = \sum_{k=1}^{d} u_k^T \hat{r}_k$$  \hspace{1cm} (3.D.3)
3.E Cramér-Row Lower Bound

Recalling (3.2.24) and (3.2.25), the unknown parameter vector \( \theta \in \mathbb{R}^{2d+1} \) is defined as

\[
\theta = [\Re(\beta), \Im(\beta), v]^T,
\]

(3.E.1)

where \( \Re[\beta] \) and \( \Im[\beta] \) are the real and the imaginary parts of the complex amplitude \( \beta = [\beta_1, \ldots, \beta_d]^T \), respectively.

It holds that \( y_N \) has the complex Gaussian PDF

\[
p(y_N; \theta) = \frac{1}{\pi^N \det C_{y_N}} e^{-(y_N - \mu(\theta))^H C_{y_N}^{-1}(y_N - \mu(\theta))},
\]

(3.E.2)

where \( C_{y_N} = \sigma^2 I \) and \( \det(\cdot) \) the determinant operation, with

\[
\mu(\theta) = [x(0), \ldots, x(N-1)]^T.
\]

(3.E.3)

As a result, according to [Kay93], the Fisher information matrix (FIM) of \( \theta \) can be written as

\[
\text{FIM}(\theta) = 2\sigma^{-2} \Re \left[ \frac{\partial \mu^H(\theta)}{\partial \theta} \frac{\partial \mu(\theta)}{\partial \theta^T} \right]_{(2d+1) \times (2d+1)}.
\]

(3.E.4)

Note that

\[
\frac{\partial \mu^H(\theta)}{\partial \theta} = \left( \begin{array}{c}
\frac{\partial \mu^H(\theta)}{\partial \Re(\beta)} \\
\frac{\partial \mu^H(\theta)}{\partial \Im(\beta)} \\
\frac{\partial \mu^H(\theta)}{\partial v}
\end{array} \right)_{(2d+1) \times N}
\]

(3.E.5)

and it can be shown that

\[
\frac{\partial \mu^H(\theta)}{\partial \Re(\beta)} = A_N^H(v),
\]

\[
\frac{\partial \mu^H(\theta)}{\partial \Im(\beta)} = -i A_N^H(v),
\]

\[
\frac{\partial \mu^H(\theta)}{\partial v} = \Delta.
\]
where $\Delta = -i \frac{\pi}{c} \left[ (f \odot \beta^H) A_N^H(v) \right] \odot t$, with $\odot$ denoting the Schur-Hadamard (element-wise) product, $f^T = [f_{c_1}, \ldots, f_{c_d}]^T$ and $t^T = [0, \ldots, N-1]^T$. Similarly,

$$\frac{\partial \mu(\theta)}{\partial \theta^T} = \left( \begin{array}{ccc}
\frac{\partial \mu(\theta)}{\partial \Re(\beta)} & \frac{\partial \mu(\theta)}{\partial \Im(\beta)} & \frac{\partial \mu(\theta)}{\partial v} \\
\partial_{\theta}^T & iA_N(v) & -iA_N^H(v) \\
A_N(v) & iA_N^H(v) & \|\Delta\|^2
\end{array} \right)_{N \times (2d+1)}$$

(3.E.6)

with

$$\frac{\partial \mu(\theta)}{\partial \Re(\beta)} = A_N(v),$$

$$\frac{\partial \mu(\theta)}{\partial \Im(\beta)} = iA_N(v),$$

$$\frac{\partial \mu(\theta)}{\partial v} = \Delta^H.$$ 

Thus, the FIM can be rewritten as

$$\text{FIM}(\theta) = 2\sigma^{-2} \Re \begin{bmatrix}
\Psi(v) & i\Psi(v) & A_N^H(v)\Delta^H \\
-i\Psi(v) & \Psi(v) & -iA_N^H(v)\Delta^H \\
\Delta A_N(v) & i\Delta A_N^H(v) & \|\Delta\|^2
\end{bmatrix}$$

(3.E.7)

where $\Psi(v) = A_N^H(v)A_N(v)$ as in (3.2.28).

Thus, the CRLB for the velocity $v$ can be obtained as

$$\text{var}(v) \geq \left[ \text{FIM}^{-1}(\theta) \right]_{(2d+1),(2d+1)}.$$

(3.E.8)
Part II

Application: Ultrasound
Ultrasound has found wide application in medicine and currently more than one fourth of medical imaging is produced via ultrasonic systems [Wel94]. An example of a modern portable ultrasound scanner is shown in Figure 4.1. Before examining the proposed methods with realistic ultrasound RF data, it is preferable to introduce some general theory of ultrasound. In this chapter, some basic physics encountered in the use of ultrasonic techniques will be discussed. First of all, wave propagation and wave interaction with human tissue will be reviewed, followed by the issues of transducer, beamforming and resolution. Then, the discussion will be focused on pulsed wave (PW) systems. More in-depth study of the physics of ultrasound can be found in [Jen96a, EM00, Hil86, LSE+86, Mai78], and the references therein.

4.1 Wave Propagation and Interaction

Waves can be classified into mechanical waves and non-mechanical waves, depending on whether they need a medium for propagation or not. A mechanical wave needs a medium to propagate while a non-mechanical wave does not, for example, ultrasound waves are
mechanical since they need a medium (tissue) to propagate. Light is a non-mechanical wave since it can propagate in vacuum. From the point of view of the wave propagation direction, waves can also be defined as a longitudinal wave or transverse wave. If the vibration is parallel to the direction of propagation then the wave is a longitudinal wave, on the other hand if the vibration is perpendicular to the direction of propagation, then the wave is called a transverse wave. Further, from the point of view of identifying a wave pressure at a specific spatial point, waves can be regarded as scalar and vector waves, respectively. For a scalar wave, only the distance from the source origin (say transducer) is needed to identify the wave at each point in the medium, this is the case for a longitudinal wave. However, for a vector wave, not only a value of distance but also one of direction is needed; this is the case for a transverse wave. Ultrasonic waves are mechanical scalar waves [Hil86]. Other types of waves such as transverse waves are rarely applied in medical ultrasonics due to the strong
attenuation in soft tissue [EM00]. The general sound wave equation in three-dimensions can be expressed as [Mai78]

\[ \frac{\partial^2 \psi(x, y, z, t)}{\partial t^2} = c^2 \left( \frac{\partial^2 \psi(x, y, z, t)}{\partial x^2} + \frac{\partial^2 \psi(x, y, z, t)}{\partial y^2} + \frac{\partial^2 \psi(x, y, z, t)}{\partial z^2} \right) \]

(4.1.1)

where \( \psi(x, y, z, t) \) is the wave amplitude (acoustic pressure) at point \((x, y, z)\) at time \(t\). The parameter \(c\) is the propagation speed in the medium, which depends on the medium, and is given by

\[ c = \frac{1}{\sqrt{\rho K}} \]

(4.1.2)

where \(\rho\) is the mean density \((kg/m^3)\) and \(K\) the compressibility \((m^2/N)\), assuming no net transfer of energy from the wave to the medium. The speed values for soft tissue within the human body are closely clustered around 1540 \(m/s\), which for this reason is normally chosen as the standard sound speed in medical ultrasound [EM00]. It is virtually independent of frequency of the transmitted sound and depends on the density and compressibility of the medium as shown in (4.1.2). Furthermore, the sound speed, \(c\), is equal to the carrier frequency \(f_c\) of the transmitted sound times the wavelength \(\lambda\) stated mathematically as

\[ c = f_c \lambda \]

(4.1.3)

By definition, a sound having a carrier frequency above 20 kHz is called ultrasound. For medical purposes, carrier frequencies between 2 – 10 MHz are used [EM00], which corresponds to the wavelength range of 0.77 – 0.154 mm (provided that the ultrasound velocity \(c\) is 1540 m/s). As ultrasound waves propagate into tissue, due to the changes of the acoustic properties of the media, they will encounter certain phenomena - scattering, reflection, refraction and attenuation.

**Scattering**

Scattering occurs when a sound wave travelling through a medium encounters a discontinuity of dimensions similar to or less than the wavelength of the wave. Some of the energy
of the wave is scattered in all directions. This phenomenon will definitely exist in medical ultrasound when investigating the blood flow in the human body and it enables the use of ultrasound for estimating blood velocities. This is because the estimation of blood velocity will rely on the scattering of the wave as it interacts with the blood. In the human body there exist many structures (cells, fibers, and connective tissues) which are much smaller than the wavelength of the emitted ultrasound. The emitted wave will interact with these numerous small structures, termed scatterers, during the propagation. Scattering from objects which are less than 10 times smaller than the wavelength is usually referred to as Rayleigh scattering [Jen96a]. The scattered strength is proportional to the fourth power of frequency [EM00]. The strength of a backscattered signal can be described either by the backscattering coefficient or the backscattering cross-section [Jen96a]. The measurement of backscattering cross-section is difficult to obtain in practice [EM00]. For different structures, the backscattering coefficients are different and so too is the backscattering strength. Analysis shows the clutter is 20 - 60 dB stronger than the backscattered signals from the blood scatterers [HvdVD+91, Jen93b, EM00]. Given the vast number of scattering ensembles, it is often appropriate to characterize the scattered waves in statistical terms. As the contributions from scatterers can be assumed independent, the central limit theorem states that the amplitude distribution of the scattered waves follows a zero mean Gaussian distribution [WSSL83, Jen96a]. Also, the amplitudes follow a complex Gaussian distribution with zero mean when the amplitudes are complex. It is worth noting that the backscattered signal is deterministic; the same signal will result as if a stationary structure is probed. However, for a slight movement in position, the successively received echoes are not equal, although still correlated. This correlation makes it possible to estimate blood velocities with ultrasound. As there is a strong correlation for small movements, it is possible to detect shifts in position by correlating the successive measurements of the moving blood ensembles.
Reflection

Reflection is a special case of scattering which occurs at smooth surfaces on which the irregularities are very much smaller than a wavelength. As a wavefront encounters a smooth surface with an incident angle $\theta_i$, it will be reflected at an equal angle as shown in Figure 4.2. The amplitude of the reflected wave can be calculated by [EM00] \[
    a_r = a_i \left( \frac{\rho_2 c_2 \cos \theta_i - \rho_1 c_1 \cos \theta_t}{\rho_2 c_2 \cos \theta_i + \rho_1 c_1 \cos \theta_t} \right)
\] (4.1.4)

where $a_r$ and $a_i$ are the reflected amplitude and the incident amplitude, respectively; $\theta_i$ and $\theta_t$ denote the wave incident angle and the angle of refraction, respectively, as shown in Figure 4.2; further, $\rho_1$ and $\rho_2$ denote the density of medium A and medium B, respectively; and $c_1$ and $c_2$ are the corresponding speeds in these media. The amplitude of the reflected waves will be much stronger than that from scattering since the energy in the latter case is scattered in all directions. In diagnostic ultrasound, a combination of reflections and backscattered...
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echoes is picked up by the receiver.

**Refraction**

The term *refraction* describes the deviation of a sound beam when it crosses a boundary between two media in which the speeds of sound are different. The resultant angle of propagation is determined by Snell’s Law:

\[
\frac{\sin \theta_i}{\sin \theta_t} = \frac{c_1}{c_2}
\]  

(4.1.5)

The phenomenon of refraction existing in the human body makes medical ultrasound capable to map the boundaries like vessel walls, diaphragm and some other organ boundaries [Jen96a, EM00, Sch01]. Together with scattering and reflection, these effects make *colour flow imaging* possible.

**Attenuation**

Ultrasound propagation in tissue will be attenuated due to scattering and absorption, which is referred to as *attenuation*. Scattering will spread part of the energy in all directions while absorption will convert the acoustic energy into thermal energy due to viscous loss, heat conduction and the molecular exchanges of energy. The majority of the lost acoustic energy comes from absorption which can be up to 95% [Jen96a]. The attenuation is strongly dependent on frequency. Higher frequency will result in larger attenuation, which means that the backscattered echoes from deep-lying interfaces will be too weak to be detected and limits the effective probed depth. Thus there is a trade-off between the penetration depth, resolution and level of transmitted power. Attenuation limits the typical ultrasound system to depths of 10 – 30 cm when frequencies between 2 – 10 MHz are employed. Higher frequencies, such as 50 MHz, are limited to a 1-cm depth, but they offer the advantage of improved resolution, which could be useful for applications related to the eye, skin, and
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Transducer

An ultrasonic transmitter-receiver, termed *transducer*, is the part of an ultrasound system that generates an ultrasonic beam and detects backscattered echoes. These are made from materials that contain piezoelectric (PZT) crystals. A PZT crystal will vibrate when excited by an alternating current (AC) electric signal of the right frequency (transmit mode). Conversely, it can generate a small electric signal when forced to vibrate (receive mode). A transducer is used to convert electronic signals to ultrasound waves and vice versa [Jen96a, EM00].

Typically, there are two kinds of transducers used in an ultrasound system, *single element transducers* and *array transducers*. For a single element transducer, it must be steered me-

Figure 4.3. (a) A linear array transducer used to scan a medium. (b) The steering process in a phased linear array transducer.

intravascular imaging [LTCF96].
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An ultrasonic transmitter-receiver, termed *transducer*, is the part of an ultrasound system that generates an ultrasonic beam and detects backscattered echoes. These are made from materials that contain piezoelectric (PZT) crystals. A PZT crystal will vibrate when excited by an alternating current (AC) electric signal of the right frequency (transmit mode). Conversely, it can generate a small electric signal when forced to vibrate (receive mode). A transducer is used to convert electronic signals to ultrasound waves and vice versa [Jen96a, EM00].

Typically, there are two kinds of transducers used in an ultrasound system, *single element transducers* and *array transducers*. For a single element transducer, it must be steered me-

Figure 4.3. (a) A linear array transducer used to scan a medium. (b) The steering process in a phased linear array transducer.

intravascular imaging [LTCF96].
chanically over the region of interest (ROI) whereas array transducers can steer the beam electronically. For this reason, an array transducer is usually used in blood flow imaging in modern ultrasound systems, and thus no moving parts are required to sweep the ultrasound beam direction, as shown in Figure 4.3.

**Figure 4.4.** Beamforming for reception in a phased array transducer, reproduced from [Nik01].

**Beamforming**

For a phased array transducer, the transmitted and received signals can also be individually delayed in time, hence the term *phased array*. Through time delays a beam can be steered in a given direction and focused at a given axial distance both in transmit and receive, this is called *beamforming*. A detailed description of beamforming for reception in a phased array transducer is shown in Figure 4.4. Using simple geometric relations a transducer can be focused at any point [Nik01].
Resolution

The ability to distinguish echoes from adjacent reflectors in tissue is termed resolution, which is determined both by how close the reflectors are positioned to each other and the ability of the system’s beamforming. Resolution comprises two features, axial resolution and lateral resolution. Axial resolution is the ability of a system to separate structures lying closely along wave propagation direction. It is determined by the length of the ultrasound pulse generated by the transducer. A long pulse will interact with a range of scatterers which move with different velocities, the recorded RF data will therefore contain a range of velocities due to the velocity spread. As a result, the averaged estimate of velocity will have a higher variance for an increasing velocity spread. Figure 4.5 shows the difference for a short pulse...
echo (reflection from scatterer) with oscillation number $N_o = 2$ and a long pulse echo with $N_o = 10$. As the figure shows, a long pulse results in a narrowband spectrum and a short pulse gives a wideband frequency spectrum. Hence, a good axial resolution can be achieved by firing short bursts; to achieve better axial resolution, only one cycle instead of several cycles should be used. In practice, the number of oscillation of a pulse is restricted by the bandlimited character of a transducer, the lowest number being around 2. Typically, from 6 to 32 wavelengths are chosen to achieve the desired resolution [Jen96a, EM00]. Lateral resolution is the ability of a system to separate structures in a plane perpendicular to the beam direction, which depends on the focusing of the ultrasound beam produced by the transducer. The narrower the beam, the higher the lateral resolution, since a narrow beam enables small objects to become distinguishable. All systems should be designed to produce narrow beams, since this is usually the major limitation on lateral resolution. Also, a beam with uniform intensity is preferred. In practice, a nonuniform intense beam exists in the near field and a uniform beam is present in the far field (area of diverging beam in which lateral resolution is poor). It is possible to smooth the near field intensity pattern so as to yield a narrow beam with almost uniform intensity. Thus, a broadband pulse will produce many frequencies rather than just a single frequency. The presence of multiple frequencies tends to make the near field more uniform. Each frequency has an independent interference pattern, and when these patterns are superimposed on one another, the result is a smoothing of the overall intensity pattern. This reasoning also motivates the use of multi-frequency carriers in the transmission.

4.3 Pulsed Wave System

With respect to blood flow velocity estimation, two kinds of modes can be distinguished, continuous wave (CW) mode and pulsed wave (PW) mode as shown in Figure 4.6. In CW
mode, ultrasound is transmitted and received continuously by means of two transducers. The continuous signal is obtained from the sample volume where the transmitted beam overlaps the sensitivity region of the receiving transducer. With a continuous wave system, reflections will be obtained from all the blood motion along the beam, i.e., it is not possible to know the range from which the measurement was obtained if the two transducers are close to each other [Jen96a]. Instead, in the PW mode, short bursts of ultrasound are emitted with a given pulse repetition frequency. Between transmissions, the transducer is switched to reception mode to catch signals backscattered from blood as well as the surrounding tissue. The position of insonified regions can be localized since as the depth of the region of interest increases, the time before receiving the echo lengthens. Another advantage of a PW system over a CW system is that it only needs one transducer for both transmission and receiving, as shown in Figure 4.6 (b). Therefore, the transducer will
Figure 4.7. Block diagram of a PW ultrasound measurement system, reproduced from [Jen96a]. The wall filter in the figure is termed clutter filter in this thesis.

need to be switched between an emitting state and a receiving state, which makes diagnosis more convenient. For these reasons, PW mode is widely employed in CFI and herein the discussion will be confined to the PW system. Figure 4.7 briefly illustrates the block diagram of a typical PW ultrasound measurement system for CFI. The transducer emits a pulse and then switches to reception mode and acquires echoes from scatters before firing the next RF line (transmission). After amplifying and digitalizing the echo, the signal is represented in a complex form by a quadrature demodulation [Jen96a], normally performed via Hilbert transform as later illustrated in (4.3.3). Figure 4.8 depicts the scan-mode acquisition for CFI (left) and an RF data matrix is given (right) with dimension $M \times rN$, where $M$ is the number of depth samples along the fast time (depth-wise) direction and $r$ the number of line of sight (LOS). In each LOS, N ultrasound pulses are emitted, and slow-time samples can be defined as the $N$ samples of signals resulting from a fixed depth with pulse repetition frequency $f_{prf}$. Each LOS corresponds to one specific Doppler angle and it is assumed that the flow characteristic changes very small for very limited time duration within each LOS. After firing N pulses in one direction, the pulse beam will sweep to the next LOS and another set of N pulses will be fired with a new Doppler angle. Typically, $r$ is between $50 - 100$, $N$ around $4 - 20$, and the imaging across the field of view may be around 15 cm [Jen96a,EM00].
A sensitive technique for velocity estimation must be used since only a few echoes can enter the estimator in order to have a high frame rate. Using more echoes (slow time data samples) for the estimate leads to better estimate accuracy but at the cost of higher computational load which in return results in slower frame rate in CFI. As a result, a compromise between frame rate (estimation time) and accuracy must be found, making both clutter rejection and blood velocity estimation more challenging.

Figure 4.9 illustrates the basic principle of velocity estimation in each LOS, in which a simplified situation is assumed that a single scatterer moves away from the transducer with a velocity of $\vec{v}$. Initially, the depth of a scatterer is $d_0$ and the echo is recorded by the transducer at time instance $t_0 = 2d_0/c$ from the pulse transmission. Between every two
Figure 4.9. Basic principle of the velocity estimation in PW ultrasonic system.

emissions the scatterer moves a distance $\Delta d$ along the ultrasound beam, which is proportional
to the projected velocity along beam/axial direction, $v$. The time-shift $t_s$ in the arrival time
of the signal from pulse-to-pulse is given by

$$t_s = \frac{2\Delta d}{c} = \frac{2v}{c} T_{prf}$$  \hspace{1cm} (4.3.1)

where $T_{prf} = 1/f_{prf}$ is the pulse repetition period. These shifted signals are illustrated in
Figure 4.9. In order to estimate the velocity at a given depth, a new signal is generated
as marked by the horizontal line. The new signal, which is shown on the right-hand side
of Figure 4.9, has a sampling frequency of $f_{prf}$. The signal from a single scatterer and a
narrow-band emitted pulse is approximated as [Jen96a]

$$x(n) \approx a(n) \cos\left(2\pi\frac{2v}{c} f_c n T_{prf} - \varphi\right)$$  \hspace{1cm} (4.3.2)

where $a(n)$ is the envelope amplitude, $f_c$ the carrier frequency, $n$ the $n^{th}$ RF line and $\varphi$ a
phase accounting for the propagation time from the transducer to the depth of interest and
back. The spectrum of the new signal is a replica of the emitted spectrum with the frequency axis scaled by $2v/c$ [Jen96a]. Thus the frequency of the received signal is proportional to the blood velocity. Taking real valued signals for the estimation process yields symmetric Doppler power spectra from which it is not possible to get information about flow direction. Normally, an ideal blood velocity profile or CFI should cover both flow strength as well as flow directional information. To estimate the directional information, complex valued data are needed. These can be obtained by computing the discrete-time *analytical* signal of the measured signal in (4.3.2) [Mar99],

$$x_a(n) = x(n) + jH\{x(n)\} = a(n)e^{i(2\pi \frac{2v}{c} f_{prf} - \varphi)}$$

(4.3.3)

where $x_a(n)$ denotes the corresponding analytical signal of $x(n)$, and $H\{\cdot\}$ the *Hilbert transform* operation. Alternatively, the complex data can be generated using *Quadrature demodulation* [Jen96a].

Since the time between subsequent emitted pulses is determined by the depth of the point of interest, the $f_{prf}$ is determined by the depth of that point: emission of the next burst is only allowed if the returned signal of the previous burst has been received, otherwise **aliasing** in depth will occur. The largest depth $d_{max}$ into the body that can be investigated is a function of $c$ and $f_{prf}$, defined in (3.1.2). When the Doppler frequency shift exceeds a limit defined by the Nyquist theorem (which equals $f_{prf}/2$), distortion of the signal takes place whereby the signal wraps itself up and appears to artificially change direction. Similarly, velocities higher than those related to Nyquist limit reappear as other, incorrect, velocities on the display. This phenomenon is known as **velocity aliasing**. The peak velocity that can be correctly resolved by the PW system is limited by the $f_{prf}$ and therefore by the depth of the point of interest, the greater depth, the lower the $f_{prf}$. As discussed in Chapter 3, for the autocorrelation estimator (also termed KAT or UWLP methods as in Chapter 2), there exists a relationship between the maximum detectable axial velocity $v_{Nyq}$ in (3.1.1) and the
maximum observable depth in (3.1.2),

\[ v_{\text{max}} = \frac{c^2}{8d_{\text{max}} f_c} . \]  

(4.3.4)

4.4 Conclusion

This chapter presents a short overview of the theoretical background of ultrasound wave propagation and wave interaction with human tissues. After explaining the basic principles of transducer, beamforming and resolution, then, the discussion is focused on pulsed wave systems which are widely employed in CFI.
In this chapter, one of the classical challenges involved in CFI will be discussed, namely clutter rejection. First of all, a brief introduction about clutter and clutter rejection is given, followed by the literature review of existing clutter filters. Then, an efficient implementation of the recently developed eigenfilters using a fast subspace tracking technique is introduced, without degrading the performance as compared to employing conventional block EVD/SVD based eigenfilters.

5.1 Clutter Rejection

In ultrasound Doppler blood flow measurements, the backscattered signals from the moving blood scatterers are corrupted by interference signals, termed clutter, originating from the stationary or slowly-moving tissue such as vessel walls, and from stationary reverberations. [Jen96a, EM00, EFPF97, Sch01]. The measured ultrasonic signal resulting from the $n^{th}$ pulse at depth $k$, denoted $r(k, n)$, can thus be well modelled as consisting of three statistically independent components [BTK02], i.e.,

$$x(k, n) = c(k, n) + b(k, n) + w(k, n),$$  \hspace{1cm} (5.1.1)
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Figure 5.1. The frequency spectra of clutter, blood and noise contained in demodulated complex RF data, assuming the Doppler shift is positive for motion towards probe. The dotted line represents an ideal high-pass filter, (a) with stationary tissue; (b) with slow-moving tissue.

where \( c(k, n) \), \( b(k, n) \) and \( w(k, n) \) denote the clutter, the blood and the additive noise components, respectively. Typically, the clutter signals are 20 - 60 dB stronger than the backscattered signals from the blood scatters \([HvdVD+91, Jen93b, EM00]\). On the other hand, the echoes scattered from rapidly moving blood cells have larger frequency shifts than the echoes scattered from slowly moving tissue. Figure 5.1 depicts the frequency spectra of the three components with or without moving tissue. For clutter which originates from the stationary tissue, shown in Figure 5.1 (a), the clutter component will remain identical in each RF line within each LOS. As a result, the stationary clutter signals can be filtered out by using a
simple difference filter (also called stationary echo cancelling) [Jen93b], i.e.,
\[ y_k(n) = a^T x_k(n) \] (5.1.2)
where \( a = \begin{bmatrix} 1 & -1 \end{bmatrix}^T \) and \( x_k(n) = \begin{bmatrix} x(k,n) & x(k,n-1) \end{bmatrix}^T \). However, the clutter component will not be strictly identical in each RF line due to tissue motion induced by the pulsating vessels. This leads to spectra overlap between blood and clutter in a common frequency band as shown in Figure 5.1 (b). This situation occurs quite commonly in blood flow measurement, especially in strain-flow imaging which is a new technique for investigating the vascular dynamics and tumor biology [KHTI03]. As in tumor imaging, the blood and clutter echoes often share the same frequency bands under low flow velocity conditions, making the separation of blood and clutter very challenging. The adverse influence of clutter can be reduced by minimizing the size of the echo sample volume, but even if the entire sample volume is inside a blood vessel, the unavoidable clutter from reverberations and transducer side lobes will affect the signal [KHTI03]. Furthermore, blood velocities are commonly estimated by using the autocorrelation method [KNKO85]. To obtain unbiased blood velocity estimates, the clutter signals need to be attenuated down to the thermal noise level and an efficient clutter filter must be applied before the estimation. Since clutter filters operate along the slow time axis, only \( 4 - 20 \) echo samples are available for high pass filtering to maintain acceptable frame rate [EM00].

Thus, an ideal clutter filter should exhibit the following properties:

- Narrow transition band;
- Being adaptive to non-stationary clutter;
- Not reducing the limited available data samples;
- Not removing blood component.
The above facts and requirements make the design of an efficient clutter filter very challenging and as a result the problem has received significant attention over the last decades. In general, these filters can be classified into static clutter filters \cite{HvdVD91, Jen93b, PAB94, TH94, KL95} and adaptive clutter filters \cite{BHR95, LBH97, Tor97, BT97, BTK02, KHTI03, KF02, YMK03, Kad02, GT02, GNT03, TWF04}. As summarized in Figure 5.2, the static clutter filters mainly comprise FIR, infinite impulse response (IIR) and polynomial regression.
sion filters; and the adaptive clutter filters mainly include independent component analysis (ICA)-based filters, eigenvector regression filters (ERF), which sometimes are also termed principal component analysis (PCA)-based filters [GT02, GNT03], as well as a down-mixing method [BTK02]. Of these methods, the static polynomial regression filters, the ERF filters and the ICA-based filters are also classified as regression filters, which will be discussed later.

The PCA and ICA are two common methods of the blind source separation (BSS) family. More details about BSS can be found in ([Car98, Sto02], and the references therein).

Static clutter filters

As discussed above, various static clutter filters, such as FIR, IIR and polynomial regression filters, have been proposed to suppress the clutter from the backscattered signals (e.g., see [HHR91, PAB94, KL95, BTK02], and the references therein). To get a narrower transition band, both the FIR and IIR filters require higher order, which will further reduce the valid echo samples by a factor of the order of the filters. Moreover, the FIR filters need a higher order than the IIR filters to achieve an equivalent narrow transition band [OSB99]. It is worth noting that the most commonly used estimator in CFI, the autocorrelation estimator, will suffer higher variance when fewer valid data samples are used and the variance of it is inversely proportional to the number of valid outputs of the employed filter, as implied in (2.2.15) (the autocorrelation estimator is also termed UWLP in Chapter 2). Furthermore, the conventional FIR or IIR high pass filters will undiscriminatingly remove low frequency components. The obvious drawback is that the filters also filter out the signal from the low velocity (low Doppler shift) blood flow near vessel walls which is a region of great interest for detecting flow anomalies leading to atheroma formation [TMLI04].

Later, in [HvdVD+91, KL95], Hoeks and Kadi et al. developed regression filters different from FIR or IIR filters being based on the assumption that signals are a superposition of sinusoids. Regression filters operate on the assumption that the slowly varying clutter
component in the Doppler signal can be approximated by a polynomial of a given order, which in turn can be determined by performing least-squares regression analysis. The resulting filters are thus termed polynomial regression filters. Once approximated, this component can then be subtracted from the Doppler signal so that the contribution from blood-flow can be retrieved and analyzed. But this filter is still static, being independent of the input data sequence as shown in the following derivation. Mathematically, at depth $k$, the filtered data sample can be written as

$$c(k, n) = \sum_{p=0}^{P} a_p n^p$$

$$y_k(n) = x(k, n) - c(k, n), \quad n = 1, 2, \cdots, N$$

(5.1.3)

where $c(k, n)$ is the approximated clutter component, $\{a_p\}$ the set of regression model coefficients, $P$ the regression order and $N$ the number of data samples. Fitting a polynomial of degree $P$ to a set of data points $\{x(k, n)\}, \quad n = 1, 2, \cdots, N$ involves finding a set of coefficients $a_p, \quad p = 0, 1, \cdots, P$, such that the sum of the squared differences between the actual data and the model

$$\epsilon^2 = \sum_{n=1}^{N} \left( x(k, n) - \sum_{p=0}^{P} a_p n^p \right)^2$$

(5.1.4)

is minimized, which is equivalent to

$$\frac{\partial \epsilon^2}{\partial a_i} = 0$$

$$\frac{\partial^2 \epsilon^2}{\partial a_i^2} > 0, \quad i = 0, \cdots, P,$$

(5.1.5)

leading to the following set of linear equations

$$\sum_{n=1}^{N} \left( x(k, n) - \sum_{p=0}^{P} a_p n^p \right) n^i = 0, \quad i = 0, \cdots, P$$

(5.1.6)
which can be rearranged as
\[ \sum_{p=0}^{P} \sum_{n=1}^{N} n^i n^p a_p = \sum_{n=1}^{N} n^i x(k, n). \]  
(5.1.7)

Furthermore, by introducing the matrix and vector notations
\[
\begin{align*}
\Gamma &= \begin{pmatrix}
1^0 & 1^1 & \cdots & 1^P \\
2^0 & 2^1 & \cdots & 2^P \\
\vdots & \vdots & \ddots & \vdots \\
N^0 & N^1 & \cdots & N^P
\end{pmatrix}, \\
\mathbf{a} &= \begin{pmatrix}
a_0 \\
a_1 \\
\vdots \\
a_P
\end{pmatrix}, \\
\mathbf{x}_k &= \begin{pmatrix}
x(k, t) \\
x(k, t + 1) \\
\vdots \\
x(k, t + N - 1)
\end{pmatrix}
\end{align*}
\]

(5.1.8)

at discrete time \( t \), (5.1.7) can be rewritten as
\[(\Gamma^T \Gamma) \mathbf{a} = \Gamma^T \mathbf{x}_k \]  
(5.1.9)

or
\[ \mathbf{a} = (\Gamma^T \Gamma)^{-1} \Gamma^T \mathbf{x}_k. \]  
(5.1.10)

For given \( N \) and \( P \), substituting (5.1.10) into (5.1.3) will make \( y_k(n) \) available. As can be seen, the polynomial regression filters do not shorten the length of valid data sequences, and are in this sense different from FIR or IIR filters. In [KL95], Kadi et al. further confirmed in their work that regression filters could offer significantly better performance than step-initialized IIR filters under heavy clutter conditions. It should be noted the evaluation of the matrix \((\Gamma^T \Gamma)^{-1} \Gamma^T\) is computationally demanding. However, it is totally independent of the input sequence \( \mathbf{x}_k \) and its elements are only determined by \( P \) and \( N \). Because the clutter characteristics in RF signal vary, also due to the nonstationary tissue motions from cardiac activities and/or respiration and the transducer/patient movement [TH94], a static filter cannot remove the clutter effectively.
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High Pass Filter

Figure 5.3. Down-mixing methods, where $\phi_c(k, n)$ is the estimated clutter frequency.

Adaptive clutter filters

In contrast to static clutter filters discussed above, the filtering operation depends on the characteristics of the clutter signal, and the resulting filters are termed *adaptive clutter filters*. The down-mixing methods, the ERF and the PCA/ICA methods are thus designed to filter the clutter adaptively.

The down-mixing methods were developed to shift adaptively clutter to be centered around zero frequency after estimating the clutter frequency at each location before applying a high pass filter [TH94, BHR95], as depicted in Figure 5.3. The down-mixing methods can suppress the clutter well when the clutter is of a) relatively high amplitude; b) narrow bandwidth and c) low mean frequency [BHR95]. However, this method cannot provide sufficient clutter rejection when several tissue velocities exist in the backscattered signals, owing to acceleration or deceleration of tissues. To compensate for this, a down-mixing method with varying phase increments computed from a clutter correlation matrix was recently proposed [BTK02], showing an improved performance in dealing with accelerated tissue motion.
However, its performance highly depends on how reliably the clutter correlation matrix can be estimated. It should also be noted that the computational complexity is particularly high.

In [LBH97], Ledoux et al. proposed a clutter rejection filter for multiline Doppler modalities based on the SVD. This method was further developed using a stochastic signal model [BT97,BTK02], termed eigenvector regression filter, in which the orthonormal basis functions for the regression filter are computed with the SVD or the discrete Karhunen-Loève transform (DKLT)\(^1\) corresponding to the clutter statistics. In the case of uniform tissue motion induced by probe movement over an entire region of interest (ROI), Bjaerum et al. [BTK02] successfully demonstrated that the ERF outperformed the polynomial regression filter. Later, Kruse et al. [KF02] extended the ERF to deal with high blood-to-clutter ratios (BCR) by training the correlation matrix based on signal correlation. Recently, the ERF was also applied for strain-flow imaging [KHTI03,TMLI04]. Theoretically, the ERF can provide maximum clutter suppression with a given filter order because of its best mean-square approximation of the clutter. Clearly, it can still potentially remove the flow signal close to the clutter velocity. Furthermore, the application of ERF in a practical system is currently limited because of its high computational complexity [LBH97,BT97,BTK02].

Recently, two BSS-based approaches to the problem of adaptive clutter filtering were proposed, the PCA and the ICA techniques [Kad02,GT02,GNT03,TWF04]. As pointed out earlier, the PCA method is essentially identical to the ERF in the sense that both methods are based on the decomposition of a second-order ensemble data vector as the sum of its projections onto the principal axis of its covariance matrix. Basically, the ERF/PCA methods decompose the input data sequence into a set of orthogonal basis functions. Because

\(^1\)This transform is also commonly referred to as principal component analysis (PCA) or the Hotelling-transform. Hotelling was the first to derive the transformation of discrete variables into uncorrelated coefficients. He referred to it as the method of principal components. The analogous transformation for transforming continuous data was discovered by Karhunen and Loève [GW02]
orthogonality indicates that the basis functions are uncorrelated but does not imply that they are statistically independent unless the functions are also Gaussian or otherwise distributed random variables for which the third and higher order moments are zero [Chi97]. If an orthogonal decomposition is performed, the resulting basis functions may be orthogonal but not mutually independent. As a result, multiple independent source signals may project onto the same orthogonal basis vector, leading to incomplete source signal separation that makes clutter filtering via projection operations difficult. The ICA method is different from the ERF/PCA in the sense that it assumes that source signals are not only uncorrelated but also mutually independent [Car98, Sto02]. The ICA basis functions are extracted by maximizing the entropy in the joint probability density functions (PDF) of the basis vectors. If a set of signals has a maximum entropy PDF, it is implied that the signals are mutually independent. Of the existing ICA algorithms, the Jade algorithm [Car98] is perhaps the most common one. The method first determines the input data ensemble’s DKLT. The decomposition is then whitened, meaning that each basis function is magnitude normalized. The eigenpairs of the fourth order cumulants of the whitened basis functions are calculated, and the eigenpairs are diagonalized with a unitary matrix. Finally, the matrix that separates the independent source signals from the data ensemble is determined from the whitened and unitary matrices. However, it should be noted that in a comparison study of the PCA and ICA methods, Gallippi et al. [GT02] showed that the first-order PCA method outperformed the ICA method. This could happen if the clutter and blood components are not independent with each other, then the ICA may find it difficult to separate the signals and the PCA may turn out to be a better choice. As a result, it is really difficult to choose between the ICA and the PCA methods for a given scenario.

In view of the literature review above, there obviously exists more work to be done to obtain a better understanding of an optimal solution for clutter rejection. As the review shows, currently, the ERF/PCA and possibly the ICA methods seem more promising than
other discussed methods for clutter rejection. In terms of the implementation of these methods, the conventional evaluation of block SVD involved in the ERF/PCA, and the first stage of ICA, is computationally complex, and renders real-time CFI impractical. As a result, next, efforts will be focused on the efficient evaluation of the SVD in association with the implementation of the ERF.

5.1.1 Eigenvector Regression Filter

Recalling (5.1.1), the \((2K+1) \times N\) matrix \(X_k\) centered at depth \(k\) is introduced, formed as

\[
X_k = \left[ x_{k-K} \ldots x_{k+K} \right]^H,
\]

with

\[
x_k = \left[ x(k, t) \ldots x(k, t+N-1) \right]^H,
\]

where \((\cdot)^H\) denotes conjugate transpose (Hermitian), and \(N\) the number of available temporal slow-time samples at discrete time \(t\). Define the \(N \times N\) correlation matrix of the measured signal assumed wide-sense stationary, for the \(k^{th}\) depth, as

\[
R_k = E \{ x_k x_k^H \},
\]

where \(E\{\cdot\}\) denotes statistical expectation. As the correlation matrix is typically unknown and only limited samples are available, an estimate of the correlation matrix can be formed using the reflected signal from \(\pm K\) depths offset from the \(k^{th}\) depth,

\[
\hat{R}_k = \frac{1}{L} \sum_{l=k-K}^{k+K} x_l x_l^H,
\]

where \(L = 2K+1\) denotes the number of depths considered, with typically \(L \gg N\). Furthermore, \(\hat{R}_k\) can be decomposed as

\[
\hat{R}_k = U_k \Lambda U_k^H,
\]
where \( \mathbf{A} \) is a diagonal matrix, containing the eigenvalues, \( \lambda_n \), for \( n = 0, \cdots, N-1 \), non-increasingly lying along the diagonal, and \( \mathbf{U}_k \) is a unitary matrix formed from the corresponding \( N \) eigenvectors. As the eigenvectors corresponding to the \( r \) largest eigenvalues can be viewed as spanning the clutter subspace, the eigenfilters optimally attenuating the influence of the clutter can be formed as the projection onto the space orthogonal to the one spanned by the clutter eigenvectors (see, e.g., [LBH97, BTK02, KHTI03, KF02, YMK03]), as illustrated in Figure 1.1. Let

\[
\mathbf{A}_k = \begin{bmatrix}
\mathbf{u}_0 & \cdots & \mathbf{u}_{r-1}
\end{bmatrix},
\tag{5.1.16}
\]

where

\[
\mathbf{u}_i = [u_i(0), \cdots, u_i(N-1)]^T
\tag{5.1.17}
\]

denotes the eigenvector corresponding to the \( i^{th} \) eigenvalue. Alternatively, \( \mathbf{A}_k \) can also be obtained by evaluating the SVD of \( \mathbf{X}_k \). Then, the linear eigenfiltering operation is defined by

\[
\Pi_{\mathbf{A}_k}^{\perp} = \mathbf{I} - \mathbf{A}_k \mathbf{A}_k^H,
\tag{5.1.18}
\]

where \( \mathbf{I} \) denotes the identity matrix with proper dimension, and the filtered signal is formed as

\[
y_k = \Pi_{\mathbf{A}_k}^{\perp} \mathbf{x}_l.
\tag{5.1.19}
\]

The frequency response of the linear filtering operation in (5.1.19) becomes [Tor97]

\[
H_{\mathbf{A}_k}(\omega) = 1 - \frac{1}{N} \sum_{i=0}^{r-1} \left| \sum_{n=0}^{N-1} \mathbf{u}_i(n) e^{-j\omega n} \right|^2.
\tag{5.1.20}
\]

A typical example of the resulting filters is illustrated in Figure 5.4, where \( \text{CNR} \) denotes the clutter to noise ratio and \( f_{\text{clutter}} \) the simulated frequency of the dominant clutter component. As is clear from the figure, the ERF shows steeper cut-off slopes as compared to the FIR filters. Furthermore, the longer the data vector length, \( N \), the steeper the transition band.
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Figure 5.4. Frequency responses with variable parameters: (a) A first-order ERF with variable ensemble data length $N$, $f_{\text{clutter}} = 0$, $\text{CNR} = 40 \text{ dB}$; (b) ERF with variable order. $f_{\text{clutter}} = [0 \ 0.05]$, $N = 16$, $\text{CNR} = 40 \text{ dB}$.

In Figure 5.4 (b), we simulate clutter with frequencies $f_{\text{clutter}} = [0 \ 0.05]$. As we can see, a first-order ERF will only remove the clutter with zero frequency, while a second-order ERF can provide satisfactory suppression for the clutter presented at both frequency locations.

It is worth noting that the choice of $L$ in (5.1.14) reflects the size of the stationary data segment and should be selected as the range of depths over which the statistical properties of the clutter signal can be assumed to be approximately constant [BTK02]. If the statistics change as a function of spatial coordinates, the filter obtained from an LOS with varying statistics will not provide sufficient performance. As the clutter statistics vary over depth in many physiological cases, the correlation matrix should be properly formed to model the signal statistics within a stationary data segment. An illustration of this fact is shown in Figure 5.5. Typically, the size of the stationary data segment depends on factors such as the pulse bandwidth, sampling frequency, SNR, as well as the region size of flow and
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Figure 5.5. Cross section of a blood vessel buried in tissue. Each data segment should be selected with constant statistical properties of the clutter signal.

clutter. However, computing the sample correlation matrix $\mathbf{R}_k$ and the corresponding EVD, or alternatively computing the SVD of stationary data segment $\mathbf{X}_k$, is often computationally prohibited in clinical diagnosis. To alleviate this problem, we proceed to introduce an efficient subspace tracking technique as an efficient way to form the eigenfilters.

Subspace tracking algorithms play an important role for many subspace-based high-resolution methods, and the literature on the topic is substantial (see, e.g., [CG90, Yan95, Str97, BRD04, MH98] and the references therein). Typically, subspace algorithms are applied to temporally slow-varying signals, formed into time-dependent data blocks

$$
\mathbf{X}_t = \begin{bmatrix} x_t & \cdots & x_{t-L+1} \end{bmatrix}^H, \quad (5.1.21)
$$
where \( \mathbf{x}_t \) is a column vector. These algorithms exploit the fact that typically only a few dominant singular vectors, say 2-4, are needed to span the noise or signal subspace. Similarly, we exploit the fact that the clutter signal has a slowly time-varying nature both in the temporal and spatial domain. Thus, the clutter statistics between two consecutive depth positions will not change significantly, thereby enabling an efficient evaluation of the consecutive SVDs using a subspace tracking technique. Herein, we propose to recursively track the \( r_{\text{max}} < \frac{1}{2} N \) dominant eigenvectors, where \( r_{\text{max}} \) is an upper bound on the size of the clutter filter, and then only using the \( r \leq r_{\text{max}} \) most dominant eigenvectors to construct the projection matrix in (5.1.18). Then, given the filtered signal in (5.1.19), the blood velocity for each depth of interest is generally estimated using a correlation-based method [Jen96a]. It is worth noting that the choice of \( r \), the number of clutter eigenvectors actually used, is both difficult and critical. If selected as \( r = r_0 + 1 \), where \( r_0 \) is the optimal choice, the filter will suppress a large part of the blood signal. However, if \( r = r_0 - 1 \), a strong clutter component will remain in the data, severely distorting the resulting velocity estimate. Additionally, to take the spatially varying clutter statistics into account, the choice of \( r \) should typically be allowed to vary over depth; we note that the proposed technique allows for such local variations as long as only \( r \leq r_{\text{max}} \) eigenvectors are required.

### 5.1.2 An Efficient Clutter Filter Implementation via Subspace Tracking

Given the SVD factorization

\[
\mathbf{X}_k = \mathbf{V}_k \mathbf{\Sigma} \mathbf{U}_k^H,
\]  
*(5.1.22)*
where $V_k \in \mathbb{C}^{L \times N}$ and $U_k \in \mathbb{C}^{N \times N}$ are unitary matrices and $\Sigma \in \mathbb{R}^{N \times N}$ is a non-negative diagonal matrix,

$$\Sigma = \begin{bmatrix} \delta_0 & & \\ & \ddots & \\ & & \delta_{N-1} \end{bmatrix} \tag{5.1.23}$$

with $\delta_0 \geq \delta_1 \geq \cdots \geq \delta_{N-1} \geq 0$. Thus, the $r$ dominant singular values are $\{\delta_0, \delta_1, \cdots, \delta_{r-1}\}$, and the associated $r$ dominant left singular vectors and the $r$ dominant right singular vectors are the $r$ first columns of the matrix $V_k$ and the $r$ first columns of the matrix $U_k$, respectively.

As discussed in the previous section, to enable the use of locally computed eigenfilters, the SVD of stationary data segment $X_k$ needs to be evaluated for a number of depths. Each such evaluation using the SVD\(^2\) requires $4LN^2 + 8N^3$ operations [GV96], preventing the method from currently being practically applicable. To avoid the full computation of the SVD, one can use the classical sequential bi-iteration SVD algorithm, as summarized in Table 5.1, to track recursively the dominant clutter subspace [Str97]. As the clutter component will vary slowly over depth, one can view the data matrix $X_k$ in (5.1.11) centered at depth $k$ as a depthwise update from $X_{k-1}$ at depth $k-1$, allowing the SVD of $X_k$ to be approximated and updated just by replacing the iteration depth index $k$ as shown in Table 5.1. Here, $I_{\text{rmax}}$ denotes an $r_{\text{max}} \times r_{\text{max}}$ identity matrix. This algorithm generates two auxiliary matrices $Q_A(k) \in \mathbb{C}^{N \times r_{\text{max}}}$ and $Q_B(k) \in \mathbb{C}^{L \times r_{\text{max}}}$. It has been shown that the columns of $Q_A(k)$ and $Q_B(k)$ will converge to the $r_{\text{max}}$ dominant right and left singular vectors, respectively. Furthermore, both $R_A(k)$ and $R_B(k)$ will converge to a diagonal matrix containing the $r_{\text{max}}$ largest singular values. Therefore, the $r$ first columns of $Q_A(k)$ can be used to approximate $A_k$ in (5.1.16). As we discussed previously, the choice of $r$ is important and critical, and is in itself an interesting topic. A detailed description of the sequential bi-iteration SVD

\(^2\)Computing the correlation matrix estimate in (5.1.14) together with the EVD requires approximately the same number of operations.
Table 5.1. Sequential bi-iteration SVD algorithm

| Initialize: $Q_A(0) = \begin{bmatrix} I_{r_{\max}} \\ \vdots \\ 0 \end{bmatrix}$ |  
|---|---|
| For each depth step Do: |  
| First iteration: | Complexity |
| $B_k = X_k Q_A(k - 1)$ | matrix product | $8NLr_{\max}$ |
| $B_k = Q_B(k) R_B(k)$ | skinny QR factorization | $19Lr_{\max}^2$ |
| Second iteration: |  
| $A_k = X_k^H Q_B(k)$ | matrix product | $8NLr_{\max}$ |
| $A_k = Q_A(k) R_A(k)$ | skinny QR factorization | $19N r_{\max}^2$ |

algorithm can be found in [Str97]. This method is very robust, but the main drawback is the high complexity with the dominant cost of $16NLr_{\max}$, where $r_{\max} < \frac{1}{2} N \ll L$ in practice.

Fortunately, this algorithm has been further developed (see, e.g., [CG90, Yan95, Str97, BRD04, MH98] and the references therein). Recently, Badeau et al. [BRD04] derived a fast tracking approach termed the *sliding window adaptive* SVD (SWASVD) algorithm which showed excellent performance in the context of frequency estimation, having computational complexity with dominant cost of $23(L + N) r_{\max}^2$ which is less than $16NLr_{\max}$. A number of other, yet more efficient methods, also exist, having complexity $\mathcal{O}(Nr_{\max})$ (see, e.g., [BRD04]). However, the choice of method should be done with some care depending on the acceptable level of accuracy and error propagation. Herein, the SWASVD method is revised and will be applied to the clutter subspace tracking problem. As pointed out
previously, the clutter subspace tracking problem arises in a spatial domain, different from conventional subspace tracking which is normally applied in a temporal domain. As a result, this method is accordingly revised to fit the spatial subspace tracking problem, the resulting method is termed the R-SWASVD algorithm. It is noteworthy that the R-SWASVD is essentially identical to the SWASVD algorithm [BRD04], except the opposite way of updating the RF data matrix in (5.1.24) at each depth step in the spatial domain resulting in the difference between the derivations of the R-SWASVD algorithm and the SWASVD algorithm. The derivation of the R-SWASVD algorithm is presented next. More details including the complete derivation of the SWASVD algorithm can be found in [BRD04].

Consider the compressed data vector, given the depthwise update structure of the data matrix $X_k$ defined in (5.1.11) and the vector $x_k$ at depth $k$ defined in (5.1.12), and notice that

\[
\begin{bmatrix}
    x_{k-K}^H \\
    \cdots \\
    x_k
\end{bmatrix}
Q_A(k-1) =
\begin{bmatrix}
    x_{k-1}^H \\
    \cdots \\
    x_{k+K}^H
\end{bmatrix}
\begin{bmatrix}
    X_{k-1} \\
    \cdots \\
    X_k
\end{bmatrix}
Q_A(k-1) \quad (5.1.24)
\]

which can be further simplified as

\[
\begin{bmatrix}
    \times \cdots \times \\
    \cdots \\
    B_k
\end{bmatrix}
= \begin{bmatrix}
    X_{k-1}Q_A(k-1) \\
    \cdots \\
    h_{k+K}^H
\end{bmatrix}, \quad (5.1.25)
\]

where the symbol $\times$ denotes uninteresting elements, and

\[
h_{k+K} = Q_A^H(k-1) x_{k+K}. \quad (5.1.26)
\]
Next, use the low-rank approximation of $X_k$ as

$$
\hat{X}_k = \left( Q_B(k) Q_B^H(k) \right) X_k
$$

$$
= Q_B(k) Q_B^H(k) Q_B(k) A^H(k)
$$

$$
= Q_B(k) A^H(k)
$$

$$
= Q_B(k) R_A^H(k) Q_A^H(k)
$$

which corresponds to the projection of the columns of $X_k$ onto the subspace spanned by the columns of $Q_B(k)$. As a result,

$$
\hat{X}_{k-1} Q_A(k-1) = Q_B(k-1) R_A^H(k-1) .
$$

Then, use $\hat{X}_{k-1}$ to replace $X_{k-1}$ in (5.1.25) yields

$$
\begin{bmatrix}
\times \cdots \times \\
\cdots \cdots \\
B_k
\end{bmatrix} \simeq 
\begin{bmatrix}
Q_B(k-1) R_A^H(k-1) \\
\cdots \cdots \\
0 \cdots \\
h_{k+K}
\end{bmatrix} .
$$

Similarly, notice that

$$
\begin{bmatrix}
x_{k-K-1} \\
X^H_k
\end{bmatrix} 
\begin{bmatrix}
0 \cdots 0 \\
\cdots \cdots \\
Q_B(k)
\end{bmatrix} = 
\begin{bmatrix}
x_{k-1}^H \\
x_{k+K}
\end{bmatrix} 
\begin{bmatrix}
0 \cdots 0 \\
\cdots \cdots \\
Q_B(k)
\end{bmatrix} ,
$$

the left hand side of which is identical to $A_k$ according to the definition in Table 5.1. Thus, (5.1.30) becomes

$$
A_k = 
\begin{bmatrix}
x_{k-1}^H \\
x_{k+K}
\end{bmatrix} 
\begin{bmatrix}
0 \cdots 0 \\
\cdots \cdots \\
Q_B(k)
\end{bmatrix} .
$$
Moreover, multiply $Q_A^H(k - 1)$ on both sides of (5.1.31) leading to

$$R_B^H(k) = \left[ Q_A^H(k - 1) X_{k-1}^H : h_{k+K} \right] \begin{bmatrix} 0 & \cdots & 0 \\ \cdots & \cdots & \cdots \\ Q_B(k) \end{bmatrix}, \quad (5.1.32)$$

where, according to the sequential bi-iteration SVD algorithm, summarized in Table 5.1, $R_B^H(k)$ satisfies

$$R_B^H(k) = B_B^H(k) Q_B(k) = Q_A^H(k - 1) X_k^H Q_B(k) = Q_A^H(k - 1) A_k. \quad (5.1.33)$$

Then, define vector

$$x_{k+K}^\perp = x_{k+K} - Q_A(k - 1) Q_A^H(k - 1) x_{k+K}$$
$$= x_{k+K} - Q_A(k - 1) h_{k+K}, \quad (5.1.34)$$

which is orthogonal to the subspace spanned by the columns of $Q_A(k - 1)$, thus $x_{k+K}$ can be seen as the sum of two orthogonal vectors

$$x_{k+K} = Q_A(k - 1) h_{k+K} + x_{k+K}^\perp. \quad (5.1.35)$$

Replacing $X_{k-1}$ with $\hat{X}_{k-1}$ in (5.1.31) and (5.1.32), respectively, yields

$$A_k \simeq \left[ Q_A(k - 1) : x_{k+K}^\perp \right] \begin{bmatrix} R_A(k - 1) Q_B^H(k - 1) \\ h_{k+K} \\ \hline 0 & \cdots & 0 \\ \cdots & \cdots & \cdots \\ 0 & \cdots & 0 \\ 1 \end{bmatrix} \begin{bmatrix} 0 & \cdots & 0 \\ \cdots & \cdots & \cdots \\ Q_B(k) \end{bmatrix}. \quad (5.1.36)$$
Table 5.2. Revised Sliding Window Adaptive SVD algorithm (R-SWASVD)

<table>
<thead>
<tr>
<th>Step</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize:</td>
<td>( \mathbf{Q}<em>A(0) = \begin{bmatrix} I</em>{r_{\text{max}}} &amp; \cdots &amp; 0 \end{bmatrix} ); ( \mathbf{Q}<em>B(0) = \begin{bmatrix} I</em>{r_{\text{max}}} &amp; \cdots &amp; 0 \end{bmatrix} ); ( \mathbf{R}<em>A(0) = I</em>{r_{\text{max}}} );</td>
</tr>
<tr>
<td>For each depth step Do:</td>
<td></td>
</tr>
<tr>
<td>First iteration:</td>
<td></td>
</tr>
<tr>
<td>( \mathbf{h}_{k+K} = \mathbf{Q}<em>A^H(k)\mathbf{x}</em>{k+K} )</td>
<td>Complexity: ( 8N_r_{\text{max}} )</td>
</tr>
<tr>
<td>( \begin{bmatrix} \times \cdots \times \end{bmatrix} \mathbf{B}_k ) ( \simeq \begin{bmatrix} \mathbf{Q}_B(k-1)\mathbf{R}<em>A^H(k-1) \ \cdots \cdots \cdots \cdots \ \mathbf{h}</em>{k+K}^H \end{bmatrix} \approx \begin{bmatrix} \mathbf{R}_B(k) \end{bmatrix} ) ( \mathbf{B}_k = \mathbf{Q}_B(k)\mathbf{R}_B(k) )</td>
<td>( 4L_{r_{\text{max}}}^2 )</td>
</tr>
<tr>
<td>Second iteration:</td>
<td></td>
</tr>
<tr>
<td>( \mathbf{x}<em>{k+K} = \mathbf{x}</em>{k+K} - \mathbf{Q}<em>A(k-1)\mathbf{h}</em>{k+K} )</td>
<td>Complexity: ( 8N_r_{\text{max}} )</td>
</tr>
<tr>
<td>( \mathbf{A}_k = \mathbf{Q}<em>A(k-1)\mathbf{R}<em>B^H(k) + \mathbf{x}</em>{k+K}^\dagger \mathbf{q}</em>{B1}^H(k+K) )</td>
<td>( 4N_r_{\text{max}}^2 )</td>
</tr>
<tr>
<td>( \mathbf{A}_k = \mathbf{Q}_A(k)\mathbf{R}_A(k) )</td>
<td>( 19N_r_{\text{max}}^2 )</td>
</tr>
</tbody>
</table>

and

\[
\mathbf{R}_B^H(k) \simeq \begin{bmatrix} \mathbf{R}_A(k-1)\mathbf{Q}_B^H(k-1) \vdots \mathbf{h}_{k+K} \end{bmatrix} \begin{bmatrix} 0 & \cdots & 0 & \cdots & \cdots \end{bmatrix} \begin{bmatrix} \mathbf{h}_{k+K} \\ \cdots \\ \mathbf{Q}_B(k) \end{bmatrix}.
\] (5.1.37)

Let \( \mathbf{q}_{B1}(k + K) \) be the column vector obtained by conjugate transposing the last row of
$Q_B(k)$, thus (5.1.36) and (5.1.37) finally yield

$$A_k = \begin{bmatrix} Q_A(k-1) & x_{k+K}^\perp \end{bmatrix} \begin{bmatrix} R_B^H(k) \\
\cdots \\
q_{B1}^H(k+K) \end{bmatrix}$$

which can be factorized as

$$A_k = Q_A(k)R_A(k).$$

As discussed in [BRD04], the exact computation of $A_k$ and $B_k$ requires $16NLr_{\text{max}}$ operations as shown in Table 5.1, whereas the approximated matrices (5.1.29) and (5.1.38) can be computed in $4Lr_{\text{max}}^2$ and $4Nr_{\text{max}}^2$ operations. Therefore, introducing these approximations in the sequential bi-iteration SVD algorithm leads to the lower complexity algorithm herein termed revised SWASVD (R-SWASVD) as compared to the SWASVD proposed in [BRD04], summarized in Table 5.2.

### 5.1.3 Simulation Results

In this section, the computational gain and the performance of the R-SWASVD algorithm are examined. Figures 5.6 and 5.7 illustrate the computational gain of using the R-SWASVD algorithm to track the $r = r_{\text{max}} = 2$ most dominant eigenvectors of $\hat{R}_k$ as compared to the use of an ordinary block based SVD algorithm and the sequential bi-iteration SVD algorithm, respectively. As is clear from the figures, the computational gain of using the R-SWASVD algorithm is significant, especially as compared to the block SVD method. Furthermore, the gain of using the R-SWASVD algorithm will strongly depend on the number of pulses used in each data vector, $N$, as well as the size of the block used to form the sample correlation matrix, $L$. To verify the clutter subspace tracking performance of the R-SWASVD algorithm in a realistic situation, RF data are generated to simulate the flow in the carotid artery,
Figure 5.6. The computational gain of using the R-SWASVD algorithm as compared to the ordinary block-based SVD algorithm.

taking into account the tissue motion due to the breathing and pulsation, by using the Field II program\textsuperscript{3} [Jen96b], with the main parameters outlined in Appendix 5.A. The upper plot in Figure 5.8 shows one of the examined RF lines, where the vertical dashed lines represent vessel walls and vessel centre. As is clear from the figure, the dominant peaks on both sides of the plot depict the strong clutter effects due to tissue motion. In this investigation, a set of $N = 20$ successive RF lines with $L = 80$ (equal to the pulse length) are used, which implies the computational gain as compared to the block-based SVD algorithm is a factor of 20, as seen in Figure 5.6. The lower part of Figure 5.8 shows the estimated velocity profiles, using the autocorrelation estimator [KNKO85], for the second-order clutter filters obtained from a

\textsuperscript{3}Data available at: http://www.oersted.dtu.dk/31655/?ultrasound_data/sim_car_wall.html
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Figure 5.7. The computational gain of using the R-SWASVD algorithm as compared to the sequential bi-iteration SVD algorithm.

block-based SVD and the R-SWASVD algorithm. As seen from the figure, the R-SWASVD algorithm closely tracks the block-based SVD. It is worth noting that the center of the profile is not accurately estimated. This is likely an effect of the fixed order clutter filter; in the center of the vessel, \( r \) should typically be lower than at the vessel walls. Such variations can easily be accommodated for with the suggested approach, although further research is needed on how the filter order should be selected appropriately. This is a challenging topic for future research.
5.2 Conclusion

The clutter rejection problem is stated in this chapter, followed by the literature review of existing clutter filters which are classified into static clutter filters and adaptive clutter filters. The analysis of existing filters implies that the ERF/PCA and ICA methods are likely to be promising. In terms of the implementation of these methods, the conventional evaluation of block SVD involved in ERF/PCA, and the first stage of ICA, is computationally complex, and renders real-time CFI impractical. As a result, the rest of the chapter is focused on how to implement efficiently the ERF. Then, an efficient approach to form recursively the

![Figure 5.8. Estimated velocity profile with clutter filtering using the block-based SVD method and the R-SWASVD algorithm. The dotted curve represents the true parabolic velocity profile.](image-url)
clutter filters using a recent recursive subspace tracking technique is introduced. As discussed in Section 5.1.2, given an $L \times N$ data matrix $X$ with $r_{\text{max}}$ dominant singular values, the introduced R-SWASVD method significantly reduces the required computational cost down to dominant cost of $23(L + N)r_{\text{max}}^2$, in contrast to $4LN^2 + 8N^3$ using block SVD. The R-SWASVD method is successfully examined with realistic carotid flow which is simulated with the Field II toolbox.
Appendix

5.A Parameters for Simulating Blood Flow for Clutter Rejection

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transducer</td>
<td>convex, elevation focused array probe with 58 elements</td>
</tr>
<tr>
<td>Centre (single carrier) frequency, $f_c$</td>
<td>3.75 MHz</td>
</tr>
<tr>
<td>Sampling frequency, $f_s$</td>
<td>15 MHz</td>
</tr>
<tr>
<td>Pulse repetition frequency, $f_{prf}$</td>
<td>3.5 kHz</td>
</tr>
<tr>
<td>Sound speed (c)</td>
<td>1540 m/s</td>
</tr>
<tr>
<td>Pulse oscillation (M)</td>
<td>8</td>
</tr>
<tr>
<td>Doppler angle (DOA)</td>
<td>45°</td>
</tr>
<tr>
<td>RF lines (N)</td>
<td>20</td>
</tr>
<tr>
<td>Center of vessel</td>
<td>32 mm from transducer surface</td>
</tr>
<tr>
<td>Vessel radius</td>
<td>4 mm</td>
</tr>
</tbody>
</table>
In this chapter, the proposed hybrid estimator discussed in Chapter 2 and the multiple-carrier based DAVE and NLS estimators proposed in Chapter 3 are applied to blood velocity estimation. All the simulations in this chapter are performed using realistic ultrasound RF data simulated with the Field II toolbox [Jen96b].

6.1 Blood Velocity Estimation with Single Carrier

6.1.1 Examined with the Hybrid Estimator

To examine the performance of the hybrid estimator proposed in Chapter 2, initially, a single fibre-like flow which comprises 1000 blood particles lying along the vessel center and moving towards the transducer along the beam direction (pure axial velocity) with constant velocity $v = 0.5 \times v_{Nyq}$ is simulated. The details of the parameters for simulating the RF data are listed in Appendix 6.A. Figure 6.1 shows the MSE of the examined estimators as a function of the SNR at the transmission focus which is 35 mm away from the transducer surface. As is seen from the figure, the hybrid estimator uniformly exhibits better performance than the autocorrelation estimator (termed Auto in the figure) over the whole range of examined
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Figure 6.1. The MSE of the examined estimators as a function of the SNR, for $v = 0.5 \times v_{Nyq}$, with fibre RF data.

SNRs. Furthermore, a case with simulated laminar blood flow (consisting of $3 \times 10^5$ scatters) with parabolic profile is considered, i.e.,

$$v(r) = (1 - r^2)v_0,$$  \hspace{1cm} (6.1.1)

where $r \in [0, 1]$ is the relative radius, and $v_0$ the peak velocity at the vessel center, $v_0 = 0.8 \times v_{Nyq}$, with the same parameters given in Appendix 6.A. Figure 6.2 shows the MSE of the examined estimators as a function of the SNR at the depth where the examined velocity $v = 0.5 \times v_{Nyq}$. As seen in the figure, the hybrid estimator shows preferable performance also for this case. As the data generation is somewhat time-consuming, the simulations for both the fibre and parabolic flow is limited to only 100 Monte Carlo simulations.
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Finally, to verify the performance of the hybrid estimator in a somewhat more realistic situation, RF data simulating the flow in the carotid artery are examined, with the parameters used identical to those outlined in Appendix 5.A, except that $N = 18$ successive RF lines are used herein (recall that the hybrid estimator considers only the case when $N$ is an integer multiple of $K$ [Fow02], see also Section 2.2.4.). The upper plot in Figure 6.3 shows one of the RF lines. The dominant peaks on both sides of the plot depict the strong clutter effects due to the existence of vessel walls (represented by the dashed vertical lines) and the tissue motion. To enable high quality blood velocity estimation, efficient clutter filtering must be applied prior to the velocity estimation. In this work, a second order block
Figure 6.3. The estimated velocity profile using RF data from simulated carotid artery. SVD-based eigenvector regression filter is used (termed Eigen in the figure). The lower plot in the figure illustrates the estimated velocity profile crossing the whole vessel using the autocorrelation method and the proposed hybrid estimator, respectively. As seen from the figure, both the autocorrelation method and the hybrid estimator accurately estimate the velocities close to the vessel walls. However, close to the vessel center, the hybrid estimator clearly outperforms the autocorrelation method. It is again worth noting that the center of the profile is not accurately estimated due to the fixed filter order employed therein. As already mentioned, the filter order should typically be allowed to vary over depth.
6.2 Blood Velocity Estimation with Multiple Carriers

In this section, the DAVE and the NLS methods proposed in Chapter 3 are extended for blood velocity estimation. It is worth noting that the SVE method proposed in Section 3.2.2 is derived based on the assumption that the additive noise is white. As a result, the performance of the SVE method will be dramatically degraded for coloured noise caused by the clutter filtering operation as discussed next. For this reason, the SVE method will not be further discussed herein.

Recall that the multiple-carrier based estimators proposed in Chapter 3 are based on the noisy sinusoidal data model in (3.2.1). In colour flow imaging, (3.2.1) is assumed to contain three statistically independent components as shown in (5.1.1) in which the clutter component is seen to be tens to hundreds of times stronger than the blood signal, and will completely corrupt the estimation unless cancelled [Jen96a]. To do so, one can apply a clutter filter to the measured signal. This filter can be designed in various ways, and is in itself an interesting topic of research; typically, a low order finite impulse response (FIR), infinite impulse response (IIR), or a subspace-based projection filter can be employed as discussed earlier. Such filters will strongly affect the assumed sinusoidal data model in (3.2.1). Recalling (3.2.1), let

$$z(t) = h_P^H y_P = \sum_{k=1}^d \gamma_k(v) \beta_k e^{i\omega_k(v)t} + \tilde{w}(t),$$  \hspace{1cm} (6.2.1)

where $h_P$ is a $P$th order FIR filter, and

$$y_P(t) \triangleq \left[ y(t) \ldots y(t-P+1) \right]^T.$$  \hspace{1cm} (6.2.2)

Further, $\gamma_k(v)$ is a velocity dependent function originating from the filtering and $\tilde{w}(t)$ is the coloured version of the additive noise $w(t)$ in (3.2.1) due to the clutter filtering introduced in (6.2.1). Very commonly, the clutter filter used is a simple difference filter [Jen96b], i.e.,

$$h_P = \left[ \begin{array}{c} 1 \\ -1 \end{array} \right]^T.$$  \hspace{1cm} (6.2.3)
yielding $\gamma_k(v) = e^{i\omega_k(v)} - 1$. As the data model in (3.2.1) is now changed as compared to (6.2.1), due to the filtering operation, the proposed methods in Chapter 4 need to be modified accordingly.

### 6.2.1 The Modified Data Adaptive Velocity Estimator

Similar to the DAVE derivation in Section 3.2.3, the modified data adaptive velocity estimator (M-DAVE) can be derived as follows. Let

$$z_L(t) \triangleq \begin{bmatrix} z(t) & \ldots & z(t + L - 1) \end{bmatrix}^T = A_L(v)\tilde{\Phi}_v(t)\beta + \tilde{w}_L(t), \quad (6.2.4)$$

for $t = 0, \ldots, M = N - (P - 1) - (L - 1)$, $\tilde{w}_L(t)$ is defined from $\tilde{w}(t)$ similar to $z_L(t)$, and

$$\tilde{\Phi}_v(t) = \gamma(v)\Phi_v(t) \quad (6.2.5)$$

$$\gamma(v) = \begin{bmatrix} \gamma_1(v) & 0 \\ \vdots \\ 0 & \gamma_d(v) \end{bmatrix} \quad (6.2.6)$$

with other notations defined in Section 3.2.2. Then, design a set of $L$-tap data adaptive FIR filters, $h_k(v)$, for $k = 1, \ldots, d$, each centered at a given velocity $v$ designed on the basis of solving the following constrained optimization

$$\min_{h_k(v)} h_k^H(v)R_z h_k(v) \quad \text{subject to} \quad h_k^H(v)A_L(v) = u_k^T$$

for $k = 1, \ldots, d \quad (6.2.7)$

where

$$R_z = E\{z_L(t)z_L(t)^H\} \quad (6.2.8)$$

which can be estimated as for $\hat{R}_y$ in (3.2.13). As derived in Section 3.2.3, the filter minimizing (6.2.7), is obtained as (see, e.g., [SM05])

$$h_k^H(v) = u_k^T [A_L^H(v)R_z^{-1}A_L(v)]^{-1}A_L^H(v)R_z^{-1}, \quad (6.2.9)$$
suggesting that the velocity spectrum is formed as

$$
\phi_z(v) \triangleq \sum_{k=1}^{d} h_k^H(v) \hat{R}_z h_k(v)
$$

$$
= \sum_{k=1}^{d} u_k^T \left[ A_L^H(v) \hat{R}_z^{-1} A_L(v) \right]^{-1} u_k,
$$

(6.2.10)

where $\hat{R}_z$ has also been used for the filter design in (6.2.9), which will thus mainly contain the $d$ sinusoidal components resulting from the velocity $v$. Thus, by evaluating $\phi_z(v)$ for a range of velocities of interest, $v \in [v_{\text{min}}, v_{\text{max}}]$, the velocity of the reflecting scatterer can be estimated as the velocity maximizing $\phi_z(v)$. Similar to the DAVE algorithm, it is worth noting that the matrix $A_L^H(v) \hat{R}_z^{-1} A_L(v)$ may be poorly conditioned for small $v$ due to the resulting closely spaced frequency components. To alleviate this problem, one can employ a low rank approximation technique as performed in Appendix 3.D.

### 6.2.2 The Modified Nonlinear Least Squares Estimator

The modified nonlinear least squares (M-NLS) estimator, extending the NLS estimator derived in Section 3.2.4, is derived in this section. Note that (6.2.1) can be written as

$$
z_{N-(P-1)}(0) = \tilde{A}_{N-(P-1)}(v) \hat{\beta} + \tilde{w}_{N-(P-1)}(0),
$$

(6.2.11)

where

$$
z_{N-(P-1)}(0) = \begin{bmatrix} z(0) & \cdots & z(N-(P-1)-1) \end{bmatrix}^T,
$$

(6.2.12)

$$
\tilde{A}_{N-(P-1)}(v) = A_{N-(P-1)}(v) \tilde{\Phi}_v(0),
$$

(6.2.13)

with $\tilde{w}_{N-(P-1)}(0)$ defined similar to $z_{N-(P-1)}(0)$. Therefore, the M-NLS estimate of $v$ can be obtained as

$$
\hat{v} = \arg \min_{\hat{\beta}_v} \| z_{N-(P-1)}(0) - \tilde{A}_{N-(P-1)} \hat{\beta} \|_F^2
$$

(6.2.14)
where the least-squares estimate of $\beta$ can be found as \cite{SM05}

$$
\hat{\beta} = \left[ \tilde{A}^H_{N-(P-1)}(v)\tilde{A}_{N-(P-1)}(v) \right]^{-1} \tilde{A}_{N-(P-1)}(v)z_{N-(P-1)}(0).
$$

(6.2.15)

Inserting (6.2.15) into (6.2.14) yields the maximization

$$
\hat{v} = \arg \max_v \| \Pi_{\tilde{A}} z_{N-(P-1)}(0) \|_2^2
$$

(6.2.16)

where

$$
\Pi_{\tilde{A}} \triangleq \tilde{A}^H_{N-(P-1)}(v) \left[ \tilde{A}_{N-(P-1)}(v)\tilde{A}_{N-(P-1)}(v) \right]^{-1} \tilde{A}_{N-(P-1)}(v).
$$

(6.2.17)

Paralleling the low-rank discussion above, one can use a low-rank approximation to alleviate a possibly poor conditioning of the $\tilde{A}_{N-(P-1)}(v)\tilde{A}_{N-(P-1)}(v)$ matrix for small $v$; again, this can be done using the technique in Appendix 3.D.

### 6.2.3 Simulation Results

In this section, the M-DAVE and M-NLS methods will be examined with two different scenarios, *fibre flow* and *parabolic flow*. For simplicity, a second order FIR clutter filter is employed herein.

**Fibre Flow**

To examine the performance of the M-DAVE and M-NLS methods, initially, single fibre-like flow is simulated, which comprises 1000 blood particles lying along the vessel center and moving towards the transducer along the beam direction (pure axial velocity). The parameters for simulating RF data are listed in Appendix 6.B.

Figure 6.4 shows the velocity spectra using M-DAVE with RF data acquired from the transmission focus which is 35 mm away from the transducer surface as illustrated in Appendix 6.B. The underlying velocity of the fibre flow varies from $0.5 \times v_{Nyq}$ to $2 \times v_{Nyq}$ as
Figure 6.4. The velocity spectra using the M-DAVE method with RF data obtained from simulated fibre flow with $SNR = 10$ dB, for (a) $v = 0.5 \times v_{Nyq}$; (b) $v = 1 \times v_{Nyq}$; (c) $v = 1.5 \times v_{Nyq}$; (d) $v = 2 \times v_{Nyq}$. 
Figure 6.5. The velocity spectra using the M-NLS method with RF data obtained from simulated fibre flow with SNR = 10 dB, for (a) $v = 0.5 \times v_{Nyq}$; (b) $v = 1 \times v_{Nyq}$; (c) $v = 1.5 \times v_{Nyq}$; (d) $v = 2 \times v_{Nyq}$. 
Figure 6.6. The MSE of the examined estimators as a function of the SNR, for $v = 1.5 \times v_{Nyq}$, with fibre flow.

shown clockwise from the top left in the figure, where the dash line represents the underlying velocity. It is clear from the figure that M-DAVE can accurately estimate the underlying velocity when it is not equal to integer multiples of the Nyquist velocity, $v_{Nyq}$, as for the cases in Figure 6.4 (a) and Figure 6.4 (c). In Figure 6.4 (b) and Figure 6.4 (d) where $v = 1 \times v_{Nyq}$ and $v = 2 \times v_{Nyq}$, respectively, it becomes challenging for M-DAVE to estimate correctly the underlying velocity. These results are consistent with those in Section 3.3. Similar results and conclusions also hold for the evaluation of the M-NLS as shown in Figure 6.5. In Figure 6.5 (d), the M-NLS method clearly fails to estimate the underlying velocity, being $2 \times v_{Nyq}$.

To further examine the performance of M-DAVE and M-NLS statistically, the MSE of
the estimates as a function of the SNR from the transmission focus point are calculated and shown in Figure 6.6, where the underlying velocity $v = 1.5 \times v_{Nyq}$. As is clear from the figure, both the methods show similar performance when the SNR is less than 0 dB. As SNR increases, the M-DAVE method is seen to outperform the M-NLS approach.

**Parabolic Flow**

Consider a realistic case where pure blood flow (consisting of $3 \times 10^5$ scatters) with parabolic profile as defined in (6.1.1) is simulated with maximum velocity $v_0 = 1.8 \times v_{Nyq}$ at the vessel center. The corresponding parameters are given in Appendix 6.B. The true axial velocity profile is depicted in Figure 6.7. As the flow is purely blood flow without taking into account
Figure 6.8. The estimated velocity profile of parabolic flow, with (a) $SNR = 10$ dB; (b) $SNR = 30$ dB.

vessel walls and clutter effects, additive white Gaussian noise is added with different SNR defined based on the RF data from vessel centre position. Figure 6.8 shows the estimated velocity profile of parabolic flow with $SNR = 10$ dB and $SNR = 30$ dB, respectively. It is clear from the figure that the proposed methods actually failed to estimate the parabolic flow. To further investigate this, Figure 6.9 illustrates the power spectra of excitation (the sinusoidal signal transmitted by transducer) and one RF echo, for fibre flow and parabolic flow, respectively. It is clear from Figure 6.9 (a) that the transmitted power in the fibre flow is not seriously damped and the spectrum of the RF echo well matches the one obtained from the excitation. In the parabolic flow scenario, the transmitted power is damped seriously and more side lobes exist as shown in Figure 6.9 (b), implying that there exists a mismatch between the RF echo and the sinusoidal data model in (3.2.1). This may well explain why
the M-DAVE and M-NLS methods failed for the realistic parabolic flow. Further research will be needed on how to improve both the data model in (3.2.1) and the simulation model used for RF generation. This is a topic of ongoing research.

6.3 Conclusion

This chapter discusses the blood velocity estimation using the proposed estimators in Part I of this thesis. Realistic RF data generated with the Field II toolbox are used. Section 6.1 examines the hybrid estimator proposed in Chapter 2. The MSE results obtained from examining with fibre flow RF data show that the hybrid estimator statistically outperforms the conventional autocorrelation estimator. To further confirm this, both the methods are examined with realistic carotid flow and the hybrid estimator again shows better performance.
than the autocorrelation estimator. It is worth noting that, as discussed in Chapter 2, the
performance of the hybrid estimator will be worse if there exists serious power damping or
frequency spread in RF data.

In Section 6.2, the DAVE and the NLS methods proposed in Chapter 3 are modified
to take into account the applied FIR clutter filtering. The modified estimators are then
examined using RF data obtained from simulated fibre flow as well as parabolic flow. The
results indicate that the M-DAVE and M-NLS methods work well with fibre flow, but fail
with parabolic flow. The most likely reason for this failure is due to the mismatch between
the multiple-carrier based sinusoidal data model in (3.2.1) and the actual RF data obtained
from parabolic flow. The failure of the estimators also implies that the estimators are very
sensitive to the data examined and will perform worse if there is a mismatch between the
examined data and the ideal data model from which the estimators are derived.
## Appendix

### 6.A Parameters for Simulating Blood Flow with Single Carrier

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centre (single carrier) frequency, $f_c$</td>
<td>10 MHz</td>
<td>Transducer type</td>
<td>Phased array</td>
</tr>
<tr>
<td>Sampling frequency, $f_s$</td>
<td>100 MHz</td>
<td>Transducer elements</td>
<td>64</td>
</tr>
<tr>
<td>Pulse repetition frequency, $f_{prf}$</td>
<td>$10^4$ Hz</td>
<td>Transducer element pitch</td>
<td>0.077 mm</td>
</tr>
<tr>
<td>Velocity in fibre, $v$</td>
<td>$0.5 \times v_{Nyq}$</td>
<td>Transducer element kerf</td>
<td>0.00385 mm</td>
</tr>
<tr>
<td>Peak velocity in parabolic flow, $v_0$</td>
<td>$0.8 \times v_{Nyq}$</td>
<td>Transducer element width</td>
<td>0.732 mm</td>
</tr>
<tr>
<td>Sound speed, $c$</td>
<td>1540 m/s</td>
<td>Transducer element height</td>
<td>5 mm</td>
</tr>
<tr>
<td>RF lines per estimate, $N$</td>
<td>18</td>
<td>Focus in transmission</td>
<td>35 mm</td>
</tr>
<tr>
<td>Pulse oscillation (M)</td>
<td>10</td>
<td>Focus in reception</td>
<td>35 mm</td>
</tr>
<tr>
<td>DOA in fibre</td>
<td>$0^\circ$</td>
<td>Elevation focus</td>
<td>25 mm</td>
</tr>
<tr>
<td>DOA in parabolic flow case</td>
<td>$45^\circ$</td>
<td>Apodization in transmission</td>
<td>Hanning</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>0.6</td>
<td>Apodization in reception</td>
<td>Hanning</td>
</tr>
<tr>
<td>Center of vessel</td>
<td>35 mm</td>
<td>Vessel radius</td>
<td>5 mm</td>
</tr>
</tbody>
</table>
## 6.B Parameters for Simulating Blood Flow with Multiple Carriers

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple carriers</td>
<td>[8.1, 11.97] MHz</td>
</tr>
<tr>
<td>Sampling frequency, $f_s$</td>
<td>100 MHz</td>
</tr>
<tr>
<td>Transducer type</td>
<td>Transducer elements</td>
</tr>
<tr>
<td>Transducer elements</td>
<td>64</td>
</tr>
<tr>
<td>Pulse repetition frequency, $f_{prf}$</td>
<td>$10^4$ Hz</td>
</tr>
<tr>
<td>Transducer element pitch</td>
<td>0.077 mm</td>
</tr>
<tr>
<td>Sound speed, $c$</td>
<td>1540 m/s</td>
</tr>
<tr>
<td>Transducer element kerf</td>
<td>0.00385 mm</td>
</tr>
<tr>
<td>RF lines per estimate, $N$</td>
<td>20</td>
</tr>
<tr>
<td>Transducer element width</td>
<td>0.732 mm</td>
</tr>
<tr>
<td>Pulse oscillation (M)</td>
<td>10</td>
</tr>
<tr>
<td>Transducer element height</td>
<td>5 mm</td>
</tr>
<tr>
<td>DOA in fibre</td>
<td>$0^\circ$</td>
</tr>
<tr>
<td>Focus in transmission</td>
<td>35 mm</td>
</tr>
<tr>
<td>DOA in parabolic flow case</td>
<td>$45^\circ$</td>
</tr>
<tr>
<td>Focus in reception</td>
<td>35 mm</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>0.6</td>
</tr>
<tr>
<td>Elevation focus</td>
<td>25 mm</td>
</tr>
<tr>
<td>Center of vessel</td>
<td>35 mm</td>
</tr>
<tr>
<td>Apodization in transmission</td>
<td>Hanning</td>
</tr>
<tr>
<td>Vessel radius</td>
<td>5 mm</td>
</tr>
<tr>
<td>Apodization in reception</td>
<td>Hanning</td>
</tr>
</tbody>
</table>
In this chapter, the conclusions are drawn for the work involved in this thesis and possible topics are suggested for future research.

7.1 Conclusions

In this work, a variety of problems are examined:

i. The problem of estimating the frequency of a sinusoid in noise is stated in Chapter 2. A hybrid phase-based single frequency estimator with low computational complexity is proposed, combining previously proposed SNR threshold reduction approaches with a recent outlier removal scheme. The proposed estimator achieves a lower mean square error than other available techniques, lowering the SNR threshold at which the CRLB is closely followed. Furthermore, in contrast to many other techniques, the performance of the hybrid estimator is found to be essentially independent of the true frequency. Related issues such as power damping and frequency spread are also briefly discussed;

ii. Doppler shift estimation or the resulting velocity estimation of a moving target is an important topic in a wide variety of fields. In Chapter 3, three novel velocity estimators
using multiple frequency carriers have been developed. Evaluation using synthetic data indicates that these new estimators have the capability to mitigate the poor high velocity performance of conventional correlation based techniques and thereby provide usable performance beyond the conventional Nyquist velocity limit. Furthermore, the CRLB for the velocity estimation is derived to evaluate the performance of the proposed methods.

iii. To enable high quality ultrasound color flow images, efficient attenuation of the clutter signal is one of the critical factors. The analysis of existing filters implies that the recent introduction of the ERF/PCA and possibly the ICA methods seem very promising for this purpose. An efficient approach to recursively form the clutter filters using a recent recursive subspace tracking technique is introduced in Chapter 5. The proposed method is successfully examined with realistic carotid flow which is simulated with the Field II toolbox [Jen96b].

iv. Commonly, narrow-band PW systems estimate the blood velocity using an autocorrelation-based estimator. In Chapter 6, the hybrid frequency estimator proposed in Chapter 2 is examined with realistic RF data which shows the achievable performance gain of this method as compared to the traditional approach.

v. As the multiple-carrier based velocity estimators proposed in Chapter 3 are motivated in association with the application of blood velocity estimation, in Chapter 6 the DAVE and the NLS estimators are modified (accordingly termed M-DAVE and M-NLS, respectively) due to the introduced clutter filtering and applied to realistic RF data for blood velocity estimation. The M-DAVE and M-NLS methods were found to work well with fibre flow, but fail with parabolic flow. The most likely reason for this failure is due to the mismatch between the multiple-carrier based sinusoidal data model and the actual RF data obtained from parabolic flow.
All of the above conclusions illustrate the usefulness of parameter estimation in solving practical problems arising in a variety of applications. It also exposes the problems existing in current research. Therefore, it is believed that the following suggestions provide a pathway for future research.

### 7.2 Suggestions for Future Research

Based on the work and analysis in this thesis, four possible topics for future research projects are proposed.

**Frequency Estimation of a General Sinusoidal Data Model**

The problem of a single tone estimation has been well studied in this thesis. However, this study is confined to the pure sinusoidal data model only, which somewhat restricts the generality of this hybrid estimator. As a result, it is natural to extend the hybrid estimator to be valid for a more general sinusoidal data model allowing power damping and frequency spread.

**Estimation of 2-Dimensional Frequencies**

In Chapter 2, the hybrid estimator has been shown to outperform the examined single tone estimators, exhibiting lower MSE and SNR threshold as compared to other estimators. It is believed that there is more to be done in this topic. One thing to examine would be to extend the single tone estimator to the estimation of 2-dimensional frequencies.

**Order Estimation of Subspace-based Clutter Filters**

In this thesis, the clutter rejection problem is studied and an efficient implementation of clutter subspace tracking technique for the subspace-based clutter filters is successfully in-
troduced. However, the order estimation problem involved in the clutter filters has not been investigated yet in this work. As pointed out in the previous chapters, further research is needed on how the filter order should be selected appropriately. Thus, to better implement the introduced efficient subspace tracking technique in clutter rejection, a critical problem is the corresponding order estimation.

**Improving the Multiple-carrier Based Estimators**

The failure of the M-DAVE and the M-NLS estimators with realistic parabolic flow investigated in Chapter 6 implies that the estimators are very sensitive to the data examined and their performance will degrade if there is a mismatch between the examined data and the ideal data model from which the estimators are derived. Further research will be needed on how to improve the data model in (3.2.1) and the resulting estimators so that they can be successfully implemented in practice.

In addition, it is worth noting that the proposed multiple-carrier based estimators in Chapter 3 have high computational complexity. As a result, it would be interesting to look into how these methods can be implemented with lower computational load.
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