
Mobile Cellular Communications with Base
Station Antenna Arrays:

Spectrum Efficiency, Algorithms and
Propagation Models

Per Zetterberg

TRITA–S3–SB–9712
ISSN 1103–8039

ISRN KTH/SB/R - - 97/12 - - SE

Signal Processing

Department of Signals, Sensors and Systems

Royal Institute of Technology

Stockholm, Sweden

Submitted to the School of Electrical Engineering, Royal Institute of
Technology, in partial fulfillment of the requirements for the degree of

Doctor of Philosophy.





Abstract

This thesis deals with the problem of increasing the spectrum efficiency
of cellular systems, by the use of antenna array base stations. The focus
of the thesis is on downlink transmission in frequency division duplex
systems, i.e., systems with different up and downlink carrier frequency.
In a short summary the thesis:

• Proposes five reasonable propagation models.

• Uses these models to design and analyze three different beamform-
ers: The maximum desired power (MDP), the summed interference
to carrier ratio minimizing (SCIR) and the generalized-SCIR beam-
former.

• Introduces three capacity enhancement approaches: same sector
frequency reuse (SSFR), reduced cluster size without nulling (RCS-
WON) and reduced cluster size with nulling (RCS-WIN).

• Proposes channel allocation, power control, and beamforming algo-
rithms for these approaches.

• Estimates the “outage probability” (probability of insufficient qual-
ity), for SICR-SSFR, SICR-RCS-WON and SICR-RCS-WIN, using
simulations as well as analytical analysis, as a function of critical
parameters.

• Investigates the capacity enhancement achieved with the base sta-
tion antenna array as a function of angular spreading and the num-
ber of antennas for SICR-SSFR, SICR-RCS-WON and SICR-RCS-
WIN.

• Partially verifies the system simulation assumptions using real data.
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• Combines simulation and experimental results to make likely that
three to tenfold capacity enhancement is realistic using 3 − 18 an-
tenna elements per 120-degree sector (in comparison with a system
employing a single antenna per sector). The higher capacity en-
hancements are obtained using the more complex approaches.

• Makes a detailed proposal of a simple and robust downlink beam-
forming algorithm for realizing RCS-WON in GSM (the MDP
beamformer) .

• Simulates this beamformer under realistic network conditions, using
simulated as well as real data.
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Chapter 1

Introduction

1.1 Background

Since the early eighties a rapidly growing market for car mounted and
hand held portable radio telephones1 has evolved in the industrial coun-
tries. To support the mobile stations, networks of base stations have been
built by several operators. The base stations consist of radio receivers
and transmitters plus an interface to the fixed telephone infrastructure.
A network of base stations is needed, not only to provide sufficient cov-
erage, but also to enable reuse of the radio spectrum. The users able to
access a certain base station are usually found within a radius of 0.1km
to 10km from the base. Such a region is referred to as a cell. The number
of users in the cell is limited by the spectrum. A number of protocols
specifying the management of the spectrum (air interface) have been set
up by different standardization committees. An example of such a proto-
col is the advanced mobile phone service (AMPS) [You79]. In the AMPS
system each user needs 30kHz of spectrum. If the operator is licensing
for example 6.3MHz of spectrum, then the maximum number of voice
users are 210 per cell. However, since the spectrum can’t be reused in
adjacent cells, because of interference2, the capacity in a cell is far less.
Actually, the signal to interference ratio needed in AMPS is such that a
channel can only be used in one out of 7 cells. Thus, in our example the
operator is only able to provide 30 simultaneous calls per cell. The quo-

1from now on referred to as user terminals, mobile stations or mobiles
2disturbances from other cells
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tient between the number of calls that can be supported by the system
divided by the available bandwidth is known as the “spectrum efficiency”.
Since the number of mobile subscribers are increasing and the spectrum
available is relatively limited, various solutions for increased spectrum
efficiency are being pursued. One such solution is the introduction of
the digital transmission format. With digital signaling the speech is en-
coded into a series of ones and zeros (bits) prior to transmission. The
received bit stream is then decoded and the speech is reproduced. As
opposed to analogue signaling, where the speech signal is used to mod-
ulate the carrier in a more direct fashion. Through the use of digital
encoding, the bandwidth per user can be decreased and spectrum effi-
ciency is thus increased. Other enhancement techniques are hierarchical
cell structures, dynamic channel allocation, power control, and antenna
array base stations. By hierarchical cell structures is meant that the area
is covered by several layers of cells. The small cells provide high capac-
ity for “hot-spots” such as malls, airports, and business centers, while
the large overlaying macro-cells provide coverage and support vehicular
users. Dynamic channel allocation and power control aim at distributing
the spectrum and transmission power such that the interference is min-
imized, thereby allowing a more efficient spectrum utilization. Antenna
array base stations decrease interference by electronically steering their
antenna patterns so as to minimize interference, on reception as well as
transmission. Antenna arrays can be implemented also at the mobile,
[Vau87], however that approach has received less attention.

First generation mobile communication systems3 are based on ana-
logue transmission techniques, while the second generation4 are digital.
The capacity of the digital systems is about three times that of the ana-
logue. A third generation of systems is now emerging in North America,
Europe, and Japan [Cal96, Oja96, Sas96]. These systems will have higher
and more flexible user data rates than the second generation, in order to
better support applications such as wireless-Internet, video, and wireline
quality audio. The third generation is also envisaged to be highly adapted
to the aforementioned spectrum efficiency enhancement techniques.

3AMPS, TACS, ETACS, NMT450, NMT900, see [NMT85, Ste92, You79]
4DECT, PCS2000, PHS, CT2, GSM, DCS1800, PCS1900, IS54, IS136, IS95, ANSI

J-STD-008, see [NM96, Hoy95, Mat95, Ste92, Tie95]
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1.2 Thesis Topics

This thesis deals with the topic of increasing the spectrum efficiency of
macro-cells5, by the use of antenna array base stations. The focus of the
thesis is on downlink6 transmission in FDD7 systems.

It should be noted that in comparison with the uplink problem, where
a large body of work is available see e.g., [AMVW91, BS92, LP95, NEA95,
ORK89, SW94, TVP94, Win84], the downlink has received relatively lit-
tle attention. Transmission with antenna arrays in FDD systems is a diffi-
cult task since the knowledge at the base station, regarding the downlink
channel is very limited 8, see Section 2.5. At best, the spatial distribu-
tion of power can be estimated from the uplink signals. This implies that
knowledge about the distribution of the downlink channels may be avail-
able, but not the exact channel realizations. In contrast, such information
can be obtained in the uplink by employing a priori information about
the transmitted waveforms. For this reason the downlink performance
may be anticipated to be the capacity bottleneck in interference limited
systems, with base antenna arrays. This conjecture finds support in the
results of the paper [Ohg94], where the downlink performance is found
to be much worse than the uplink, under the assumption of a two-path
model.

In TDD9 based systems, the up- and downlink channels may be as-
sumed to be the same, if the mobile speed is low and the receive and
transmit amplifiers are appropriately calibrated. Thus, in such systems,
the capacity enhancement in up- and downlink is similar, see [WMFN95].
A relevant question at this point is why downlink transmission in FDD
systems is considered when the situation is much more favorable in TDD?

5In this thesis, a macro-cells is defined as a cell with a radius of more than one
kilometer with base antenna heights significantly higher than the surrounding build-
ings.

6Transmission from base to mobile.
7FDD=Frequency Division Duplex. This means that the downlink transmission is

performed on a different carrier frequency than the uplink.
8An exception to this rule may occur if mobile to base feedback is employed [Ger95].

However, the feedback rates needed seem to make this approach impractical at higher
mobile speeds [Ger95]. For example, at a 25mph mobile speed, an uplink feedback
rate of 13kbit/s is estimated in [Ger95] assuming a flat fading downlink channel.
In addition to this a downlink overhead for transmission of probing signals is also
required. Furthermore, no current or conceived cellular standard known to the author,
supports this concept.

9In time division duplex (TDD) the uplink and downlink connections share the
same carrier frequency by multiplexing the two directions in time.
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One of the answers to this question is that there are a large number of
operational FDD systems in the world, and there may be a need to in-
crease the capacity of these systems. Another reason is that TDD suffers
when largepropagation delays arise. In addition, TDD typically requires
synchronization of the TDMA-frames of the base stations (even different
operators may be required to synchronize together). Furthermore, FDD
is the dominating duplex technology in first and second generation cel-
lular and a strong candidate in third generation [Cal96, Oja96, Sas96].
Dual mode terminals supporting both duplex methods are also beginning
to appear. The TDD mode is typically used when accessing small cells,
while the FDD mode is used when accessing the macro-cell base stations.
Thus FDD plays, and will continue to play, an important role in the cel-
lular industry today and in the future. Therefore it is important to find
out how and how much the downlink capacity of FDD systems can be
increased by employing base station antenna arrays. In order to answer
the question as to how much the capacity can be enhanced, it is natural
to first address the issue of how the capacity should be increased. In
order to do this a mathematical relation between the signals transmitted
and the signals received is needed. When this relation is at hand, algo-
rithms which improves the signal quality can be derived. The next step
is to trade the quality enhancement for a capacity enhancement. This is
done by employing a more aggressive spectrum allocation, by the use of
a frequency reuse strategy. Thus, the main topics of the thesis are

• propagation modeling i.e., finding a mathematical relation between
the signals transmitted and the signals received,

• beamforming, i.e., how the transmitted signals should be distributed
over the antenna elements of the array in order to maximize per-
formance,

• channel allocation, i.e., how to distribute the available spectrum
among the mobiles in order to maximize the performance gain of
the antenna array,

• capacity estimation, i.e., estimating the achieved spectrum effi-
ciency as a function of the number of antennas employed in the
arrays, and other critical parameters.

The following section describes some of the publications made by
other researchers regarding these issues. The relationship between the
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research presented in this thesis to the references cited is explained in
the introduction to each chapter.

1.3 Review of the Literature

This section reviews some of the contributions made by other researchers
in the field.

1.3.1 Channel Modeling

Channel modeling for base station antenna array systems are treated
in [AFWP86, Ake91, Ebi91, Egg95a, Egg95b, Egg96, FJK+94, JLXV95,
KMT+96, LR96, Mar96, MPLE+97, NEA95, SW94, TO96]. All the pa-
pers cited assume that signals received at the base can be described by a
superposition of a number of rays. In [AFWP86, Ake91, Ebi91, FJK+94,
TO96] a Gaussian azimuthal power distribution (as seen from the base),
with mean θ and standard deviation σ, is assumed. The parameter σ is
often referred to as the “angular spread”. The number of rays is assumed
to be large enough for the central limit theorem to apply, and the the
complex signal strength in the antenna elements (sometimes called the
spatial signature or effective steering vector) is thus Gaussian distributed.
This assumption is consistent with the classical Rayleigh fading model
[Lee93]. The cross correlation between the signal strength in two antenna
elements is obtained from θ, σ, and the distance between the elements.
In [AFWP86, Ake91, FJK+94, YKT91] the correlation versus antenna
element separation curves is obtained from measurements and compared
with those predicted using the propagation model, for various values σ.
This curve fitting serves to give an indication of the validity of the model
as well as an estimate of σ. In the measurement results of the cited arti-
cles, obtained in an urban and suburban environments at 1−2km mobile
to base distances and elevated base stations, the σ parameter is estimated
to be 1o − 6o. Generally, the measured correlation lies below the fitted
curve for small antenna separations, and above for large separations. In
the paper [MPLE+97] the correlation between σ and the shadow fading
(the latter in logarithmic scale) is investigated. The correlation coeffi-
cient is found to be −0.56. This means that if a mobile is received with
high power, the angular spread, σ, is small.

The paper [SW94] proposes a model with several clusters of scatter-
ers where each cluster has a uniform azimuthal power distribution with
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a certain width, as seen from the base. Associated with each cluster is
also a time delay. A similar development is made in [Mar96]. However,
in [Mar96] the width of the clusters is zero as seen from the base. In
[Mar96] the power of the clusters is also Rician rather than Rayleigh
distributed. The parameters of the model are estimated from data mea-
sured from a “typical macro-cell scenario” in [Mar96]. The number of
clusters is estimated to be twelve, and the angles of these clusters are
widely separated.

In [Egg95a] and [KMT+96] the spatial distribution of power is esti-
mated by measuring the power received using a rotating highly directional
base antenna. As shown in [Egg95a], the obtained power versus angle pro-
file is given by the circular cross-correlation function between the antenna
pattern of the rotating antenna, and the power versus angle distribution
of the environment. In [Egg95a] an increased sidelobe level, as compared
with free-space, is reported. In free-space and rural environments the
sidelobe level is estimated to be 20dB below the main lobe, whereas it
increases up to around 5dB in some urban areas (at a 50 to 1000 meter
range). In [KMT+96] the conclusion is that : “in a lot of cases, even in
many cases in urban area, the principal portion of the energy is concen-
trated in a single rather small interval of delay times τ , and in a single
rather small interval of angles of arrivals.” In [Egg95b] and [Egg96] ef-
forts are made to find well defined quantitative measures describing the
spatial characteristics of propagation environments, and making analo-
gies between the time domain entities delay spread and bandwidth and
the corresponding spatial domain entities angular spreading and angular
bandwidth (the latter is basically 1/beamwidth).

The propagation models described so far are based on measurements
and hypotheses. In [LR96] and [NEA95] propagation models based on
physical arguments were developed. In [LR96] a single-bounce model
is described where the underlying assumptions are that the radiowaves
propagate via a direct wave and L specular reflections. The positions
of the reflectors are uniformly distributed in space. The path-loss of the
direct and reflected waves obeys a τ−γ law where τ is the delay of the ray,
and γ is the path-loss exponent. If the base and mobile antenna heights
are low relative to the base-mobile distance a fourth order propagation
loss γ = 4 is assumed. If not, the free-space value γ = 2 is used. In
[NEA95] a similar model was proposed. However, in this case, no line of
sight component exist,and the path loss-law for the scatters are given by
r−γ1

1 r−γ2

2 where r1 and r2 are the distance to the scatterer from the base
and mobile, respectively.
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In [JLXV95], the variation of the spatial signature (i.e., the vector of
complex signal strength) as a function of time, environmental changes,
mobile movement and frequency, is investigated. In contrast to all other
papers cited, [JLXV95] does not utilize any a priori assumptions on
the propagation characteristics. One of the conclusions in [JLXV95] is
that the spatial signature changes drastically if the frequency is changed
5MHz. The measurement environment in [JLXV95] does not appear to
be representative of any real cellular environment, though.

1.3.2 Downlink Beamforming

The papers [CTK94, FN95, FG97, GP94, GP96, Ger95, GF96, MW96,
Ohg94, RDJP95, Win94] consider multiple-antenna downlink transmis-
sion techniques for FDD systems. In all the papers cited, except [MW96,
Win94], and [FG97], the vector of signals transmitted from the base to
a certain user is given by a complex vector of weights, multiplied by
the (scalar) modulated baseband waveform carrying the bit stream of
the desired user. In some cases, transmission is performed to several
users on the same channel. In that case the antenna signals are given by
the superposition of the signals transmitted to the several users. In the
papers [FN95, GP96, Ger95, GF96, RDJP95], techniques are proposed
where the weights are functions of the channel correlation matrices for
the desired and co-channel users at the up- or downlink frequencies. The
channel correlation matrix is defined as the correlation matrix of the ef-
fective steering vector.10 In practice, this matrix changes with time, and
therefore the weights need to be updated, see Chapter 2.

In [GP96] and [Ger95] single cell scenarios with multiple co-channel
users are considered. For that scenario, two algorithms which jointly
optimize the weight vectors for all the users are derived. The obtained
solutions are shown to maximize the minimum (mean) signal to inter-
ference ratio among the users in all the special cases considered. It is
proposed in [GP96, Ger95] that the mobile estimates the downlink chan-
nel by exploiting probing signals transmitted from the base, and feeds the
channel correlation matrix back to the base. Thus the channel correlation
matrix will be estimated at the transmit frequency.

The paper [FN95] also treats a single cell scenario. However, in con-
trast to [GP96, Ger95], a known level of noise is present in each mobile
receiver. A solution where the weights are chosen to minimize the total

10In this thesis, this matrix is frequently referred to as the multipath covariance
matrix.
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transmitted power, subject to a constraint on the signal to interference
and noise at each receiver, is proposed. The criterion function is max-
imized using the Augmented-Lagrange-Algorithm or the SQP-Method
[Ber82, Pow78]. This method is initialized using a less computation-
ally complex method, “interference minimization algorithm with linear
improvement”. It is assumed in [FN95] that the propagation can be de-
scribed by a discrete number of rays, and that the direction of arrival,
and (mean) power of these rays are estimated from the uplink. With
this information at hand, the channel correlation matrix at the downlink
frequency can be estimated11.

In [RDJP95] a multiple cell system, is considered. The transmit
weights are chosen so as to (essentially) maximize the (mean) energy
at the desired mobile divided by the sum of the interference received at
all co-channel mobiles, subject to constraints on the total interference
and the transmit power. Two “feasibility checks” are also employed, in
order to certify that the transmit power, and the power received at the
desired mobile, exceed a certain level. If either of the feasibility condi-
tions is not fulfilled, the considered mobile is moved to another channel.
The input to the weight calculation, is the channel correlation matrix
for the desired mobile, and the sum of the correlation matrices for the
co-channel mobiles. It is proposed in [RDJP95] that these entities are
estimated at the uplink frequency from the received data. In particular,
the sum of the channel correlation matrices for the co-channel mobiles
is estimated directly from the data in a simple fashion. No correction,
to compensate for the frequency difference between up- and downlink, is
made in [RDJP95]. It is argued that this does not lead to any error if
different arrays with the same “manifold,” are used for up- and down-
link, an approach referred to as “the matched array approach.” If the
same array is used for up- and downlink, the frequency difference does
lead to performance degradation. The magnitude of the degradation is
investigated through simulation in [RDJP95].

In [GF96], the weighting vectors maximize the (mean) energy at the
desired mobile, divided by the sum of the interference received at all co-
channel mobiles. The constraint employed is that unit power is delivered
to the desired mobile. It is proposed that the channel correlation matrices
for the desired and interfering mobiles are estimated in uplink. A trun-
cated Fourier series approximation of the underlying spatial density of
power, is fitted to the estimated covariance matrices. Thereby obtaining

11The results of [FN95] are formulated in terms of a square root factorization of the
channel correlation matrix.
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a power versus angle density estimate, which is used to form an estimate
of the channel correlation matrix at the transmit frequency.

In the paper [Ohg94], a reference signal, e.g., a training sequence, is
used to form a conventional least squares combining vector, w = R−1r,
for uplink combining. The same vector is then normalized to unit norm,
and then used for downlink transmission. The paper [Ohg94] assumes
independent fast fading in the up- and downlink, as is the case in existing
FDD systems, see Section 2.5. However, the analysis ignores any change
in antenna pattern due to the frequency difference. The paper [CTK94],
proposes a method which reduces this change.

In [Win94] and [MW96] a technique is proposed where time delayed
versions of the information signal are transmitted over the antenna ele-
ments of the array. If the antenna spacings and time delays are sufficiently
large to produce independent fading and uncorrelated antenna signals,
the deep fades in signal strength are reduced. Assuming ideal channel
estimation and maximum likelihood sequence estimation at the mobile,
the performance enhancement over transmission with a single element is
significant [Win94]. However, the simulations made in [MW96] using the
GSM standard with frequency hopping, have shown that performance
enhancement reduces to ≈ 0.5dB in signal to interference ratio.

In [FG97] a technique is outlined where the bit stream to be transmit-
ted from the base is divided into m sub streams, which are transmitted
over the m antenna elements of the array. The mobile is equipped with
≥ m antennas and receives sub stream #1 by pointing nulls towards the
m − 1 other antenna elements. When sub stream #1 has been received
and decoded it is subtracted from the received data batch. Thus when
sub stream #2 is received, it is sufficient to point nulls towards m − 2
antenna elements. The technique has mainly two drawbacks: the number
of antennas at the mobile has to equal or exceed the number at the base
and it fails to work if the mobile is a point source as seen from the base
(unless the base has extremely large antenna spacing).

Finally, we mention the work in [GP94] and [Ger95] where it is pro-
posed that the mobile estimates the downlink channel and feeds it back to
the base. This enables the base to have instantaneous downlink channel
information, and therefore achieve significant suppression of the emitted
interference. It is estimated in [Ger95] that an uplink feedback rate of
13kbit/s is required, assuming a flat fading downlink and a 25mph mobile
speed. In addition to this a downlink overhead for transmission of prob-
ing signals is also required. This seems to make the method impractical
for vehicular users. In addition, no current or conceived cellular standard
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known to the author, supports the concept.

1.3.3 Channel Allocation and Capacity Analysis

The channel allocation and capacity of cellular systems with base station
antenna arrays are treated in [FN96, Ohg94, RDJP95, SBEM90, Tan94,
Tan95]. The papers [Ohg94, RDJP95, SBEM90] assume that capacity
is increased by reducing the frequency reuse cluster 12 while the papers
[FN96, Tan94, Tan95] assume reuse of spectrum already allocated to cell
by multiplexing users spatially.

In [SBEM90] the analysis assumes that the base can form ideal sector
beams in uplink and downlink. The results indicate a capacity improve-
ment of seven with ≈ 20o beams and four with ≈ 45o beams, over a
system with omni directional antennas.

In [Ohg94] the capacity of a cellular system employing circular base
station antenna arrays, and random channel allocation, is analyzed. The
receive and transmission techniques are described in the previous section.
Both one-ray and two-ray propagation models are employed. The long
and short term fading in the two rays of the two-ray model are assumed
independent. This implies a very small level of angular dispersion. The
results in [Ohg94] indicate a sixteen-fold capacity enhancement over an
omni-system using sixteen antenna elements.

In [RDJP95] eight element circular arrays are employed at the bases.
The transmit method of [RDJP95] is described in the previous section. As
mentioned in this description, two feasibility conditions must hold before
a mobile is allocated to a certain channel. The simulation results in
[RDJP95] indicate three to sixfold capacity enhancement over an omni-
directional system. The propagation conditions of [RDJP95] assume a
uniform distribution of energy within an angular scan of less than or
equal to 30 degrees. Thirty to fifty percent of the mobiles attempting
to call are not given any connection in the simulations of [RDJP95].
However, the simulation considers only one channel, and therefore this
fraction may be anticipated to decrease when more channels are added
to the system.

In [FG97] the Shannon capacity achieved with m base and m receive
antennas, without knowledge of the channel at the base, is addressed.
For the proposed technique, which is described in previous section, the

12i.e, effectively using a larger fraction of the total available spectrum allocated per
cell
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capacity is shown to be OC(1) + . . . + OC(m) where OC(k) is the Shan-
non capacity on a Rayleigh fading channel using a single transmitter,
no interference and maximum ratio combining with k antennas at the
receiver. A scenario with a single base and a single mobile is considered
and Rayleigh fading in all m2 channels are assumed uncorrelated.

In [Tan94] the problem of allocating multiple users on the same chan-
nel within the same cell, such that the co-cell co-channel users are suffi-
ciently separated in angle, is considered. An expression for the blocking
probability (probability of call attempt denied) as a function of the traffic
distribution in the cell, and the minimum required angular distance be-
tween co-channel users, is derived, using conventional traffic theory. As
an example, it is shown that if all traffic is concentrated along a linear
road going through the cell, the mean number of allocated calls is in the
range of 4 through 12 (Erlang) using 8 channels, a minimum angle of 45
degrees between co-channel mobiles, and a blocking probability of 1%.
The exact number in the range 4 − 12 depends on how the road crosses
the cell. As a reference, the mean number of users in a cell equipped with
an omni-directional antenna, is 4 in the considered example. Thus the
“spatial multiplex gain” is 0 − 200%.

Due to the nature of radio propagation in urban environments, the
ratio of the power of the strongest user to the weakest user, in the same
cell, may be in the order of 100dB. This makes is it reasonable not to
allocate the weakest and strongest mobile on the same channel, since
uplink reception of the weaker mobile would require extremely accurate
mobiles, base station receive amplifiers, and A/D converters. In order to
avoid this problem it is proposed in [Tan95] to group the mobiles into
power classes. A power class is defined by a maximum and a minimum
power level. The levels can be static or dynamic. Mobiles from different
power classes are not allocated to the same channel. The reduction of
the carried traffic due to the grouping is estimated to be around 20%.

In [FN96] five channel allocation algorithms for the downlink beam-
forming technique of [FN95] (described in previous section), are pro-
posed and compared. The objective is to group several mobiles on the
same channel within the same cell, such that the total power employed is
minimized and a given signal to interference ratio obtained. The propa-
gation model employed is general. All five channel allocation algorithms
proposed work by successively allocating more users onto the available
channels, without any re-allocations. A new mobile is allocated to the
channel with the smallest “separability” index. Five such indices are pro-
posed yielding five different channel allocation algorithms. Index number
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one is defined as the increase in total transmit power needed, if the new
user is allocated to the considered channel. In order to calculate this in-
dex it is necessary to calculate the transmit vectors for the new user and
re-calculate it for the users already allocated to the channel, assuming
that the new user is allocated to the considered channel. This is com-
putationally complex. Since index number one is closely related to the
employed performance criterion, it is regarded as the optimal solution.
Of the other four computationally less expensive solutions, number five
has almost the same performance as number one. Using eight channels
and an eight element base station, the simulation results indicate a spa-
tial multiplex gain of 2 to 3. The propagation model employed has high
angular dispersion.

1.4 Contributions and Thesis Outline

As mentioned in Section 1.2 this thesis deals with propagation model-
ing, beamforming, channel allocation and capacity estimation for cellular
systems employing base station antenna arrays. The focus is on down-
link (i.e., the base to mobile link) in FDD (frequency division duplex)
systems. In a short summary, the thesis :

• Proposes five reasonable propagation models.

• Uses these models to design and analyze three different beamform-
ers: The maximum desired power (MDP), the summed interference
to carrier ratio minimizing (SICR) and the generalized-SICR beam-
former.

• Introduces three capacity enhancement approaches: same sector
frequency reuse (SSFR), reduced cluster size without nulling (RCS-
WON) and reduced cluster size with nulling (RCS-WIN).

• Proposes channel allocation, power control, and beamforming algo-
rithms for these approaches.

• Estimates the “outage probability”( probability of insufficient qual-
ity), for SICR-SSFR, SICR-RCS-WON and SICR-RCS-WIN, using
simulations as well as analytical analysis, as a function of critical
parameters.
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• Investigates the capacity enhancement achieved with the base sta-
tion antenna array as a function of angular spreading and the num-
ber of antennas for SICR-SSFR, SICR-RCS-WON and SICR-RCS-
WIN.

• Partially verifies the system simulation assumptions using real data.

• Combines simulation and experimental results to make likely that
three to tenfold capacity enhancement is realistic using around 5−
18 antenna elements per 120-degree sector (in comparison with a
system employing a single antenna per sector). The higher capacity
enhancements are obtained using the more complex approaches.

• Makes a detailed proposal of a simple and robust downlink beam-
forming algorithm for realizing RCS-WON in GSM (the MDP
beamformer).

• Simulates this beamformer under realistic network conditions, using
simulated as well as real data.

The content of each chapter is described in more detail below. The
descriptions also contain recommendations on what sections that should
be read before the chapter in question. The reader is recommended to
read through the sections below in order to find chapters and sections of
particular interest to him or her.

Chapter 2: Propagation Modeling

In this chapter five propagation models are derived: Gaussian Wide Sense
Stationary Uncorrelated Scattering (GWSSUS), Gaussian Angle of Ar-
rival (GAA), Gaussian Angle of Arrival One Cluster (GAAO), Typical
Urban (TU) and Bad Urban (BU). The GWSSUS model is a general-
ization of the well-known wideband statistical multipath model [PB82,
Pro89] to the multiple antenna case. This generalization does not impose
any restrictions on the spatial distribution of power. The GAA model,
which is a special case of the GWSSUS model, does however impose such
restrictions.

A special case of the GAA model referred to as GAAO is developed
further in Section 2.3.1. The GAAO model assumes that all energy re-
ceived at the base from a certain mobile is Gaussian distributed in az-
imuth, with a certain (optionally distance dependent) angular spreading
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σ. The results of Chapter 7 indicate that such a model yields realistic
performance predictions using σ = 3o to 6o.

When analyzing GSM systems, a frequently adopted model for the
temporal-domain power distribution is the typical urban (TU) model
defined in [GSM92], which is frequently employed when making GSM
radio-link simulations. In this thesis we introduce a propagation model
which has (almost) the same temporal domain properties as this model
(exponentially decaying with an rms-delay spread of ≈ 1µs), and similar
spatial domain properties as the GAAO model. The TU model shows
that an exponential decaying power delay profile is consistent with a
single cluster of scatterers with a azimuthal power distribution similar to
the GAAO model. Another similar model is also introduced: bad urban
(BU).

Part of the material in this chapter has previously been published
in the report [MZD+96], and the conference articles [ZE96, ZEM96,
ZDF+96].

Chapter 3: Techniques for Downlink Capacity En-
hancement of FDD Systems

In this chapter, three capacity enhancement approaches for use with
adaptive arrays are introduced: same sector frequency reuse (SSFR),
reduced cluster size without nulling (RCS-WON), and reduced cluster
size with nulling (RCS-WIN). In the SSFR approach, several mobiles are
allocated to the same channel within the same 120-degree sector, while
in the RCS approach, a larger fraction of the total spectral resources
are allocated to each cell. In some cases a combination of the two ap-
proaches is applied. However, we define all approaches with more than
one mobile within the same sector as SSFR. Both RCS and SSFR lead
to increased interference levels which have to be compensated for using
adaptive antenna patterns.

The two variants of RCS distinguish weather nulls are steered in the
direction of strong users in adjacent cells or not. The term “nulling”
is to be broadly interpreted, and denotes that the antenna pattern is
synthesized in order to have a low gain in the direction of a certain mobile,
but not necessarily zero gain. A beamformer called SICR is derived from
the GAAO model introduced in Section 2.3.1. The chapter also describes
how this beamformer is applied in the three cases RCS-WIN, RCS-WON
and SSFR. Channel allocation and uplink power control algorithms to
take care of the inter-cell cross-talk and dynamic range problems for
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the three systems, are proposed. The resulting systems are referred to
as SICR-RCS-WIN, SICR-RCS-WON and SICR-SSFR. How the SICR-
beamformer should be applied in practice is treated in Chapter 7. A
prerequisite for reading this chapter is Section 2.3.1.

The chapter is partially based on work published in the journal article
[ZO95], on the submitted article [Zet95a], and the conference articles
[Zet95b] and [Zet97].

Chapter 4: Capacity Results

In this chapter, the previously introduced systems SICR-RCS-WIN,
SICR-RCS-WON and SICR-SSFR are simulated and analyzed in order
to find their capacity enhancement potential, as a function of critical
parameters such as the number of antennas, the mobile power control
range, and the angular spreading, σ, of the environment.

Closed form expressions for the “outage probability”, i.e., the prob-
ability of insufficient transmission quality is also derived and found to
agree well with simulation results under certain conditions. The main
findings of the chapter are

• A large uplink power control range is necessary to make the down-
link inter-cell nulling feature of the SICR-RCS-WIN system effec-
tive.

• The uplink near-far ratio, defined as the ratio of the power of the
strongest user to the weakest desired user (averaged over fast fad-
ing), allocated to the same timeslot (but sometimes different car-
rier), is typically less than 25dB, for all investigated systems. For
the SICR-RCS system with e = 1 and fast handover, it is typically
less than 4dB.

• The SICR-SSFR system requires around 16 channels (per power
group and sector) in order to be able to allocate channels with
spatially well separated users.

• The SICR-SSFR system increases capacity more than SICR-RCS-
WIN and SICR-RCS-WON systems in most of the investigated
cases.

• The capacity enhancement achieved using SICR-RCS-WIN is larger
than or equal to that obtained using SICR-RCS-WON.
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• The experimental results of Chapter 7 suggest that σ0 = 3o to 6o,
r0 = ∞ (the framework is introduced in Section 2.3.1) is a realis-
tic model. Combining this information with the results of Chapter
4, yields the following capacity predictions in the more optimistic
case σ0 = 3o: Threefold capacity enhancement is achieved using the
SICR-RCS-WIN and SICR-RCS-WON systems with three and five
antenna elements per 120-degree sector, respectively (in comparison
with a reference system employing a single element per 120-degree
sector). Four and tenfold capacity enhancement is achieved with
SICR-SSFR using five and eighteen antenna elements respectively.
Using SICR-RCS-WIN or SICR-SSFR, eight antenna elements per
sector, and an improved handover, a ninefold capacity enhancement
is obtained. However, it is unclear how much of the ninefold capac-
ity enhancement should be attributed to the improved handover in
this case.

• The derived analytical expression for the outage probability agrees
well with simulation results in the SICR-SSFR case if sixteen (or
more) channels per group are employed, in the SICR-RCS-WIN
case if e = 1 is employed, and in the SICR-RCS-WON case if slow
handover is assumed.

Prerequisites for reading this chapter are Section 2.3.1 and Chapter
3. The chapter is partially based on work published in the journal article
[ZO95], on the submitted article [Zet95a], and the conference articles
[Zet95b] and [Zet97].

Chapter 5: The Generalized SICR Beamformer

In Chapters 3 and 4, the SICR-beamformer is applied to calculate the
transmit weights. This beamformer is based on the assumption that the
energy received from each mobile is Gaussian distributed in azimuth (as
seen from the base), and that the mean direction and angular spread-
ing of this distribution are known (without any estimation error) for
the desired and the identified interfering users (the GAAO model). The
generalized-beamformer introduced in this section, relaxes the propaga-
tion assumption and treats general GWSSUS channels. The obtained
algorithm is applied to real data in Chapter 7. The results therein indi-
cate that the algorithm is able to reduce the interference level by 11.9dB
using an eight antenna linear array for 120-degree coverage (as compared
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to using a single antenna element per sector). Prerequisites for reading
this chapter are Sections 2.1-2.3.1 and 3.2.1

The main ideas behind the generalized SICR beamformer is published
in the conference paper [Zet97].

Chapter 6: A Downlink Beam Steering Algorithm for
GSM

In this chapter a simple beamforming algorithm for implementation of
the RCS-WON approach13 in GSM is proposed. Consideration of ap-
proaches without nulling is motivated by their less demanding require-
ments on channel allocation, power control, synchronization, and hard-
ware. Furthermore, approaches without nulling are generally very robust
with respect to angular dispersion and calibration errors.

It is argued in the chapter that almost the same performance is ob-
tained by transmission with a single beam i.e., w = constant × a(θ0),
as with the vector obtained from the complex generalized-SICR beam-
former of Chapter 5 (in the case without nulling). A simple algorithm
which estimates θ0 in the case of a GSM system is derived and simulated.
The simulation results indicate that the proposed technique generates at
most 0.9dB more interference than the generalized-SICR algorithm, un-
der some assumptions. In the case of frequency hopping, this result is
obtained even at a −8dB uplink signal to interference ratio. Simulation
results using the TU and BU model, as well as using the data collected in
downtown Aalborg (Section 7.1), indicate that the algorithm is capable of
reducing the downlink interference level approximately 6− 8dB in urban
environments using linear arrays of eight antenna elements per sector (as
compared to using a single antenna element per sector). Prerequisites for
reading this chapter are Sections 2.1-2.3.1 and Chapter 5.

Parts of the material in this chapter have previously been published
in the report [MZD+96], and the conference articles [ZE96, ZEM96,
ZDF+96]. The GSM algorithm described will be employed in a large
DCS1800 field-trial conducted by the partners of TSUNAMI(II) 14.

13i.e., capacity enhancement by means of increasing the fraction of the total spectra
used in a cell without employing co-channel nulling, see above

14TSUNAMI(II) is one of the projects of the EU commission ACTS program. The
TSUNAMI(II) consortium consists of Motorola ECID, Orange PCS, Robert Bosch,
France Telecom CNET, DETyCOM, University of Bristol, University of Aalborg, Or-
ange PCS and University of Polytechnic of Catalunya



18 1. Introduction

Chapter 7: Experimental Performance Results

The nulling performance of the SICR and generalized-SICR beamform-
ers, are estimated by applying them to data measured in a macro-cellular
environment. The parameters needed in the SICR beamformer are esti-
mated using the least-squares algorithm introduced in [TO96], while the
input matrices needed in the generalized-SICR algorithm are estimated
directly from the data. It is concluded that the angular dispersion is basi-
cally independent of the base-mobile distance in the available data. The
performance of the SICR and generalized-SICR beamformer is estimated
from the measurement data and compared with that obtained from the
GAAO model introduced in Section 2.3.1. It is found that the average
performance of the SICR and generalized SICR beamformers is close that
obtained on the GAAO model using σ = 6o, r0 = ∞ and σ = 3o, r0 = ∞
respectively . From this result, the conclusion is drawn, that σ0 = 3o to
6o is a good first assumption for predicting the performance of downlink
beamforming approaches involving nulling. However, further investiga-
tions are needed to evaluate the system impact of the deviation between
the actual and predicted performance in particular situations. Prerequi-
sites for reading this chapter are Sections 2.1-2.3.1, 3.2.1 and Chapter
5.

The results of the chapter are previously unpublished.
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1.5 Mathematical Notation

The table lists some of the notational conventions used in the thesis. The
naming of signals, variables and parameters, are introduced successively
in the text.

Notation Description
Yc Complex conjugate of the matrix Y

YT Transpose of the matrix Y

Y∗ Complex conjugate transpose of the matrix
Y

Trace {Y} The sum of the diagonal elements of Y

[Y]k,l Element k, l of the matrix Y

[y]k Element k of the vector y

diag(y) Diagonal matrix which has the vector y as
its diagonal components

‖y‖ The norm of the vector y:
=

√∑m
k=1 |[y]k|2 where m is the dimension

of y.
(y)2π Modulo 2π of the real number y

x
dist
= y The stochastic variables, x and y have the

same distribution function
x × y The product of x and y.
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1.6 Abbreviations

The following table lists some of the abbreviations used in the thesis.

Abbreviation Description
Propagation models

GWSSUS Gaussian wide sense stationary
uncorrelated scattering

GAA Gaussian angle of arrival
GAAO Gaussian angle of arrival one cluster
TU Typical urban
BU Bad urban

Capacity enhancement approaches
RCS Reduced cluster size
RCS-WIN RCS with nulling
RCS-WON RCS without nulling
SSFR Same sector frequency reuse

Beamformers
SICR Summed interference to carrier

ratio minimizing
MDP Maximum desired power

Systems
SICR-SSFR SICR beamforming with SSFR
SICR-RCS-WIN SICR beamforming and RCS-WIN
SICR-RCS-WON SICR beamforming and RCS-WON



Chapter 2

Propagation Modeling

Propagation models are used for three purposes in the thesis: to de-
rive algorithms, analytically analyze the performance of algorithms and
systems, and to perform simulations. In this chapter we define five propa-
gation models: Gaussian Wide Sense Stationary Uncorrelated Scattering
(GWSSUS), Gaussian Angle of Arrival (GAA), Gaussian Angle of Arrival
One cluster (GAAO), Typical Urban (TU), and Bad Urban (BU). All five
proposed models start by assuming that the propagation can be described
by a superposition of plane waves, reflected by so-called scatterers. In
the GWSSUS model the scatterers are grouped into d clusters where it
is assumed that each cluster is flat Rayleigh fading (no time dispersion),
with an arbitrary power distribution in azimuth. However, a time delay
is associated with each cluster and the combined channel may thus not
be flat fading. The GAA model, which is a special case of the GWSSUS
model, assumes that the azimuth distribution of power from each clus-
ter is Gaussian distributed with some mean and standard deviation as
seen from the base. A special case of the GAA model employing a sin-
gle cluster of scatterers is developed further to account for path-loss and
shadowing effects. This model is referred to as GAAO. The TU model
consists of 120 scatterers with certain amplitudes and positions. An im-
portant feature of this channel model is that its temporal properties are
similar to the typical urban (TU) model defined in [GSM92], which is
frequently employed in GSM simulations. The azimuth power distribu-
tion (as seen from the base) of the proposed TU model is approximately
Gaussian with mean in the direction of the mobile, and with a standard
deviation of ten degrees at a 1km base-mobile distance. The standard
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deviation is inversely proportional to the base-mobile distance. The BU
model consists of a superposition of two TU clusters. Hence the number
of rays in the BU model is 2×120 = 240. One of these clusters is located
at the mobile and the other is located 45 degrees from the mobile but at
the same distance from the base. The two clusters undergo independent
log-normal shadow fading, with the second cluster being 5dB weaker than
the first, on average.

The TU and BU models are made for simulation of algorithms and
systems while the GAA, GAAO and GWSSUS models are also for ana-
lytical derivations and analysis. This fact is reflected by the number of
parameters required by the models. The TU and BU models only re-
quire the base to mobile distance, while the GAA and GWSSUS models
need the number of cluster of scatterers as well as several parameters
characterizing the clusters.

The GWSSUS model is basically a straight-forward generalization of
the widely accepted wide-band statistical multipath model [PB82, Pro89]
without imposing any information about the spatial distribution of power.
For the narrow band case, equivalent models have been used in [GP96,
Ger95, RDJP95]. The generalization to the wide band case herein, is
useful when analyzing wideband systems.

The GAA model does impose some spatial information by letting the
power of each cluster of scatterers be Gaussian distributed in azimuth.
A similar model has also been proposed in [SW94], but there a uni-
form azimuth power distribution is assumed for the clusters. The paper
[Mar96], also proposes a similar model, but assumes that each cluster
can be approximated by a point source. Propagation data are employed
in [Mar96] to motivate a model with twelve clusters. An advantage of
the GAA over the model of [SW94], is that the parameters of the Gaus-
sian scattering model have been estimated from real data in the papers
[AFWP86, Ake91, FJK+94, TO96, YKT91, Zet95c].

The TU model and the GAAO model described in Section 2.3.1 em-
ploy a single cluster of scatters. The energy from that cluster is assumed
to distributed in a narrow sector centered at the mobile. This assump-
tion is frequently adopted in the simulation of base station antenna array
systems, [AFWP86, AMVW91, FN96, GP96, Ger95, RDJP95, Lee73],
although it is generally not used when deriving the applied algorithms.
The results of Chapters 6 and 7 suggest that a single cluster model yields
reasonable performance predictions for the urban macro-cellular environ-
ment we consider. Some additional support for the use of single cluster
models can be found in [KMT+96]. It is reasonable to believe that a sin-
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gle cluster model can be used in environments where the base antenna is
high in comparison with the surrounding buildings and hills, and where
there are relatively few distinct high buildings and hills at longer dis-
tances from the base. If the former of these conditions are not met, the
signal will arrive from virtually all angles at the base, while multiple
clusters of scatterers has to be considered in the latter.

In the temporal domain, the TU model defined here is similar to the
TU model defined in [GSM92], which is frequently employed in GSM
simulations. In this model the power delay profile, Section 2.D.1, is
assumed to be exponentially decaying with an rms-delay spread of ≈ 1µs,
which agrees well with the propagation measurements in [Cox75, SJD94].
The TU model proposed herein is unique in that it exhibits some temporal
dispersion within a single cluster of scatterers in the vicinity of the mobile.
It is also useful in that it shows that an exponential decaying power delay
profile is consistent with a single cluster of scatterers with an azimuthal
power distribution similar to the GAAO model.

The BU model proposed in this thesis does not really fall in to either
of the two categories, single cluster, or multiple cluster models. This
is because the two clusters undergo independent log-normal shadowing.
This means that most of the time, one of the two clusters is too weak
to make any noticeable contribution to the impulse response. The model
is useful when investigating the ability of a beam-steering algorithm, to
switch the transmit power between the two clusters. The results of Ex-
ample 2 of chapter 7 in the report [MZD+96] indicate that such situations
can arise in reality.

As is shown in Section 2.5, the proposed models induce independent
fast fading (short term channel variations), in up- and downlink, in fre-
quency division duplex (FFD) systems1 with a duplex distance of more
than 10MHz. This implies that the instantaneous downlink channel is
unknown. In Section 2.5 it is therefore proposed that the downlink beam
synthesis is based on average downlink information in the form of the
“summed multipath covariance matrix”, for the desired and co-channel
users. Methods to obtain that matrix from the corresponding uplink
entity are listed.

The chapter is organized as follows: In Section 2.1 the basic assump-
tions which form the starting point for all five models are stated. Then
Section 2.2, 2.3 and 2.4 introduce the GWSSUS, GAA, TU/BU models
respectively. In Section 2.5, the differences between downlink beamform-

1FDD=Frequency Division Duplex. This means that the downlink transmission
takes part a different frequency than the uplink



24 2. Propagation Modeling

ing in TDD (time division duplex) and FDD (frequency division duplex)
systems are discussed. The proposed models assume a linear digital mod-
ulation. However, they are also applicable for other modulation formats
if some re-interpretations are made. This and other issues are discussed
in Section 2.6. The connection between the GAA model and the model
usually used in analysis of angle of arrival estimation using antenna ar-
rays, is explained in Section 2.A. Appendix 2.B contains a more in-depth
introduction and derivation of the assumptions stated in Section 2.1. Ap-
pendix 2.C fully defines the TU and BU propagation models, with all the
necessary details. Appendix 2.D shows the properties of the TU model
claimed in Section 2.4. Appendix 2.E finally, shows how the TU and BU
models can be used in simulations where some of the signals are simulated
and some have been recorded during field-trials.

2.1 Basic Assumptions

In this section generic assumptions about propagation are made. The
assumptions basically state that the impulse response between the mul-
tiple antennas at the base, and the single antenna at the mobile, is given
by a superposition of rays, where each ray has a distinct angle of arrival
and delay. The angle of arrival together with the spatial distribution of
the antenna elements, their antenna patterns and the carrier frequency
determine the spatial response of each ray, while the delay together with
the modulation pulse-shaping and receiver filters forms the temporal re-
sponse. The model is true if the propagation can be described as a
superposition of rays and the receive and transmit circuitry is linear.

2.1.1 Uplink

The discrete time baseband signal sampled at symbol rate at the base, is
defined by

xRX
q = [xRX

1 (qTb + ∆TRX), . . . , xRX
m (qTb + ∆TRX)]T , (2.1)

where xRX
1 (t), . . . , xRX

m (t) are the antenna signals, m is the number of
antenna elements, q is the sample number, Tb is the symbol time and
∆TRX is the sampling phase. The information to be sent from the mobile
to the base is encoded into a stream of complex symbols, Iq, which are
transmitted using a linear modulation. The signal received at the base is
given by
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xRX
q =

∑

l≥0

hRX
l Iq−l, (2.2)

where hRX
l is the lth coefficient of the discrete-time multi-dimensional

uplink impulse response. The radio wave propagates via N scatterers,
as illustrated in Figure 2.1. Scatterer n has complex amplitude2 h̃n,
propagation distance ln = l̂n + l̆n (the total propagation distance from
the mobile to antenna element number 1), and azimuth angle θn (as seen
from the base). The lth tap is given by

hRX
l =

N∑

n=1

h̃n exp(−j2πfRX ln
c

+ βRX)

× pr(lTb + ∆TRX − Tb − ln
c

)aRX(θn, fRX), (2.3)

where fRX is the (receive) carrier frequency, c is the speed of light, pr(τ)
is the convolution of the modulation pulse shape and the receiver fil-
ter impulse response, βRX is the receiver-transmitter phase-offset, and
aRX(θn, fRX) is the vector of receive antenna element gains and phases
in azimuth direction θn at frequency fRX, for the receive antenna array.

For linear array configurations with uniformly spaced antenna ele-
ments (ULAs) and identical antenna patterns, aRX(θ, f) is given by

aRX(θ, f) = p(θ, f)

× [1, exp(−j2πf∆sin(θ)/c), . . . , exp(−j2(m − 1)πf∆sin(θ)/c)]T ,
(2.4)

where m is the number of antenna elements, ∆ is the inter-element spac-
ing, and p(θ, f) is the element pattern of the identical elements, see Figure
2.2. Equation (2.4) also requires the antenna elements to be uncoupled
and identically directed. The requirement of uncoupled antennas can be
relaxed if a sufficient number of dummy elements are added on each end
of the array, so that elements are identically coupled.

When the mobile moves, the distance between the mobile and the
scatterers (i.e., l̆n in Figure 2.1) changes. The position and amplitudes

2The amplitude h̃n is treated as real-valued in the derivations of Appendix 2.B,
for simplicity.
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Antenna 1

Antenna m

Scatterer 1

Scatterer n

θ1

−θn

l̂1

l̆1

l̂n

l̆n

Figure 2.1: Schematic illustration of multipath model. Note that the scat-
terers are assumed to be in the far field.

of the effective scatterers will of course also change. However, they are
assumed to be practically fixed during the time the mobile moves a cou-
ple of wavelengths. Thus, within a couple of wavelengths the following
relationship may be considered valid

ln = ln,0 − v cos(φn)t, (2.5)

where ln,0 is the propagation distance at time zero, v is the speed of the
mobile, φn is the angle between the speed vector of the mobile and the
nth scatterer, and t is time. Combining (2.3) and (2.5) yields
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∆

Figure 2.2: The Uniform Linear Array (ULA) and a polar coordinate
system, with reference to the considered base station.

hRX
l =

N∑

n=1

h̃n exp(−j2πfRX ln,0 − v cos(φn)t

c
+ βRX)×

pr(lTb + ∆TRX − Tb − ln,0

c
)aRX(θn, fRX), (2.6)

where we have assumed that

pr(lTb + ∆TRX − Tb − ln,0

c
) ≈ pr(lT + ∆TRX − Tb − ln

c
), (2.7)

which is, for all practical purposes, a good approximation. From (2.6) it
is clear that for each scatterer, there is an associated Doppler frequency,
fRXv cos(φn)/c. When the contributions from all scatterers are added,
the sum in (2.6), alternates between constructive and destructive sum-
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mation, due to the fast phase changes induced by the Doppler frequen-
cies. These fast channel variations will be referred to as Doppler fading,
Rayleigh fading, or fast fading.3 In addition to the channel variations
due to the Doppler fading, the channel also changes due to changes in
the ray parameters N , h̃n, θn, φn, ln,0. However, as already mentioned,
these variations are assumed to be much slower than those imposed by
the fast fading. The slow changes in the ray parameters will be referred
to as shadow fading or slow fading, since buildings and hills between
the mobile and base determine the effective scatterers. Hence several of
the entities in (2.3) are time dependent, although this is not explicitly
indicated.

2.1.2 Downlink

Already at this point we fix the (equivalent baseband) signal transmitted
on each element of the transmit antenna array to be a complex scalar
times the modulated waveform. This is ad-hoc and other choices have
appeared in the literature [MW96, Win94, FG97], see Section 1.3.2. Let
us denote the weight vector applied to the m antenna elements as w =
[w1, . . . , wm]T . The baseband signal sampled at the mobile, uq, will then
be given by

uq =
∑

l≥0

(w∗hTX
l )Iq−l, (2.8)

where (·)∗ denotes complex conjugate (Hermitian) transpose and hTX
l is

given by

hTX
l =

N∑

n=1

h̃n exp(−j2πfTX ln
c

+ βTX)×

pr(lTb + ∆TTX − Tb − ln
c

)aTX(θn, fTX). (2.9)

Doppler fading and shadow fading applies (of course) to the uplink taps
hTX

l in the same way as to the downlink taps hRX
l . However, the fast

3The word Rayleigh fading is only used when the amplitude distribution is
Rayleigh, while the wording Doppler fading is used when we want remind the reader
of the underlying phenomena. The wording fast fading is used when we refer to the
fast channel changes (as opposed to the slow shadow fading) without emphasizing on
the underlying mechanisms
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fading processes in the two links are uncorrelated in many systems, see
Section 2.5 below. In the remainder of this thesis, the up- and downlink
superscript RX/TX will be omitted in equations which are valid for both
links, or if it is evident from the context which link is considered.

2.2 Gaussian Wide Sense Stationary Uncor-
related Scattering (GWSSUS)

In the GWSSUS model, the scatterers are grouped into d clusters. Let
Ωr be the indices of the scatters in the rth cluster. The delay differences
within the rth cluster are assumed to be such that

pr(τ − ln
c

) ≈ pr(τ − τr), where n ∈ Ωr. (2.10)

Combing (2.6) or (2.9) and (2.10) yields

hl =

d∑

k=1

vk pr(lTb + ∆T − Tb − τr), (2.11)

where the effective steering vector vk is given by the superposition of the
scatterers, n ∈ Ωr, which belong to the rth cluster i.e.,

vr =
∑

n∈Ωr

h̃n exp(−j2πf
ln
c

+ β)a(θn, f). (2.12)

The vectors vr are functions of time which change with the Doppler fad-
ing rate, while the delays τr change at the much slower shadowing rate.
Assuming that h̃n exp(−j2πf ln

c ) are independent identically distributed
random variables with finite mean and finite non-zero variance, and that
the number of scatterers within each cluster is large, it follows from the
central limit theorem, [GS92], that the vectors vk converge to complex
Gaussian distributed random variables. Since the vectors vk change with
time they are considered as Gaussian wide sense stationary random pro-
cesses (in time, although the time independence is suppressed). In order
to find the mean and covariance of vr, a deterministic view is taken.
Consider the following integrals
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Int1 =
1

T

∫ T

t=0

vrdt (2.13)

Int2 =
1

T

∫ T

t=0

vrv
T
r dt, (2.14)

Int3 =
1

T

∫ T

t=0

vrv
∗
rdt. (2.15)

Using (2.5), (2.12) and assuming that the Doppler frequencies,

fv cos(φn)/c, (2.16)

are distinct the following limits are obtained

lim
T−→∞

Int1 = 0 (2.17)

lim
T−→∞

Int2 = 0 (2.18)

lim
T−→∞

Int3 = Rr, (2.19)

where Rr is given by

Rr =
∑

n∈Ωr

|h̃n|2a(θn, f)a∗(θn, f). (2.20)

Turning back to a stochastic view, the properties (2.17-2.23) are modeled
by defining the following statistical expectations

E{vr} = 0 (2.21)

E{vrv
T
r } = 0 (2.22)

E{vkv
∗
k} = Rr. (2.23)

The expectation in (2.21-2.23) is over the Doppler fading only. The de-
lays, τr, and covariance matrices, Rr, change at the slower shadow fading
rate. If there is just a single cluster, i.e., d = 1, the channel is said to
be flat Rayleigh fading. This is because the physical channel, i.e., the
channel excluding the effects of the receiver filter and modulation pulse-
shaping, becomes independent of frequency, and therefore the amplitude
on each antenna element is Rayleigh distributed.
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2.3 Gaussian Angle of Arrival (GAA)

In the GAA model, which is a special case of the GWSSUS model, it is
assumed that the power of the rth cluster is Pr, and the distribution of
this power, with respect to azimuth θ, is Gaussian with mean θr and stan-
dard deviation σr. The number of scatterers within a cluster is assumed
infinite, therefore, the summation (2.20) turns into an integral. For lin-
ear array configurations with uniformly spaced antenna elements (ULAs)
the row=k,column=e element of the multipath covariance matrices Rr is
obtained from (2.20) as

[Rr]k,e = Pr

∫ ∞

−∞

1√
2πσr

exp(−ν2/(2σ2
r))[a(θr + ν, f)a∗(θr + ν, f)]k,e

= Pr

∫ ∞

−∞

1√
2πσr

exp(−ν2/(2σ2
r))|p(θr + ν, f)|2

× exp(j(e − k)
2π∆f

c
sin(θr + ν))dν (2.24)

≈ Pr|p(θr, f)|2
∫ ∞

−∞

1√
2πσr

exp(−ν2/(2σ2
r))

× exp(j(e − k)
2π∆f

c
sin(θr + ν))dν (2.25)

≈ Gr exp(−1

2
σ̃2

r(e − k)2) exp(j(e − k)
2π∆f

c
sin(θr)) (2.26)

where

σ̃r =
π2∆f

90oc
cos(θr)σr, (2.27)

and Gr = Pr|p(θr, f)|2 is the power received from the cluster, ∆ is the
spacing between the m antenna elements and p(θr, f) is the antenna
pattern of the identical antenna elements. The angular spread, σr, is
assumed to be in degrees in (2.27). Approximation (2.25) assumes that
the gain of the antenna pattern varies little within say [θr − 3σ, θr + 3σ].
The approximation (2.26) is obtained by linearizing sin(θr + ν) around
θr and applying formula 15.73 of [Spi90] which reads

∫ ∞

x=0

exp(−ax2) × cos(bx)dx =
1

2

√
π

a
exp(

−b2

4a
). (2.28)
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The parameter σ̃r which is related to the angular spread, σr, through
(2.27) is proportional to the angular spread divided by the beamwidth of
the array. Since the beamwidth of a linear array increases with θr, σ̃r de-
creases with θr. The parameters associated with a cluster are Gr, θr and
σr. These parameters are assumed to change at the shadow fading rate
which is assumed to be much slower than the variations in vr. The cluster
parameters are assumed the same in both up- and downlink. However,
the up- and downlink channels are conditioned on the cluster parame-
ters i.e., (vRX

r |Gr, θr, σr) and (vTX
r |Gr, θr, σr) respectively, are assumed

independent in FDD systems with |fRX−fTX| > 10MHz, see Section 2.5
below.

2.3.1 The GAAO model

In this section a special case of the GAA model is developed further in
order to include path loss and shadowing effects. The notations intro-
duced here are used in Chapters 3 and 4. The section is written such that
it should be possible to follow without having read the previous sections
of this chapter. The material therefore overlaps somewhat with that of
previous sections.

The special case considered is the GAA model described above, with a
single cluster of scatterers (per mobile) i.e., d = 1. The model is referred
to as GAAO where the letter ’O’ stands for “one cluster”. In this section
we restrict ourselves to linear arrays of identical uniformly distributed
antenna elements (ULAs), see Figure 2.2. Such an array is applied to
cover a 120-degree sector. The three arrays covering the three sectors of
a cell are seen as three different base stations, see Chapter 3.

In this model the physical downlink channel from the m antennas of
the kth base station and the single antenna at the ith mobile can can be
described by an m dimensional complex vector vTX

k,i . Correspondingly,
the physical uplink channel from the single antenna at the ith mobile to
the multiple antennas at the kth base, can be described by another m
dimensional vector vRX

k,i . In the following description, the up/downlink
indications RX/TX will be suppressed, since the properties are assumed
valid for both links.

Since vk,i is just a vector of complex numbers, there is no delay spread
in the channel [Lee93]. However, the vector vk,i only models the physical
channel and not the influence of the pulse-shaping of the transmitter and
the receiver filters (i.e., pr(τ) is the previous sections). These effects,
however, are assumed to be the same on all antennas, and for both the
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desired and interfering signals. The vector vk,i changes with the motion
of the mobile. These changes are referred to as Doppler fading, Rayleigh
fading or fast fading, and are modeled by treating vk,i as a random pro-
cess in time (where the dependence on time is suppressed). The elements
of the vector vk,i are assumed to be zero-mean, complex, and circular
symmetric, jointly Gaussian random variables i.e.,

E{vk,i} = 0 (2.29)

E{vk,iv
T
k,i} = 0. (2.30)

The covariance matrix of vk,i is defined by

Rk,i = E{vk,iv
∗
k,i}. (2.31)

This is a generalization of the flat Rayleigh fading model from the single
antenna case to the multiple antenna case. The Rayleigh channel model is
frequently used in the analysis of mobile communication systems see e.g.,
[Lee93]. The power received from the mobile (by the base) is assumed
Gaussian distributed in azimuthal angle. The mean and standard devi-
ation of the Gaussian distribution are θk,i and σk,i, respectively. Under
this assumption Rk,i, may be approximated by

Rk,i = Gk,iR(θk,i, σk,i), (2.32)

where Gk,i is a real-valued scalar, and R(θ, σ) is a complex-matrix valued
function of θ and σ. The scalar Gk,i will be referred to as the path-gain
between base k and mobile i. Element [·]r,e of the matrix R(θ, σ) is
defined as

[R(θ, σ)]r,e = exp(−1

2
σ̃2(e − r)2) exp(j(e − r)

2π∆

λ
sin(θr)), (2.33)

where

σ̃ =
π2∆

90oλ
cos(θ)σ. (2.34)

Note that Rk,i is the correlation of the complex signal strengths between
the antenna elements of the array. From (2.32-2.34) it is deduced that
this correlation decreases with the “angular spread”, σ, and the antenna
spacing ∆. The rank of the matrix also reduces with increasing angular
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spread. In the special case σ = 0o the rank is one, which corresponds to
a conventional point source model. The path gain Gk,i is modeled as

Gk,i = (
1

rk,i
)γ |p(θk,i, f)|2Lk,i, (2.35)

where rk,i is the base-mobile distance, γ is the path loss exponent, p(θ, f)
is the element patterns of the identical antenna elements in direction θ,
and Lk,i is a log-normally distributed random variable. This means that
10 log(Lk,i) is a normally distributed random variable with mean zero
and standard deviation σL (dB). These parameters vary with time and
are therefore considered to be random processes. The “angular spread”,
σk,i, is assumed to vary with distance as

σk,i(rk,i) =

{ r0

rk,i
σ0, when rk,i > r0

σ0 when rk,i < r0
(2.36)

The motivation for this distance dependence is that that the distance
from the mobile to the scatterers should basically be independent of
base-mobile distance which yields an inverse relationship between the
angular spreading and distance at larger distances. However, the results
of chapter 7 suggest that r0 = ∞ σ0 = 3o to 96o is reasonable model for
performance prediction, thereby effectively yielding a distance indepen-
dent angular spreading.

In a strict sense vk,i is a complex Gaussian random vector only when
it is conditioned on the random variables Gk,i, θk,i, σk,i. This be can be
formulated mathematically as

(vk,i|Gk,i, θk,i, σk,i) ∈ N(0, Gk,iR(θk,i, σk,i)). (2.37)

The rate of change in the stochastic process vk,i, is assumed much higher
than in the distribution parameters Gk,i, θk,i, σk,i. The properties de-
scribed are assumed valid for both the up- and downlink channels i.e.,
both vRX

k,i and vTX
k,i . They are thus distributed according to (2.37),

where the parameters Gk,i, θk,i, σk,i are assumed the same for both pro-
cesses. However, in FDD systems with a carrier frequency difference of
more than 10MHz, the two conditioned processes (vRX

k,i |Gk,i, θk,i, σk,i)

and (vTX
k,i |Gk,i, θk,i, σk,i) respectively, are practically independent, see

Section 2.5 below. Assume that base k, transmits using the weights of
the vector wk. Then from (2.8) and (2.11), the (continuous time) signal
received at the ith mobile is given by
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ui(t) = w∗
kvk,is(t − τk,i), (2.38)

where s(t) is the signal transmitted by the kth base convolved with the
impulse response of the receiver filter at the mobile, and τk,i is the prop-
agation delay between the kth base and the ith mobile. Thus in the
framework of Section 2.1,

s(t) =
∑

p

Ip pr(t − pTb), (2.39)

where Ip are the transmitted symbols, pr(τ) is the convolution of the
modulation pulse shape and the receiver filters, Tb is the symbol time.
The signal u(t) is sampled at time, t = qT + ∆Tk,i − T where q is the
sample number (integer).

Without loss of generality, assume that the average power per symbol
(averaged over all symbols in the alphabet) is unity i.e.,

E{|Ip|2} = 1, (2.40)

and assume that the power of the pulse pr(τ) is normalized as

∫ ∞

−∞
|pr(τ)|2dt = 1. (2.41)

The power (per symbol) averaged over the fast fading and the chosen
symbol (but conditioned on Gk,i, θk,i, σk,i) of the received signal is then
given by

Pk,i = E{‖w∗
kvk,i‖2E{|Ip|2}}

= E{w∗
kvk,iv

∗
k,iwk}

= w∗
kE{vk,iv

∗
k,i}wk

= Gk,iw
∗
kR(θk,i, σk,i)wk, (2.42)

where the weights wk may be functions of Gk,i, θk,i and σk,i but not of
vk,i.
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2.4 The Typical Urban (TU) and Bad Ur-
ban (BU) Simulation Models

In the temporal domain, the TU model defined here is similar to the TU
model defined in [GSM92], which is frequently employed in GSM simula-
tions. The TU model of [GSM92] has a temporal distribution of power,
which is a discretized version of an exponentially decaying power versus
delay distribution, [Fai89]. This agrees well with the propagation mea-
surements in [Cox75, SJD94]. In the azimuth domain (as seen from the
base) the power is approximately Gaussian distributed as in the GAA
model using d = 1 and with an angular spreading of σ1 = 10o/r where r
is the base to mobile distance in kilometers. This is shown in Appendix
2.D. The TU model is generated in the following way: (a more complete
description is given in Appendix 2.C.1) There are N = 120 scatterers
pseudo randomly distributed within a radius of 1km from the mobile.
The power decays exponentially with the distance from the mobile. The
positions of all the scatterers are held fixed during the time the mobile
moves five meters. For each considered mobile position the impulse re-
sponse is calculated by brute force using (2.3) and/or (2.6). When the
mobile has moved five meters all the scatterers are reoriented to their
original positions with respect to the new mobile position, except for a
small random offset. The random offset is introduced in order to generate
different fading realizations during different five meter sections. In order
to take the effect of shadowing and path loss into account, the gains of
all scatterers are multiplied with a common factor −35 log(r) + L (dB)
where r is the base to mobile distance and L is normally distributed with
zero-mean and standard deviation 8dB. The shadowing factor is held
constant during five meters of mobile motion, and is re-randomized with
some correlation between five meter sections. In the BU model we add
the contribution of two clusters of the type described above: one at the
mobile and one at the same distance as the mobile but with an angular
offset of 45 degrees from the desired mobile. The multipath cluster is
given an appropriate delay and the clusters are weighted such that the
cluster at the mobile is 5dB stronger than the multipath cluster averaged
over fast and slow fading. Obviously the BU is approximately a GAA
model with two clusters d = 2, and powers Pk varying according to the
log-normal fading.
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2.5 Implications of the Proposed Models for
TDD and FDD Systems

Mobile communication standards can be divided into two classes, time
division duplex (TDD) and frequency division duplex (FDD). In TDD
the uplink and downlink connections share the same carrier frequency
(i.e., fRX = fTX in the framework above) by multiplexing the two
links in time. In FDD, the uplink and downlink transmission is per-
formed at different frequencies (i.e., fRX 6= fTX). The standards DECT,
PCS2000, PHS, CT1 and CT2 are based on TDD while TACS, AMPS,
GSM, DCS1800, PCS1900, IS54, IS136, IS95 and ANSI J-STD-008 are
based on FDD [Hoy95, Mat95, NM96, Ste92, Tie95]. As we will now
explain, there is a fundamental difference between FDD and TDD con-
cerning downlink beamforming. The difference is that the instantaneous
downlink channel information may be available in TDD but not in FDD
systems.4 This means that hTX

l may be considered observable in TDD
systems but not in FDD systems, as is shown in Sections 2.5.1 and 2.5.2
below. Therefore the downlink beamforming in FDD systems has to be
based on other information. Under the GWSSUS and GAA models, one
such source of information, is the “summed multipath covariance matrix”
defined by

RTX =

d∑

r=1

RTX
r . (2.43)

This matrix is used as input to the generalized SICR-beamformer intro-
duced in Chapter 5. It should be noted that RTX cannot be estimated di-
rectly from the uplink data. In order to obtain an estimate of this matrix,
we propose that the corresponding uplink matrix i.e., RRX =

∑d
k=1 RRX

r ,
is estimated first. Then one of the four methods listed below may be used
to make the transformation from RRX to RTX.

1. If a uniform linear array is used in the uplink, i.e., a(θ, f) is given
by (2.4), and the GAA model applies, then the method of [TO96]
may be employed to estimate θr and σr. With these estimates at
hand, the transmit matrix RTX may be explicitly calculated.

2. If the up- and downlink manifolds are the same i.e.,

4An exception to this rule may occur if mobile to base feedback is employed [Ger95].
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aRX(θn, fRX) = aTX(θn, fTX). (2.44)

it follows from (2.20) that the up- and downlink multipath covari-
ance matrices are the same i.e., RTX = RRX. This requires two dif-
ferent antenna arrays for up- and downlink. The two arrays should
have the same structure but with scaled to their respective wave-
length. This idea was first proposed in [RDJP95], and is referred
to as “the matched array approach”, in that paper.

3. The same array is used in up- and downlink, i.e.,

aRX(θ, f) = aTX(θ, f) = a(θ, f), (2.45)

and the relative duplex separation 2(fRX − fTX)/(fRX + fTX) is
small. Then there may exist a compensation matrix Acompensate

such that

Acompensatea
RX(θn, fRX) ≈ aTX(θn, fTX), (2.46)

see Example 2.1 below. If (2.46) is valid RTX may be approximated
as

RTX ≈ AcompensateR
RXA∗

compensate. (2.47)

4. If the spatial distribution of power is well approximated by a num-
ber of rays (less than the number of antenna elements), i.e.,

RRX
k,i ≈ |h̃n|2aRX(θn, fRX)(aRX(θn, fRX))∗, (2.48)

then the powers |hn|2 and directions θn of these rays can be esti-
mated from RRX

k,i , using a conventional direction finding technique,
e.g. [BM86, Orf90, OVK92, RPK86, Sch79]. These estimates may
then be used to calculate RTX using

RTX
k,i ≈ |h̃n|2aTX(θn, fTX)(aTX(θn, fTX))∗, (2.49)

Example 2.1

Let the up- and downlink frequency be the lowest possible in GSM
i.e., fRX = 890MHz and fTX = 935MHz. Let the manifold be given
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by (2.4) i.e., a uniform linear array. The antenna element patterns are
assumed independent of frequency i.e.,

p(θ) = p(θ, fRX) = p(θ, fTX) (2.50)

Let the antenna spacing be 0.4 wavelengths at 960MHz which is the
highest possible frequency in GSM. The compensation matrix Acompensate

is defined by

Acompensate = (

∫ 180o

θ=−180o

1

|p(θ)|2)a(θ, fTX)a∗(θ, fRX)dθ)×

(

∫ 180o

θ=−180o

1

|p(θ)|2 a(θ, fRX)a∗(θ, fRX)dθ)−1 (2.51)

The approximation error is defined as

ǫ = max
θ

{‖Acompensatea(θ, fRX) − a(θ, fTX)‖2

‖a(θ, fTX)‖2
}. (2.52)

Using (2.4) and (2.50- 2.51) it is apparent that (2.52) is independent of
the element pattern p(θ, f). The error ǫ is evaluated using between two
and twenty antennas i.e., m = 2, . . . , 20. The largest error obtained was
ǫ = 0.83%. This value is obtained using m = 4. Combining (2.50),(2.45),
(2.52) and (2.20) yields

AcompensateR
RXA∗

compensate =
∑

n

|h̃n|2Acompensatea(θ, fRX)a(θ, fRX)Acompensate,∗ =

∑

n

|h̃n|2(a(θ, fTX) + e(θ))(a(θ, fTX) + e(θ))∗ ≈ RTX =

∑

n

|h̃n|2a(θ, fTX)a∗(θ, fTX) (2.53)

where ‖e(θ)‖2 ≤ 0.0083 × ‖a(θ, fTX)‖2 . This error is probably to small
to have any noticable effect on performance.
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2.5.1 Conditions Under Which the Up- and Down-
link Impulse Response are Equal in TDD

In TDD systems the channel is divided into time slots (small intervals
of time) where the up- and downlink signaling alternates. If the mobile
motion between the uplink timeslot and the subsequent downlink timeslot
is sufficiently small (typically a small fraction of a wavelength), then the
delays ln/c and DOAs θn of the arriving wave fields may be considered
the same in both time slots. From (2.3) and (2.9) we thus obtain that the
receive and transmit impulse responses in the two slots will be the same
(i.e., hRX

l = hTX
l ) if the same array is applied both in up- and downlink

and the sampling phase is the same i.e., ∆TRX = ∆TTX. In practice
the up- and downlink impulse responses will differ due to the motion
of the mobile, calibration errors in the receive and transmit amplifiers
and filters, and since ∆TRX 6= ∆TTX. Of these “errors” the last one is
generally unimportant.

2.5.2 The Fast Fading in Up- and Downlink is Inde-
pendent in FDD

In the FDD case, the fast fading can be considered independent in up- and
downlink. Since the downlink channel is unobservable, the instantaneous
downlink channel is unknown. This is motivated as follows: Consider
a time interval small enough for the gains h̃n and angle of arrivals θn

(in the framework of Section 2.1) to be considered constant, but where
the propagation path lengths varies as in (2.5). During this interval the
continuous time multi-dimensional impulse response between the multiple
antennas at the base and the single antenna at the mobile, is derived from
(2.6) and (2.9) as

hRX(τ) =
N∑

n=1

h̃n exp(−j2πfRX ln,0 − v cos(φn)t

c
+ βRX)

× δ(τ − ln,0

c
)aRX(θn, fRX), (2.54)

in the uplink and
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hTX(τ) =

N∑

n=1

h̃n exp(−j2πfTX ln,0 − v cos(φn)t

c
+ βTX)

× δ(τ − ln,0

c
)aTX(θn, fTX), (2.55)

in the downlink. Equations (2.54) and (2.55) only model the physical
channel i.e., the influence of the receiver-modulation pulse-shaping, pr(τ),
is excluded. Taking the Fourier transform of hRX(τ) and hTX(τ) with
respect to τ , and letting f → f + fRX and f → f + fTX, respectively,
yields

HRX(f, t) =

N∑

n=1

h̃n exp(−j2π
ln,0 − v cos(φn)t

c
f + βRX)aRX(θn, f) (2.56)

and

HTX(f, t) =

N∑

n=1

h̃n exp(−j2π
ln,0 − v cos(φn)t

c
f + βTX)aTX(θn, f) (2.57)

respectively, where the time dependence has been made explicit momen-
tarily. In Appendix 2.D.3 and Appendix 2.F below it is simulations show
that HRX(f1, t) and HTX(f2, t) are practically uncorrelated functions if
|f1 − f2| ≥ 10MHz, using the GAA and TU model respectively. By this
we mean that the correlation coefficient cr,e defined by

cr,e(∆t, t, f1, f2) =

1
T

∫ T

t=0
[HRX(f1, t + ∆t)]r[H

TX,∗(f2, t)]edt√
( 1

T

∫ T

t=0
|[HRX(f1, t + ∆t)]r|2dt)( 1

T

∫ T

t=0
|[HTX(f2, t)]e|2dt)

, (2.58)

is practically zero for all ∆t, 1 ≤ e ≤ m, 1 ≤ r ≤ m using f1 = fRX and
f2 = fTX. The time interval T in (2.58) should be chosen short enough for
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the position and gain of the scatterers to be considered fixed, and long
enough to make cr,e converge. In the GAA and GWSSUS models the

integration 1
T

∫ T

t=0
(·)dt, corresponds to the (statistical) expectation over

fast fading. It should be noted that the simulations of Appendix 2.D.3
and Appendix 2.F assume that position of the scatterers are independent
of frequency, and thereby the absolute carrier frequency unimportant.
This is only valid over limited frequency range. If the position of the
active scatterers move with frequency, the correlation is probably even
lower.

Since all FDD standards listed in Section 2.5 have a duplex distance,
i.e., |fTX − fRX|, larger than 10MHz, we claim that the up- and down-
link transfer functions are uncorrelated in FDD systems. If the number
of scatterers N is large, then HRX(f1, t) and HTX(f2, t) may be seen as
complex Gaussian distributed random processes. In fact, all models pro-
posed in this thesis possess this property, see Section 2.2, 2.3 and 2.D.2.
Since the up- and downlink transfer functions are uncorrelated and Gaus-
sian, they are also statistically independent. This property pertains also
to the impulse response coefficients, hRX

l and hTX
l , since they are linear

functions of the channel transfer functions H(f + fRX) and H(f + fTX).
In fact, they can be obtained through the formulas

hRX
l =

∫ ∞

−∞
H(f + fRX) PR(f)

× exp(j2πf((l − 1)Tb + ∆RXT )df (2.59)

and

hTX
l =

∫ ∞

−∞
H(f + fTX) PR(f)

× exp(j2πf((l − 1)Tb + ∆RXT )df (2.60)

respectively (where PR(f) is the Fourier transform of pr(τ)).

2.6 Remarks

All four proposed models : GWSSUS, GAA, TU and BU were derived
from a generic model which assumed that all received wave fields are re-
flected ones on their way between the mobile and the base, see Section



2. Remarks 43

2.1. This assumption introduces a complicated dependence between the
Doppler frequencies and the angle of arrivals, θn, of the wave fields, which
in turn makes it difficult to derive the Doppler spectrums of the GWSSUS
and GAA models. With two reflections per ray, the Doppler frequencies
can be assumed independent of the angle of arrivals, which makes it feasi-
ble to derive the Doppler spectrum, see e.g. [RDNP94, Mar96]. However,
the statistics of snapshots of the channel are not necessarily affected by
the number of reflections for each ray. In the cases where the GAA and
GWSSUS models are used in the thesis, only the channel statistics and
not the variations are used, and therefore the distinction is not important.

The GWSSUS model defined in [Mar96], allows for a dominant ray
per cluster. In the framework of the GWSSUS model herein, this can be
modeled by letting vr have a deterministic mean i.e.,

E{vr} = constant × exp(−j2πfrt)a(θ̆r, f), (2.61)

where fr and θ̆r are the Doppler frequency and angle of arrival of the
direct wave, respectively. However, situations where such terms exist are
generally favorable for the approaches taken in this thesis, and they have
therefore not been considered.

The derivations in this chapter assume a linear digital modulation,
where the (complex) baseband signal can be described as

u(t) =
∑

i

Iip(t − iTb), (2.62)

where i is the symbol index, Ii is the complex symbols, and p(t) is the
modulation pulse shape. Many standards utilize linear modulations e.g.
IS54, IS136, PHS, IS95 and ANSI J-STD-008. The GSM standard and its
derivatives DCS1800 and PCS1900, utilize a GMSK modulation which
can be well approximated by a linear modulation. In other cases the
results of this section can be used by assuming that the modulation is
band limited |f | ≤ 1/(2Tb), and letting pr(t) be an ideal band limited
pulse shape i.e.,

pr(t) =
sin( πt

2Tb

)

( πt
2Tb

)
. (2.63)

The sequence Ii, will then represent the modulated signal sampled at rate
1/Tb. Therefore Ii will no longer be confined to a discrete set of symbols,
but can attain any complex value.
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Appendix 2.A Connection Between the GAA
Model and the Conventional Sensor Array
Model

Assume a GAA model with one cluster i.e., d = 1. Let us denote
the steering vector of that cluster v rather than v1 for simplicity. If σ
is reasonably small, then v can be approximated by a small number of
manifold vectors i.e.,

v ≈
d̆∑

n=1

̺na(θ̆n, f) (2.64)

where θ̆n is in the vicinity of the nominal direction θ, see Example 2.2,
and ̺n are the complex amplitude of the steering vectors. Define the
signal waveforms (SW) sn,q as

sn,q =
∑

l≥0

̺n pr(lTb + ∆T − Tb − τr)Iq−l (2.65)

Combining (2.64), (2.65), (2.2) and (2.11) yields

xq =

d̆∑

n=1

a(θ̆n)sn,q + nq, (2.66)

where additive noise nq has been introduced. Of course (2.66) can be
extended with signals from multiple mobiles, and multiple clusters per
mobile by adding more terms. The model (2.66) is the model frequently
used in the literature on direction estimation, see e.g. [Orf90, OVK92,
RPK86, Sch79, SS90]. Equation (2.66) can be written in a more compact
form as

xq = A(θ̆)sn,q + nq (2.67)

where

θ̆ = [θ̆1, . . . , θ̆d̆] (2.68)

A(θ̆) = [a(θ̆1), . . . ,a(θ̆d̆)] (2.69)

sq = [sq,1, . . . , sq,d̆]
T . (2.70)
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It is commonly assumed that the noise is zero-mean, circular symmetric
spatially white i.e. and independent of sn,q i.e

E{nk,qn
∗
l,q} = σ2

nδkl

E{nk,qn
T
l,q} = 0

E{sqn
∗
q} = 0

E{sqn
T
q } = 0 (2.71)

With these assumptions, the covariance matrix of xq can be written

Rxx = E{xqx
∗
q} (2.72)

= A(θ̆)SA∗(θ̆) + σ2
nI (2.73)

where I is an m×m identity matrix and S is the signal waveform covari-
ance matrix defined by

S = E{sqs
∗
q}. (2.74)

The expectations in (2.72) and (2.74) are over the realizations of the
signals sq only and not over the fast or slow fading.

Example 2.2

In order to quantify the error in the approximation (2.64) the measure

ǫ

‖v‖2
(2.75)

where ǫ is given by

ǫ2 = min
̺n,θ̆n

‖v −
d̆∑

n=1

̺na(θ̆n)‖2, (2.76)

and ‖ · ‖2 denotes the Frobenius norm, will be used. It is possible to
minimize ǫ2 explicitly over ̺n, yielding

ǫ2 = min
˘
θ

Trace{P⊥
A(θ̆)vv∗} (2.77)

where P⊥
A

(θ̆) is given by
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P⊥
A(θ̆) = I − A(θ̆)(A∗(θ̆)A(θ̆))−1A(θ̆). (2.78)

For uniform linear arrays i.e., arrays for which a(θ, f) is given by
(2.4) the minimization in (2.77) can be solved efficiently using the IQML
technique introduced in [BM86]. In Figure 2.3 below, the probability
that

ǫ2/|v|2 < 0.01, (2.79)

is been plotted as a function of of the number of rays, d. The probabil-
ities are obtained from 200 Monte-Carlo runs in each case. The number
of antennas used in the simulation is nine, m = 9, the antenna spacing is
0.4 wavelengths, and mobile is located at broadside i.e., θ=0o. The plot
shows that a two ray model is sufficient to model 99% of the energy in
more than 80% of the cases if σ ≤ 3o.
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Figure 2.3: Approximation with a finite number of rays.
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Appendix 2.B Thorough Development of the
Basic Assumptions

This section contains a more in-depth derivation of the basic assump-
tions introduced in Section 2.1.

2.B.1 Uplink

We assume that the radio wave propagation between the m base station
antennas with the single mobile antenna is propagating via N scatterers,
see Figure 2.4.

X

X

Antenna 1

Antenna k

Scatterer 1

Scatterer n

θ1

−θn

l̂1,1

l̆1

l̂n,k

l̆n

l̂1,k

l̂n,1

X

Y

xk

−yk

Figure 2.4: Schematic illustration of multipath model. Note that the scat-
terers are assumed to be in the far field.

It is further assumed that if the signal ũTX(t) is applied to the mobile
antenna, the signal received in the kth base antenna is
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x̃RX
k (t) =

N∑

n=1

h̃nũTX(t − ln,k

c
) ∗ ãk(θn, t) (2.80)

where N is the number of scatterers, h̃n is a reflection gain, c is the speed
of light ≈ 3×108m/s, ln,k = l̂n,k + l̆n is the propagation distance between
the mobile and base station antenna k for the nth ray, θn is the azimuth
angle of the nth ray, ãk(θ, t) is the impulse response of the kth antenna
element in azimuth direction θ, and ∗ is the convolution operator. The
geometry of the considered situation is illustrated in Figure 2.4. The
modulated signal (the signal transmitted over the air) transmitted from
the mobile is assumed to be given by

ũTX(t) = Re{exp(j2πfRXt + βRX)
∑

i

Iip(t − iTb)}

= |
∑

i

Iip(t − iTb)| cos(2πfRXt + βRX + ∠(
∑

i

Iip(t − iTb))) (2.81)

where fRX is the uplink frequency, i is the symbol/bit index, Ii is the
ith symbol drawn from some discrete set of complex numbers, p(t) is
the modulation pulse shape, Tb is the inter-symbol time and β is some
unknown phase offset. At the base the received signals are multiplied
by exp(−j2πfRXt) followed by low pass filtering and sampling at symbol
rate. Assuming sampling at t = (q − 1)T + ∆TRX, ∆TRX ∈ [0, Tb)
equation (2.80) and (2.81) yield (after extensive derivations)

xRX
k (qTb + ∆TRX − Tb) = (x̃RX

k (t) exp(−j2πfRXt)) ∗ hr(t)

where t = (q − 1)Tb + ∆TRX

=
∑

i,n

h̃naRX
k (θ, fRX) exp(−j2πfRX ln,k

c
+ βRX)

× pr(qTb + ∆TRX − Tb − ln,k

c
− iTb)Ii (2.82)

where pr(t) is the convolution of the pulse shape p(t) and the receiver
filter hr(t), and a(θ, f) is the Fourier transform of the antenna transfer
function ãk(θ, t). Since the distance between the antennas is only a few

wavelengths pr((q− 1)Tb +∆TRX − ln,k

c − iTb) = pr((q− 1)Tb +∆TRX −
ln,1

c − iTb) and we may write



2.B Thorough Development of the Basic Assumptions 49

xRX
k (qTb + ∆TRX − Tb) =

∑

l,n

h̃nak(θ, fRX) exp(−j2πfRX ln,k

c
+ βRX)

× pr(lTb + ∆TRX − Tb − ln,1

c
)Iq−l (2.83)

=
∑

l≥0

hk(lTb + ∆TRX − Tb)Iq−l (2.84)

where

hk(τ) =
∑

n

h̃nak(θn, fRX) exp(−j2πfRX ln,k

c
+ βRX) pr(τ − ln,1

c
). (2.85)

Since the position of the kth antenna is (xk, yk) relative to antenna 1,
and all scatterers are in the far field, the relationship

ln,k = ln,1 − yk sin(θn) − xk cos(θn) (2.86)

is valid. Using (2.86) and defining

xRX
q = [xRX

1 (qTb + ∆T − Tb), . . . , xRX
m (qTb + ∆T − Tb)]T (2.87)

aRX(θ, f) = [a1(θ, f), ... exp(j2πf(y2 sin(θ) + x2 cos(θ))/c)a2(θ, f), . . . ,

exp(j2πf(ym sin(θ) + xm cos(θ))/c)am(θ, f)]T (2.88)

(2.84) and (2.85) may be given in vector notation as

xRX
q =

∑

l≥0

hRX
l Iq−l (2.89)

where q is the sample number, Tb is the symbol time, ∆TRX is the sam-
pling phase and the multidimensional impulse response hRX

l is given by

hRX
l =

∑

n

h̃n exp(−j2πfRX ln
c

+ βRX)×

pr(lTb + ∆TRX − Tb − ln
c

)a(θn, fRX), (2.90)

where ln = ln,1.
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2.B.2 Downlink

In the downlink the base transmits signals of the form (2.81) on each of
the antenna inputs. However, each antenna element is given an individual
complex weight wk i.e., the signal transmitted on the kth element is given
by

x̃TX
k (t) = Re{wc

k exp(j2πfRXt)
∑

i

Iip(t − iTb)} (2.91)

where the complex conjugate (·)c, is introduced for notational conve-
nience later. Assuming reciprocity the signal obtained at the mobile
after low-pass filtering and sampling is given by

uRX
q = w∗(

∑

l≥0

hTX
l Iq−l) (2.92)

where w = [w1, . . . , wm]T and hTX
l is given by (2.90), with RX replaced

by TX in all places.

2.B.3 Influence of Mutual Coupling

The derivations above assumed no mutual coupling. However, it is easily
shown that (2.90) and (2.92) are valid also with mutual coupling. How-
ever, in that case the expression for a(θ, f) (equation (2.88)) should be
changed to

a(θ, f) = ZRX(θ, f)[a1(θ, f), exp(j2πf(y2 sin(θ)+x2 cos(θ))/c)a2(θ, f),

. . . , exp(j2πf(ym sin(θ) + xm cos(θ))/c)am(θ, f)]T , (2.93)

where ZRX(θ, f) is the mutual coupling matrix. Element k, l = ( row
, column ) of this matrix contains the coupling from antenna l to antenna
k at frequency f . This applies both to the up- and down link of course,
although the mutual coupling matrices may be different for the two links.
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Appendix 2.C Thorough Derivation of the
Proposed TU and BU Models

This section defines the TU and BU models using the framework
of the previous section. A briefer description is given in Section 2.4.
The first model is aimed to be consistent with the typical urban GSM-
TU model defined in [GSM92]. The second model is aimed at modeling
environments with reflectors such as towers, large buildings and hills, and
other obstacles which are not in the vicinity of the mobile.

2.C.1 The Typical Urban (TU) Model

The propagation is assumed to be built up by 120 paths (i.e., N = 120
in the framework of previous section). The position of these paths are
assumed constant during the time over which the mobile moves five me-
ters. The starting point of the five meter journey defines the origin of a
coordinate system (x′, y′). The x′-axis of this coordinate system is ori-
ented in the radial direction seen from the base station, as illustrated in
Figure 2.5.

The positions of the scatterers are oriented with respect to the (x′, y′)
coordinate system and their positions are listed in Table 2.1 of the Ap-
pendix 2.G. The positions of the scatterers relative to the mobile are also
illustrated in Figure 2.6 below. After the mobile has moved five meters
the x′, y′ coordinate system is redefined according to the starting point
of the next five meter section, and the scatterers are moved accordingly.
However, in order not to experience the same fast fading realization in
each five meter section, the scatterers are given a random displacement
in a two by two meter area (in x′ and y′ coordinates) from the position
listed in Table 2.1. This displacement is re-randomized for each five me-
ter journey. The amplitude of the scatterers (h̃n in the framework of
Section 2.B), are decomposed into three factors: path loss, shadowing,
and reflection gain. The path loss and the shadowing are common to
all the scatterers. The path loss is modeled as (1/r)γ/2 where γ is the
path loss exponent γ = 3.5, and r is the distance between the base and
the mobile, see Figure 2.5. The shadowing is modeled by a factor L1/2

which has log-normal distribution . This means that 10 log(L) is nor-
mally distributed with mean zero and standard deviation σL = 8dB. The
reflection gain h̆2

n are used to distribute the energy among the scatterers.
This parameter is listed in Table 2.1 for each reflection. The reflection
gains are normalized such that
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Figure 2.5: Schematic illustration of multipath model. Note that the scat-
terers are assumed to be in the far field.

N∑

n=1

h̆2
n = 1. (2.94)

Thus, we have

h̃n = G1/2h̆n. (2.95)

where

G = (1/r)γL. (2.96)

The shadowing is held fixed during the five meters of motion. At the
next five meter journey, the shadowing is updated as
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[10 log(L)]new =

exp(−di/dc)[10 log(L)]old +
√

1 − exp(−2di/dc)ξ (2.97)

where di is the distance between the starting point of the two five meter
sections, dc is the so-called correlation distance, and ξ is an indepen-
dent normally distributed random variable with mean zero and standard
deviation σL.
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Figure 2.6: Position of the scatterers relative to the mobile. The zero
and ninety degree direction in the plot correspond to the x′ and y′ axis
respectively. The radial distances are logarithmic. The radius of the inner
circle is 10m, the radius of middle circle is 100m and the radius of the
outer circle is 1000m.
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2.C.2 The Bad Urban (BU) Propagation Model

The bad urban (BU) model is generated similar to the (TU) model, i.e.,
the positions of the scatterers are assumed constant for the time during
which the mobile moves five meters. A difference is that while in the TU
case, the starting point of the five meter journey defines one coordinate
system, the starting point now defines two coordinate systems, (x′

1, y
′
1)

and (x′
2, y

′
2). Coordinate system 1 is identical to the coordinate system

in the TU case while the other is rotated 45 degrees with respect to the
base. This means that the origin of the second coordinate systems is
at the same distance from the base as the first but with a 45 degree
offset counter-clock-wise, as illustrated in Figure 2.C.2. The positions
of scatterers are distributed according to Table 2.1 of the Appendix, in
both coordinate systems, yielding at total of N = 240 scatterers in the
framework of Section 2.B. As in the TU case, the two coordinate systems
and the scatterers are moved when the mobile has moved five meters and
starts a new five meter section. The scatterers are also given a random
displacement in a two by two meter area from their nominal position listed
in Table 2.1, as in the TU case. This displacement is re-randomized for
each five meter journey, and is independent for all N = 240 scatterers.
The gains of the scatterers in the two clusters h̃1,n and h̃2,n are given by

h̃i,n = G
1/2
i h̆n, (2.98)

where

Gi = (1/r)γLigi (2.99)

and i = 1, 2. The factor (1/r)γ is defined as in the TU case. The shad-
owing of the two clusters (L1 and L2) are both log-normally distributed,
independent and updated according to (2.97). The factors g1 and g2

distribute the total power among the two clusters. There are no mea-
surements available (known to the author) of typical g1 and g2 values.
We have therefore arbitrarily chosen g1 = 1 and g2 = 10−0.5 i.e., the
second cluster is 5dB weaker than the cluster at the mobile (in average).
This in implies that the probability of the second cluster being stronger
than the first is 30%. The probability of 10 log(L1g1)−10 log(L2g2) being
in the range [−5, 5]dB is 31%.
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Figure 2.7: Schematic illustration of the coordinate systems involved in
the BU model.

2.C.3 Implementation

The following section describes an implementation of the TU and BU
models for the DCS1800 standard, [MP92, Ste92]. This implementation
is utilized in the simulations in Chapter 6 The mobile is assumed to make
a circumferential route in a sector specified as input to the routine. The
route is divided into five meter sections interleaved by “jumps” with a
length specified as input to the routine. The path loss exponent used
is γ = 3.5, the log-normal standard deviation is σL = 8dB and the
correlation distance dc is 110 meter.

Of the eight timeslots of the TDMA frame of GSM the mobile is
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active in two, one downlink and one uplink timeslot. The delay between
the downlink timeslot and the subsequent uplink timeslot is two timeslots.
The implementation uses a spacing between the bursts of 4cm for both
up- and downlink i.e., the mobile is assumed to travel 4cm between two
consecutive uplink timeslots. The time between two uplink timeslots is
4.6ms. Thus the mobile speed is assumed to be 4/0.46 ∗ 3.6 =≈ 30km/h.
The delay between an uplink and the corresponding downlink timeslot
is 2.8ms, which corresponds to a spacing of 2.5cm. With the position of
the mobile known the distance to each scatterer (120 scatters in the TU
case and 240 in the BU case) ln,1 is calculated. The direct path delay r/c
is subtracted from each path to remove unnecessary delay. The phase
offset of the carrier β is randomized uniformally [0, 2π]. The frequency of
the up- and downlink are specified by the input. If multiple frequencies
are provided for up- and downlink, one of them is chosen randomly for
each timeslot. This option is used when frequency hopping is considered.
With these quantities determined, the multidimensional impulse response
is calculated using (2.90) and (2.95) for the up- and downlink frequencies.
The function pr(t) is calculated using a lookup table, with a resolution of
ten times the bit rate. The error introduced by the time quantization is
less than −20dB. The estimated impulse response is stored in a file. The
number of taps stored is chosen to capture at least 99% of the total energy.
The process described is repeated for each timeslot until the mobile has
moved five meter. Then the mobile moves a distance specified by the
“jump” parameter. The jump is made circumferentially. After this the
log-normal fading is updated and another five meters can be generated.



2.D Properties of the Proposed TU and BU Propagation Models 57

Appendix 2.D Properties of the Proposed TU
and BU Propagation Models

By means of simulations it is shown that the proposed TU model is
similar to the GSM-TU model with respect to power-delay-profile (expo-
nential), short-term-narrow-band-power-distribution
(Rayleigh), and Doppler spectrum (Classical). We believe that this is
sufficient to state that the temporal properties of the proposed TU and
the GSM-TU model are equivalent for practical purposes . An example in
section 2.D.3 also shows the reasonable frequency correlation properties
of the proposed model. Finally, an example in section 2.D.5 shows that
the azimuth power distribution of the model is approximately Gaussian
as seen from the base. The properties derived for the TU model are valid
also for the BU model with obvious modifications.

2.D.1 Temporal Properties

One of the goals with the TU model is that it should have properties
similar to the GSM-TU model defined in [GSM92]. A commonly used
entity when investigating the temporal properties of fading channels is
the power delay profile. This entity is defined as

P (τ) = E{|h(τ)|2}, (2.100)

where the expectation theoretically should be over the fast fading. We
restrict h(τ) in (2.100), to be the response of the physical channel between
the mobile antenna and a single omni-directional antenna at the base.
Thus h(τ) is given by (2.54) or (2.55) with a(θn, fRX) = 1 Thus h(τ) is
a scalar. In Figure 2.8 below the power delay profile is plotted for the
proposed model (upper) and the GSM-TU profile (lower) respectively.
For both models the impulse response of the channel has been convolved
with an ideal bandlimited 1MHz pulse: pr(τ) = sin(πBτ)/(Bπτ), B =
1MHz. Thus the curves shown represent the convolution of P (τ) with
|pr(τ)|2. As can be seen in Figure 2.8 the profiles of the two models are
very similar. Furthermore, the average rms delay spread is defined as

στ =

∫ ∞

τ=0

P (τ)

Ptot
(τ − τ̄)2 (2.101)

where
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Ptot =

∫ ∞

τ=0

Ptot(τ) (2.102)

τ̄ =

∫ ∞

τ=0

P (τ)

Ptot
τ (2.103)

is 1.071µs in the proposed model, while it is 1.026µs in the TU model of
[GSM92], i.e., very close.
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Figure 2.8: The temporal distribution of power: Average delay profile.
Upper: proposed Typical Urban (TU). Lower: GSM typical urban (GSM-
TU).

2.D.2 Amplitude Distributions

Due to the many scatterers, the proposed model produces a Rayleigh
fading channel if a narrow frequency interval is considered. This is il-
lustrated in Figure 2.9 below, where a histogram of the |H(f, t)| (See
Section 2.5.2) values obtained from simulations using f = 1710MHz are
shown. In these simulations the mobile is moved two times five meters.
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However, the path loss and shadowing is removed and thus the average
power is 1, due to the normalization (2.94). The simulations also assume
a 2km distance between the base and the mobile, a carrier frequency of
1710MHz, and a single omni directional antenna at the base.
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Figure 2.9: Amplitude distribution on a carrier frequency

2.D.3 Frequency Correlation

In Section 2.5.2, the correlation coefficient cr,e(∆t, f1, f2) was introduced.
A very similar entity, we refer to as “envelope correlation coefficient”, may
be defined as

rcr,e(∆t, f1, f2) =

1
T

∫ T

t=0
(|[HRX(f1, t + ∆t)]r| − m1)(|[HTX,∗(f2, t)]e| − m2)dt

√
v1v2

, (2.104)

where
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m1 =
1

T

∫ T

t=0

|[HRX(f1, t + ∆t)]r|dt (2.105)

m2 =
1

T

∫ T

t=0

|[HTX(f2, t)]|dt (2.106)

v1 = (
1

T

∫ T

t=0

(|[HRX(f1, t + ∆t)]r| − m1)
2dt (2.107)

v2 =
1

T

∫ T

t=0

(|[HTX(f2, t)]e|2 − m2)dt (2.108)

and T is chosen correspondingly as in (2.58).
The coefficient rcr,e(∆t, f1, f2) has been estimated from a simulation

of two times five meter mobile movement using different values of f2. The
results are shown in Figure 2.10. In fact, the frequencies investigated cor-
respond to the carrier frequencies defined in DCS1800. Both antennas are
assumed omni directional. The upper and lower subfigures are obtained
by processing the first and the second five meters sections separately.
It should be noted that the results here are not directly comparable to
those of Appendix 2.F, since the complex correlation coefficient defined
by (2.58) is used there. However the following approximate relationship
is valid between rcr,e(∆t, f1, f2) and cr,e(∆t, f1, f2)

|rcr,e(∆t, f1, f2)| ≈ |cr,e(∆t, f1, f2)|2, (2.109)

see [Cla68]. Thus, the |cr,e(∆t, f1, f2)| = 0.3 threshold used as a rule of
thumb for independence in Appendic 2.F, implies an equivalent threshold
of |rcr,e(∆t, f1, f2)| = 0.09. The mean level of |rcr,e(∆t, f1, f2)| = 0.09
between 9 and 11MHz, in Figure 2.10, is 0.08 and thus below the thresh-
old. For larger frequency differences, similar values are obtained. It is
therefore concluded that the up- and downlink carriers are practically
uncorrelated when the frequency distance is larger that 10MHz.

2.D.4 Doppler Spectrums

The so-called Doppler spectrum may be defined as
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Figure 2.10: Envelope correlation coefficient between carriers. The real
correlation coefficient rcr,e(∆t, f1, f2), as a function of f2−f1 using f1 =
1710MHz and ∆t = 0. The frequencies investigated correspond to the
carrier frequencies of DCS1800.

Doppler(fd) =
∫ ∞

∆x=−∞
E{H(f, x)H∗(f, x + ∆x)} exp(−j2πfd∆x)d∆x (2.110)

where H(f, x) is the transfer function of a single omni-directional an-
tenna when the mobile is in location x, and the expectation is over the
fast fading. Thus, with this definition fd is a spatial, rather than temporal
frequency. The Doppler spectrum is estimated from the same simulation
as in Section 2.D.2. Since H(f, x) is a function of the mobile position, x,
the frequency of fd is meter−1. In theory, the highest possible frequency
is fd = f/c where f is the carrier frequency (Hz), and c is the speed of
light ≈ 3 × 108m/s. In Figure 2.11 two Doppler spectra estimates are
shown in the upper and lower part of the figure. The two spectra cor-
respond to the two five meter sections simulated. The spectras was cal-
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culated from samples of the channel H(f, x) spaced 4cm. The frequency
unit (on the x-axis) has been normalized to the theoretical maximum
Doppler frequency. The figure also shows the classical Doppler spectrum
(1 − (fd(

c
f ))2)−1/2, |fd| ≤ c

f , which is used in the GSM-TU propagation

model, see [GSM92]. The figure indicates that the two spectra are close
enough so that the short-term channel variations of the proposed model
for practical purposes are the same as those obtained with the classical
Doppler spectrum.
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Figure 2.11: Doppler spectrum induced by the proposed model.

2.D.5 Angle of Arrival Spectrum

The performance gain of a smart antenna system is heavily dependent
on the angular distribution of the energy received at the base. In order
to investigate the angular power distribution of the proposed model, the
scatterers are divided into groups with azimuth angles within [ −40o,
30o], [−30o, 20o], . . ., [−30o,40o] respectively. The power of the scatterers
within group each group is calculated as
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∑

n∈considered group

h̆2
n, (2.111)

where h̆2
n is defined in Section 2.C.1. The results of two such calcula-

tions are shown in Figure 2.12 below, where base to mobile distances of
1km and 2km are applied in the upper and lower subfigure, respectively.
The value on the x-axis is the center point of the angular scan of the cor-
responding group, and the y-axis is the fraction of the total power within
the group. For comparison a Gaussian distribution has been plotted in
the upper and lower subfigure. In the upper case a five degree standard
deviation is applied while the lower uses ten degrees. The Gaussian dis-
tribution is plotted such that the points in the plot correspond to the
integral of the Gaussian distribution corresponding to the angular scan
of the group.

From Figure 2.12 we deduce that the Gaussian distribution is a good
approximation of the proposed model using ten degrees resolution. With
finer resolution the Gaussian model fits worse. However, it should be
possible to compare results obtained with the proposed TU model with
results obtained using a Gaussian scattering model, provided that the
beamwidth of the antenna array is ten degrees or more.
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Figure 2.12: Comparison of angle of arrival distribution of the proposed
model and the Gaussian model.

Appendix 2.E Mixing Model and Measure-
ment Data

In Chapter 6 simulations are performed where some signals are gen-
erated using measured impulse responses, and others are generated using
the TU propagation model. In these simulations there is a problem of
choosing the constant with which to multiply the measured impulses, in
order to obtain compatible scaling. In order to select this factor the as-
sumption that the received power (per symbol) averaged over fast fading
(typically estimated as an average over ten wavelengths of mobile motion)
is given by

E{
∫ ∞

τ=0

‖h(τ)‖2dτ} = b(1/r)γ̃L̃‖a(θ, f)‖2 (2.112)

where b and γ̃ are generally unknown constants. The shadowing factor L̃
is assumed to be zero mean in the log-domain i.e., E{log(L̃)} = 0. The
factor ‖a(θ, f)‖2 is a factor resulting from the directivity of the base an-
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tennas in the direction θ of the mobile. For the TU model the parameters
γ̃ = γ and c = 1 apply. When adding the TU model with measured data
the measured data impulse responses may be multiplied with the factor
b−1/2r(γ̃−γ)/2 which makes the measured data compatible with the TU
data. This however, requires c and γ̃ to be known. These constants are
estimated as follows: The route driven by the mobile is divided into sec-
tions of length corresponding to ten wavelengths and the mean received
power (i.e., the left hand side of (2.112) is estimated repeatedly. The
distance r and angle θ are logged for each section. The constants γ̃ and
c are then estimated by using a linear least squares fit in the logarithmic
domain.

When BU and TU models are mixed, the BU data may be treated as
measured data, in order to make it compatible with the TU model.
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Appendix 2.F Frequency Separation for Un-
correlated Up- and Downlink

In this section the frequency corrrelation coefficient defined by (2.58)
is investigated as a function of |f1 − f2| and ∆t, assuming the GAAO
model. The coefficient is shown to be smaller than 0.3 if |f1 − f2| >
10Mhz. We regard this correlation as negligable. Applying (2.56-2.57) in
the nominator of (2.58) yields

1

T

∫ T

t=0

[HRX(f1, t + ∆t)]r[H
TX,∗(f2, t)]edt =

N∑

n=1

N∑

ñ=1

(h̃nh̃ñ exp(−j2π
ln,0f1 − lñ,0f2

c
)[aRX(θn, f1)]r[a

TX,∗(θñ, f2)]e

× exp(+j2π
v

c
cos(φn)∆tf1 + βRX − βTX)

× 1

T

∫ T

t=0

exp(j2π
v

c
(cos(φn)f1 − cos(φñ)f2)t)dt). (2.113)

Assuming that the angles φn are distinct yields

1

T

∫ T

t=0

exp(j2π
v

c
(cos(φn)f1 − cos(φñ)f2)t)dt ≈ 0, (2.114)

when n 6= ñ. Inserting (2.114) into (2.113) yields

1

T

∫ T

t=0

[HRX(f1, t + ∆t)]r[H
TX,∗(f2, t)]edt

=

N∑

n=1

(|h̃n|2 exp(−j2π
ln,0(f1 − f2)

c
)[aRX(θn, f1)]r[a

TX,∗(θn, f2)]e

× exp(j2π
v

c
cos(φn)∆tf1 + βRX − βTX)). (2.115)

We now assume propagation according to the GAA model with d = 1. In
this model the number of rays is assumed infinite, and the power Gaus-
sian distributed with respect to the azimuth angle θ. This distribution
is consistent with the following stochastic model on the scatterer posi-
tions (if the angular spread is small in comparison to the base-mobile
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distance): Let l̆n be Rayleigh distributed with mean l0
√

π
2 , and ϕn uni-

form distributed [0, 2π] (see Figure 2.5). Assume further that the gain of

all scatterers is h̃n =
√

P
N . Let N go to infinity.

The relationship between the standard deviation of the Gaussian angle
distribution with respect to θ, and the mean of the ln distribution is

σ =
180o × l0

πr
, (2.116)

where r is the base-mobile distance. Using (2.116) and the experimental
results of [AFWP86] and [ZO94], it can be deduced that l0 should be at
least in the range 20-100 meter. Thus using this stochastic model, the
correlation may be evaluated using Monte-Carlo simulations. Since σ/r
is small, ln,0 may be approximated by

ln,0 − r = l̆n + l̆n cos(ϕn). (2.117)

Inserting (2.117) in (2.115) yields

1

T

∫ T

t=0

[HRX(f1, t + ∆t)]r[H
TX,∗(f2, t)]edt = exp(−j2π

r

c
(f1 − f2))

× [aRX(θn, f1)]r[a
TX,∗(θn, f2)]e

×
N∑

n=1

(
P

N
exp(−j2π

(l̆n + l̆n cos(ϕn))(f1 − f2)

c
)

× exp(j2π
v

c
cos(φn)∆tf1 + βRX − βTX)), (2.118)

where it is assumed that the antenna element transfer functions vary only
negligibly in say [θ − 3σ, θ + 3σ]. The two angles ϕn and φn are related
as

φn = ϕn − ∆ϕ, (2.119)

where ∆ϕ is the mobile direction in the ϕ-coordinate system (see Figure
2.5). Using (2.119) in (2.118) yields

cr,e(∆t, f1, f2) =
1

N

N∑

n=1

(exp(−j2π
(l̆n + l̆n cos(ϕn))(f1 − f2)

c
)

× exp(j2π
v

c
cos(ϕn − ∆ϕ)∆tf1 + βRX − βTX)). (2.120)
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The |cr,e(∆t, f1, f2)| has been evaluated using ∆τ = 0, as a function of
f1−f2 and l0. The result of this simulation is shown in Figure 2.13 below.
The highest correlation is obtained with l0 = 20m. At |f1 − f2| >10MHz
the correlation is less than 0.2. Extensive simulations we have made
using l0 = 20m have shown that that |cr,e(∆t, f1, f2)| can increase up
to 0.3 using ∆ϕ = 0o and the maximizing τ (!). However, in all other
cases investigated, cr,e(∆t, f1, f2) attains its maximum when ∆t = 0.
From these results it is concluded that the up- and downlink channels
are practically uncorrelated when |f1 − f2| >10MHz.

If N is large then [HRX(f1, t+∆t)]r and [HTX,∗(f2, t)]e may be seen as
Gaussian random variables. If [HRX(f1, t+∆t)]r is used as the input to an
estimate of [HTX,∗(f2, t)]e, the Gaussian theory then yields a minimum
mean square error in the estimate of VAR{[HRX(f1, t + ∆t)]r}(1− 0.32),
using cr,e(∆t, f1, f2) = 0.3. Thus, just guessing [HTX,∗(f2, t)]e = 0 is
almost as good in a mean square error sense.
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Figure 2.13: Frequency correlation properties of the steering vectors.
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Appendix 2.G The Positions and Gains of the
Scatterers in the TU Model

Table 2.1: The positions and gains of the scatterers

n x′
n (m), y′

n (m) h′
n

1 6.347 -7.09 0.04526
2 -3.515 -12.57 0.04524
3 -1.207 -8.014 0.04526
4 8.861 -0.2597 0.04526
5 -10.98 8.876 0.04524
6 3.18 -13.09 0.04524
7 -4.575 -6.226 0.04526
8 0.2897 9.775 0.04526
9 10.03 6.793 0.04525
10 -5.117 9.063 0.04525
11 3.953 -13.64 0.04524
12 0.5791 12.87 0.04524
13 -16.77 -17.73 0.06388
14 -24.66 11.98 0.06384
15 -14.29 12.69 0.06393
16 -7.298 -17.96 0.06393
17 -16.04 -3.834 0.06396
18 -1.83 21.67 0.06391
19 28.63 -3.329 0.06382
20 -27.95 1.426 0.06383
21 5.495 19.37 0.06392
22 -10.23 -16.08 0.06393
23 -5.785 29.24 0.0638
24 22.05 -11.3 0.06387
25 51.83 22.89 0.08939
26 37.85 4.984 0.09002
27 8.737 -40.89 0.08992
28 -18.77 -46.8 0.08963
29 -48.42 2.253 0.0897
30 -57.31 7.378 0.08935
31 42.83 2.029 0.08989
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n x′
n (m), y′

n (m) h′
n

32 20.94 28.46 0.0901
33 -36.96 20.52 0.0899
34 -18.5 -52.05 0.08945
35 -33.4 -14.39 0.09007
36 10.32 -39.92 0.08993
37 47.22 38.47 0.08922
38 -76.08 16.17 0.08838
39 30.07 -72.46 0.08835
40 -10.56 -62.78 0.08909
41 -70.71 -21.07 0.0886
42 20 78.35 0.08821
43 5.488 78.89 0.08831
44 75.65 32.67 0.08812
45 -48.55 -64.14 0.08824
46 71.91 -44.74 0.08799
47 78.47 -40.44 0.08777
48 64.58 -39.79 0.08849
49 181 2.728 0.1521
50 -150.8 -33.41 0.1576
51 -156.9 106.5 0.1502
52 -160.1 -23.49 0.1562
53 -62.17 -81.17 0.1663
54 103 -64.6 0.1634
55 -67.7 -177.8 0.15
56 -119 -154.2 0.149
57 122 -135.1 0.1519
58 -140.3 -12.76 0.1602
59 -47.76 153.5 0.1564
60 60.52 -76.67 0.1669
61 240.7 162 0.118
62 -197.5 43.47 0.1404
63 13.33 217 0.1368
64 -133.7 221.7 0.1264
65 263.9 -47.98 0.124
66 228.5 -97.15 0.1292
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n x′
n (m), y′

n (m) h′
n

67 -186.3 145.9 0.1322
68 131.4 227.5 0.1254
69 -256.3 126.1 0.1193
70 227.4 -84.37 0.1306
71 -49.92 -242.1 0.1295
72 187.8 226.9 0.1168
73 -10.82 -309.5 0.1126
74 150.1 -302.6 0.1047
75 380.7 103 0.08874
76 145 327 0.09911
77 -110.1 287.4 0.1132
78 -341.2 -1.096 0.1038
79 346.3 -159.9 0.09239
80 -241.5 -296.4 0.09212
81 -281 136.2 0.1119
82 255.6 234.7 0.1021
83 -284.1 -166.8 0.1071
84 133.5 283.5 0.1116
85 -185.3 -355.9 0.08683
86 420.8 -118 0.077
87 134.6 -451.3 0.06808
88 -344.1 255.9 0.07923
89 219.2 342 0.08544
90 -126.6 -450 0.06898
91 -142.5 434.1 0.07173
92 444.5 -94.21 0.0724
93 -449.5 -55.15 0.07278
94 -395.4 165.3 0.07929
95 337.1 334.7 0.06704
96 -176.6 369.2 0.0846
97 -69.16 501.6 0.05929
98 515.9 195.5 0.04894
99 -303.6 464.1 0.04831
100 -364.6 -404.5 0.05049
101 -561.3 -178.3 0.04129
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n x′
n (m), y′

n (m) h′
n

102 113 -560.4 0.04473
103 552.1 169.6 0.04354
104 -445.1 389.6 0.04078
105 397.3 -308.4 0.0601
106 -451.9 274 0.0541
107 -397.1 -331.6 0.05668
108 350.4 418.9 0.05015
109 400.3 -604.4 0.02856
110 437.1 -458.3 0.04699
111 -105.7 -747.1 0.02398
112 468.4 -388 0.05323
113 -229.9 652.6 0.03446
114 -483.4 -617.4 0.01999
115 -592.6 -250.5 0.04464
116 707.3 -220.5 0.02602
117 -236.7 -671 0.03087
118 670.6 201.8 0.03288
119 391.3 -547.9 0.03813
120 -598.5 -202.1 0.04737



Chapter 3

Techniques for Downlink
Capacity Enhancement of
FDD Systems

The basic conceptual steps for capacity improvement with base station
antenna arrays are: 1) improve the signal to interference ratio using adap-
tive antenna patterns 2) trade this improvement for capacity. One of the
main issues addressed in this thesis is whether step 2) should be made
by reducing the cluster size i.e., increase the fraction of the total spec-
trum employed at a base stations, or by allocating multiple users to the
spectrum already available in the cell. The former of these approaches is
referred to as the reduced cluster size (RCS) approach while the latter will
be called the same sector frequency reuse (SSFR) approach . Herein, two
versions of the RCS approach are investigated: RCS with nulling (RCS-
WIN) and RCS without nulling (RCS-WON). In the former version, the
antenna pattern is synthesized to have a low gain in the direction of identi-
fied co-channel users (co-channel users for which propagation parameters
are known), while this is not the case in RCS-WON. An algorithm called
the summed interference to carrier ratio (SICR) minimizing beamformer
is also introduced in the chapter. The SICR beamformer minimizes the
sum of the interference to carrier ratio at the co-channel users in the own
and adjacent co-channel cells subject to the constraint of unit array gain
towards the desired mobile. Three systems called SICR-SSFR, SICR-
RCS-WIN and SICR-RCS-WON, based on the SICR beamformer are
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also defined in the chapter. These systems specify beamforming, channel
allocation, and uplink power control. The channel allocation and uplink
power control aims at solving the uplink near-far problem and separate
same-sector co-channel users. In the next chapter the approaches are
analyzed in order to assess their performance. The idea is that this com-
parison should not only be representative for the considered implementa-
tions SICR-SSFR, SICR-RCS-WIN and SICR-RCS-WON, but also serve
to give an indication on the underlying capacity enhancement princi-
ple i.e., SSFR, RCS-WIN and RCS-WON respectively. The propagation
model used in the design and analysis is the GAAO model of Section
2.3.1. As shown in Chapter 7, this model is capable of delivering reason-
able performance predictions for at least the investigated macro-cellular
environment.

Previous work on capacity with antenna arrays has considered the
RCS-WIN approach, [Ohg94, RDJP95], or channel allocation and capac-
ity for SSFR, [FN95, FN96, Tan94, Tan95]. An exception is the paper
[SBEM90] which investigates the RCS approach assuming that ideal sec-
tor beams can be formed. There are two ways of interpreting this assump-
tion: nulls are steered towards co-channel users outside the ideal sector
beam or the sidelobes outside the sector are negligible. Thus, it is unclear
weather the analysis in [SBEM90] represents RCS-WIN or RCS-WON.
The work in this and the next chapter differs from the aforementioned
references (and to all references known by the author), in that

• The SSFR, RCS-WIN and RCS-WON approaches are compared
using the same assumptions.

• Critical issues such as the uplink near-far ratio, uplink dynamic
power-control range, and downlink outage probability are treated
simultaneously for the different solutions.

• The capacity enhancement is estimated as a function of the number
of antennas, as compared with a three sector solution.

• Closed form solutions for the outage probability (probability of in-
sufficient transmission quality) are provided for the SSFR, RCS-
WIN and RCS-WON approaches, as a function of the number of
antennas, angular spreading and frequency reuse.

• The analytical calculations are combined with experimental results
to form capacity predictions.
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The main conclusions are:

• A large uplink power control range is necessary to make the down-
link inter-cell nulling feature of the SICR-RCS-WIN system effec-
tive.

• The uplink near-far ratio, defined as the ratio of the power of the
strongest user to the weakest desired user (averaged over fast fad-
ing), allocated to the same timeslot (but sometimes different car-
rier), is typically less than 25dB, for all investigated systems. For
the SICR-RCS system with e = 1 and fast handover, it is typically
less than 4dB.

• The SICR-SSFR system requires around 16 channels (per power
group and sector) in order to be able to allocate channels with
spatially well separated users.

• The SICR-SSFR system increases capacity more than SICR-RCS-
WIN and SICR-RCS-WON systems in most of the investigated
cases.

• The capacity enhancement achieved using SICR-RCS-WIN is larger
than or equal to that obtained using SICR-RCS-WON.

• The experimental results of Chapter 7 suggest that σ0 = 3o to 6o,
r0 = ∞ (the framework is introduced in Section 2.3.1) is a realis-
tic model. Combining this information with the results of Chapter
4, yields the following capacity predictions in the more optimistic
case σ0 = 3o: Threefold capacity enhancement is achieved using the
SICR-RCS-WIN and SICR-RCS-WON systems with three and five
antenna elements per 120-degree sector, respectively (in comparison
with a reference system employing a single element per 120-degree
sector). Four and tenfold capacity enhancement is achieved with
SICR-SSFR using five and eighteen antenna elements respectively.
Using SICR-RCS-WIN or SICR-SSFR, eight antenna elements per
sector, and an improved handover, a ninefold capacity enhancement
is obtained. However, it is unclear how much of the ninefold capac-
ity enhancement should be attributed to the improved handover in
this case.

• The derived analytical expression for the outage probability agrees
well with simulation results in the SICR-SSFR case if sixteen (or
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more) channels per group are employed, in the SICR-RCS-WIN
case if e = 1 is employed, and in the SICR-RCS-WON case if slow
handover is assumed.

The SICR beamformer proposed in the chapter resembles the algo-
rithms previously proposed in [FN95, GP96, RDJP95]. In particular the
“subspace beamformer” introduced in [GP96]. In conformity with the
subspace beamformer the SICR beamformer tries to maximize the sum
of the inverse signal to interference ratio at the mobiles. The major dif-
ference between the two algorithms is that users in other cells are treated
by the SICR algorithm but not by the subspace beamformer.

In comparison with the “co-operative algorithm” introduced in
[RDJP95], the main difference is that hard bounds on transmitted en-
ergy, generated interference and desired signal power are imposed by
that algorithm but not in the SICR beamformer (if these can not be met,
the paper [RDJP95] suggests a channel re-allocation). The propagation
model applied in the chapter is more restrictive than those in the pa-
pers [FN95, RDJP95, GP96]. However, a generalization of the proposed
beamformer to the more general GWSSUS model is provided in Chapter
5.

The chapter is organized as follows: Section 3.1 introduces the cel-
lular systems the geometries, and the three capacity enhancement ap-
proaches “reduced cluster size with inter-cell nulling” (RCS-WIN), “re-
duced cluster size without inter-cell nulling” (RCS-WON) and “same
sector frequency reuse” (SSFR). In Section 3.2, the SICR beamformer
is derived. Three system proposals employing the SICR method are
also defined in Section 3.2. The three systems are based on the RCS-
WIN, RCS-WON and SSFR approaches respectively and are referred to
as the SICR-RCS-WIN, SICR-RCS-WON and SICR-SSFR. The three
systems specify power control, channel allocation, parameter estimation
and beamforming. Finally, a summary of the chapter is given in Section
3.4.

3.1 Frequency Reuse

3.1.1 Cellular Geometry and Frequency Allocations

The coverage area of a mobile radio system is divided into a network
of cells, where each cell is covered by a base station site. In the theo-
retical analysis of such systems it is common to assume hexagonal cells
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with the base station site in the center of the cell, as depicted in Fig-
ure 3.1 below, see [Mac79]. The cells are then assigned a subset of the
available spectrum such that the same frequency cells are sufficiently spa-
tially separated. The spectrum is divided into K disjunct subsets, and
each cells is assigned among these subsets. If K is one of the numbers
{1,3,4,7,9,12,13,16,19,21,. . .}, then the spectrum can be distributed in
such a fashion that every cell has a first tier of six co-channel cells (cells
using the same channel set) at the distance Dc given by

Dc =
√

3KR, (3.1)

where Dc is measured between the cell centers and R is the cell radius,
see [Mac79]. In the analysis of this thesis such a spectrum allocation
is assumed. However, the cells are further divided into three 120o-sector
subcells or sectors as is common in operational macro-cells. These sectors
are covered by one or several directional antenna elements. The sectors
may use all the spectrum, allocated to the cell, or a fixed third of the
spectrum. In the former case the bandwidth per sector is three times
higher than in the latter (assuming the same cluster size). To distinguish
between the two cases the parameter S will be used. When S = 3, the
three sectors of a site use non-overlapping frequency spectra while when
S = 1 all three sectors use the same spectrum. The product of K and S
will be denoted by C, and referred to as the cluster size. This wording
reflects the fact that each sector uses one out of C = K × S channel
sets, and that the whole cellular network can be divided into identical
contiguous clusters of K cells, where all cells in a cluster use disjoint
spectrums. The sector orientation and frequency allocation of two cells
(in the same network) using the same spectrum are assumed identical.

Figure 3.1 below illustrates a cellular system. Contrary to the usual
procedure, the cell labeling in Figure 3.1 does not refer to the spectra
used in the the cell. The three sectors of a cell are labeled with the
cell number as prefix and “a”,”b”, or “c” as suffix. The “a”,”b”, and
“c” subcells are always oriented upwards, to the right and to the left,
respectively.

Table 3.1, lists the dominant interfering sectors in the downlink (base
to mobile) in sector 1a, using different frequency reuse patterns. The
list of interfering sectors takes into account that the sectors cannot be
ideal, and thus interference is generated outside the 120-degree sector of
coverage. Symmetry yields that the situation only has to be analyzed
from the viewpoint of sector 1a.
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Reuse Pattern Interfering Bases/Sectors
K = 1, S = 1 1b,1c,2b,2c,3b,7c,4a,5a,6a
K = 3, S = 1 8b,9b,10a,11a,12c,13c
K = 4, S = 1 14b,14c,15b,16a,16b,17a,18a,18c,19c
K = 7, S = 1 20b,22b,24a,26a,28c,30c
K = 12, S = 1 Outside of figure
K = 1, S = 3 4a,5a,6a
K = 3, S = 3 9a,10a,11a,12a
K = 4, S = 3 16a,17a,18a
K = 7, S = 3 24a, 27a, 28a

Table 3.1: Interfering base stations in the downlink seen from subcell 1a

3.1.2 Same Sector Frequency Reuse (SSFR)

By using antenna arrays at the base stations, it may be possible to have
several mobiles allocated to the same channel within the same sector.
We will refer to this concept as same sector frequency reuse (SSFR). The
formal difference between employing SSFR within a sector as compared
to subdividing the sector into even smaller sectors (according to our def-
inition) is in the channel allocation. In sectorization multiple users may
share the same channel (at the same base station site) if the positions of
the users fall into different (fixed) sectors. In SSFR, the allocation of mul-
tiple users on the same channel is based on more complex criteria. SSFR
channel allocation algorithms are introduced in Section 3.3.1.1 below and
in the paper [FN96]. The number of users on the same channel within the
same sector is denoted D. In a practical implementation of SSFR, the
channel allocation algorithm should not always assign new mobiles until
all channels are filled with D mobiles. For instance, if all mobiles are in
the same azimuth direction as seen from the base, only a single mobile
per channel may be allocated. Thus, by letting the channel allocator
block mobiles (i.e., no line allocated), even though not all channels have
D mobiles allocated, blocking is traded for quality (see also discussion in
Appendix 3.A below). In order to simplify simulations and comparisons,
this possibility has been disregarded in this thesis. As a consequence, a
bad distribution of users leads to outages (calls lost due to insufficient
call quality), rather than blocking.
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Figure 3.1: Part of a cellular system.

3.1.3 The SSFR, RCS-WIN and RCS-WON
Approaches

For each of the frequency reuse strategies listed in Table 3.1, a corre-
sponding capacity is assigned. In order to do this, it is assumed that the
same amount of spectrum is allocated to each cell. It is further assumed
that the number of traffic channels in each sector is proportional to the
amount of spectrum allocated to the sector. It should also be noted that
conventionally, a Poisson model for the traffic is assumed, and the ca-
pacity is defined as the carried traffic at a certain blocking probability
(probability of all lines busy). This introduces a progressive dependence
between the number of channels in a cell and the capacity (this is further
discussed in Appendix 3.A below). Such effects are disregarded. Fur-
thermore it is assumed that D mobiles share the same sector by SSFR,
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without restrictions, as described in the previous section. With these as-
sumptions the capacity (or spectrum efficiency), E, of the channel reuse
scheme may be defined as

E =
D

C
=

D

K × S
. (3.2)

One of the problems investigated in this thesis is, how to optimize a
system with respect to S, K and D. The objective is capacity at a certain
minimum quality of service. Of particular interest is the capacity gain
when going from a solution with three conventional 120-degree sector
antennas per site, to a solution with antenna arrays covering the sectors.
The basic conceptual steps for capacity improvement with antenna arrays
are: 1) improve the signal to interference ratio using adaptive antenna
patterns 2) trade this improvement for capacity. One of main issues
addressed in Chapter 4 , is whether step 2) should be made by reducing
the cluster size, C, or by allocating multiple mobiles on the same channel
within the same sector (SSFR), i.e., increase D. The former of these
approaches will be referred to as the reduced cluster size (RCS) approach
while the latter will be called the same sector frequency reuse approach
(SSFR). Of course, the optimal solution may be a combination of the
two.

We will distinguish between two variants of the RCS approach: re-
duced cluster size with inter-cell nulling (RCS-WIN) and reduced cluster
size without inter-cell nulling (RCS-WON). In the RCS-WIN approach
nulling is performed towards co-channel users in other cells while with
RCS-WON nulling is not applied. In the SSFR approach, nulls are di-
rected towards the co-channel users within the sector cell but not outside
of it. Nulling is here used in a wide-sense, denoting that the antenna pat-
tern is synthesized in order to have low gain in the direction of a certain
mobile, but not necessarily zero gain.

3.2 Three Downlink Proposals for FDD
Cellular Systems

In Section 3.2.1 below the SICR-beamformer is introduced. This beam-
former is based on the GAAO model described in Section 2.3.1. It is as-
sumed that the base stations employ linear arrays of uniform distributed
(directional) antenna elements (ULAs), see Figure 2.2. One ULA is em-
ployed to cover a 120-degree sector. The three sectors of a cell-site are
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regarded as three different base stations.

3.2.1 The Summed Inverse Interference to Carrier
Ratio Minimizing Beamformer (SICR)

Consider the situation where Q base stations are transmitting simulta-
neously (at the same frequency) to Q mobiles1. The three sectors of a
cell-site are regarded as three different base stations. Let the kth mobile
be connected to the k base station. The desired signal energy received at
mobile k is obtained from (2.35) as

Pk,k = Gk,kw
∗
kR(θk,k, σk,k)wk. (3.3)

Before giving a criterion function for the choice of wk the ad-hoc restric-
tion is made that the “antenna array gain”, in the direction of the desired
mobile should be unity i.e.,

w∗
kR(θk,k, σk,k)wk = 1. (3.4)

Note that Pk,k = Gk,k is the desired energy received if a single antenna
element is used to transmit and unity energy is employed. Simulations
have indicated that the constraint (3.4) is a good choice although no
optimality is claimed. Assume for a moment that no other base station
than base station k creates interference. Then the (mean) desired signal

(or carrier) power to the (mean) interference signal power, C̃IRi, at the
ith mobile, is given by

C̃IRi =
Pi,i

Pk,i

=
Gi,iw

∗
i R(θi,i, σi,i)wi

Gk,iw
∗
kR(θk,i, σk,i)wk

=
Gi,i

Gk,iw
∗
kR(θk,i, σk,i)wk

, (3.5)

where the last equality follows since the ith base station also has a unity
antenna array gain towards its desired mobile (all base stations employ

1This assumption seems to be inconsistent with the SSFR approach, since there
are more mobiles than base stations in that case. However, by interpreting the results
of the section pragmatically, the obtained algorithm can be used also in the SSFR
case, see Section 3.3.1.2.
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the same transmission algorithm). Now, the criterion function for chosing
wk is

wk = argw min{
Q∑

i=1, 6=k

C̃IR
−1

i }. (3.6)

Thus, in a sense, wk is chosen to minimize the sum of the inverse of
the signal to interference ratios of the mobiles in the system. This is the
reason for calling the algorithm the summed interference to carrier ratio
minimizing beamformer (SICR). Combining (3.5) and (3.6) yields

wk = argw min{w∗
kMwk}, (3.7)

where the matrix, M, is given by

M =

Q∑

i=1, 6=k

Gk,i

Gi,i
R(θk,i, σk,i). (3.8)

In practice, the interference at the ith mobile will of course not only come
from base k, but from all bases. However, the criterion (3.7), which was
derived ignoring such interference, is used anyway. The solution to (3.8),
subject to the constraint (3.3), is given by

w =
e√

e∗R(θk,k, σk,k)e
. (3.9)

where e maximizes

e∗R(θk,k, σk,k)e

e∗Me
. (3.10)

It can be shown that e is the generalized eigenvector associated with the
matrix pair (R(θk,k, σk,k),M), corresponding to the largest eigenvalue,
[Par80]. Methods to compute e may be found in [GL83], where it should
be noted that R(θk,k, σk,k) is Hermitian and positive semi-definite and
M is Hermitian and positive definite (from the assumptions below). The
parameters required to compute wk, are Gk,i/Gi,i, θk,i and σk,i for all (co-
channel) mobiles in the system. In practice, the necessary parameters will
be known for only a subset of the interfering mobiles, say mobile 1, . . . , p.
These mobiles will be referred to as the identified interfered mobiles. In
order to account for the remaining mobiles the approximation
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Q∑

i=p+1, 6=k

Gk,i

Gi,i
R(θk,i, σk,i) ≈ constant × I (3.11)

is made, i.e., the sum of the interference to carrier ration at these mobiles
is assumed to be proportional to ‖wk‖2. This approximation is reason-
able if the angles θk,i are well separated. The constant in (3.11) will be
obtained from loose reasoning and will vary between systems. In sum-
mary, the vector wk is obtained from (3.9), where e is the solution to the
generalized eigenvector problem

R(θk,k, σk,k)e = µMe (3.12)

corresponding to the largest eigenvalue µ, with M given by

M =

p∑

i=1

Gk,i

Gi,i
R(θk,i, σk,i) + constant × I. (3.13)

Base k

The ith base

User k

The ith user

Gk,i, θk,i, σk,i

G
k,k , θ

k,k , σ
k,k

Gi,i

Figure 3.2: Illustration of the considered situation.

3.3 The SICR-SSFR, SICR-RCS-WIN and
SICR-RCS-WON Systems

In this section three systems based on the SICR beamformer are pro-
posed. The systems differ in terms of channel allocation, power control,
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synchronization requirements, and identification of interfered users.

3.3.1 The SICR-SSFR System

In this approach several mobiles are allocated to the same channel within
the same sector as was described in Sections 3.1.2 and 3.1.3. Although
the main idea with the system is to obtain capacity enhancement through
increased channel utilization within a sector, we will also investigate cases
where the cluster size is simultaneously reduced. To make multiple mo-
biles on the same channel feasible, dynamic channel allocation is applied
to separate the co-channel users in the cell (with respect to azimuth an-
gle as seen from the base). In principle, the deployment of the SSFR
approach in the downlink does not imply that the same capacity en-
hancement strategy has to be used in the uplink. However, if it is used,
channel allocation and power control must be employed to combat near
far effects in the uplink processing. Since most cellular standards dictate
a one to one relation between uplink and downlink channels, e.g in GSM,
it is assumed that the mobiles simultaneously accessing the same channel
in the downlink also do so in the uplink.

3.3.1.1 Channel Allocation and Power Control

The parameters G, θ, and σ are estimated for all mobiles in the sector.
The mobiles in the same sector are sorted with respect to their path gain
G, to their desired base. Note that this entity is assumed reciprocal in the
up and downlink. Then, they are divided into power groups say Γ1,Γ2, . . .
such that all the mobiles in Γ1 are stronger than all the mobiles in Γ2

and so on. The power groups are allocated to different channel subsets
out of the total number of channels available in the sector. The exact
implementation of this allocation depends on the standard considered,
and the bandwidth available. The objective of this allocation is to reduce
the requirements on the uplink processing, in terms of adjacent channel
interference and dynamic range requirements. In order to distribute the
mobiles within a power group, on the channels available for that power
group, the azimuth positions θ of these mobiles are sorted. Assuming that
the sorted list of angular positions is η1, . . . , ηnc×D, the mobiles with
angles ηi, ηi+nc

, . . . , ηi+(D−1)nc
will be allocated to the same channel.

This operation is illustrated by Example 3.1 below. If frequency hopping
is applied, the same channel users hop according to the same pattern.
Finally, power control is applied such that all mobiles on the same channel
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are received equally strongly (averaged over fast fading). The common
power level is given by 0.5Gmax + 0.5Gin, where Gmax and Gmin are the
maximum and minimum path gain among the mobiles in a dB scale.

Example 3.1

Assume that there are 48 users in a sector allocated to 16 channels
i.e., D = 3. These 48 users are divided into four power groups with
twelve mobiles in each group. Each group uses four channels. Assume
further that the angular positions of the mobiles in group one are given
by [−60o,−50o,−40o,−30o, −20o,−10o,0o,10o,20o,30o,40o,50o]. Then the
mobiles with positions [−60o,−20o,20o], are allocated to channel num-
ber one, −50o,−10o,30o to channel number two, −40o,0o,40o, to channel
three, and −30o,10o,50o to channel four.

3.3.1.2 User Tracking and Nulling

The users on the same channel within the same sector are considered as
the identified interfered users in the framework of Section 3.2.1. Since the
considered base station and the base station of the identified interfered
user is the same base, it follows that Gk,i = Gi,i. Thus, the factors
Gk,i/Gi,i in (3.13) are equal to one. The constant in (3.13) is chosen using
the following crude reasoning: Assume that only mobiles in the first tier of
co-channel cells are interfered with. Assume that the path gains to these
mobiles are given by Gk,i = (1/Dc)

γ where Dc is the distance between
the kth base and the first tier of co-channel base stations, see Section
3.1.1. Note that (1/Dc)

γ is the median signal strength at the distance
Dc, assuming |p(θ, f)|2 = 1, from (2.35). Assume further that these
mobiles have received desired power Gi,i = (1/R)γ (which is the median
signal strength on the cell border assuming |p(θ, f)|2 = 1). Geometrical
arguments yield that the number of unidentified co-channel mobiles in
the first tier of co-channels cells is Q − p − 1 = D × l where l is equal to
11 when S = 1, and 3 when S = 3. Using these assumptions in (3.11)
yields

Q∑

i=p+1,i 6=k

SIR−1
i = (1/Dc)

γ

p+lD∑

i=p+1

Rvv(θk,i, σk,i) ≈ (R/Dc)
γ lDI. (3.14)

Thus the constant in (3.13) is chosen as
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constant = (R/Dc)
γ lD. (3.15)

3.3.2 The SICR-RCS-WIN/WON Systems

In this section we describe the two RCS based systems SICR-RCS-WIN
and SICR-RCS-WON. The description leaves the uplink power control
parameter, e, unspecified. The development below assumes that uplink
co-channel mobiles are downlink co-channel mobiles, i.e., mobiles that
are interferers as seen from a certain base station in the uplink, are in-
terfered with by that base station in the downlink. For TDMA systems
this implies that the timeslots of the base stations need to be synchro-
nized. In large cells the desired and interfering TDMA slots will arrive
unaligned at the mobile anyway, due to propagation delays. However, this
will typically only degrade performance on the first bits of a burst. The
development in Sections 3.3.2.1 to 3.3.2.3 assumes for simplicity that fre-
quency hopping is not applied. How the systems should be implemented
in a frequency hopping system is described in Section 3.3.2.4.

3.3.2.1 Power Control

Consider the situation depicted in Figure 3.2 again. Assume for a moment
that no other base or mobiles than the two present in the plot exist. The
uplink (mean) carrier to (mean) interference ratio at base k in a single
antenna element is then given by

CIRup
k =

Gk,kP up
k

Gk,iP
up
i

, (3.16)

where P up
k and P up

i are the power transmitted by user k and user i
respectively. Similarly, the downlink signal to interference ratio at the
ith interfered mobile is given by

CIRdown
i =

Gi,i

Gk,i
, (3.17)

if only a single antenna element is employed in the transmission and the
transmitted energy is unity. Herein, the power control law

P up
i = G−e

i,i . (3.18)
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is employed, where e is a design parameter. If e = 1 then CIRup
k =

CIRdown
i , from (3.16-3.18). Thus if the ith mobile is interfering signifi-

cantly at base k in the uplink, it will be equally interfered with by base k
in the downlink. This is a desirable property , since it implies that base
will have a good chance of identifying mobiles with poor downlink CIR,
since those mobiles will be interfering strongly in the uplink. Another ad-
vantage with e = 1 is that all mobiles within the cell are received equally
strong at the base and therefore, the uplink adjacent channel interference
can be kept small. In practice the use of e = 1, may be prohibited by
the dynamic range of power control range for the mobiles. In that case a
smaller e has to be employed.

3.3.2.2 Dynamic Channel Allocation

When e 6= 1 the power of the mobiles may vary significantly which causes
adjacent channel interference problems. We propose that this problem
is solved using dynamic channel allocation as follows: Sort the mobiles
in the subcell with respect to their path gain to the base Gk,k. Divide
the mobiles into power groups say Γ1,Γ2, . . . such that all the mobiles in
Γ1 are stronger than all the mobiles in Γ2 and so on. Finally, allocate
the groups in channels such that the dissimilar power of the groups does
not negatively influence the uplink processing. If e = 1 is used, random
channel allocation is simply employed.

3.3.2.3 User Tracking and Nulling

This is where the difference between the SICR-RCS-WIN and SICR-RCS-
WON arises. The two cases are described below.

SICR-RCS-WIN: The required entities of identified interfering users
in (3.11) are Gk,i/Gi,i, θk,i and σk,i. When power control with e = 1 is
used, Gk,i/Gi,i is the (mean) power received in the uplink from the ith
user (in a single antenna element) and thus all the parameters can be
derived from the uplink data. When e 6= 1 however, the ith base must
inform base k about the value of Gi,i. This in turn requires that the
base k is able to identify which base the interfered user is connected to.
In order to choose the constant in (3.11) it is assumed that the base is
able to identify interfering users stronger than Pmin, and that the value
of Pmin is known by the base. Since the power of the desired user differs
among the channels Pmin will be channel dependent. Thus, seen from the
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view point of base k, the interfering users that satisfy

Gk,iG
−e
i,i ≤ Pmin (3.19)

are not identified. Combining (3.19) in (3.11) yields

Q∑

i=p+2

CIR−1
i =

Q∑

i=p+2

Gk,iG
−1
i,i Rvv(θk,i, σk,i)

≤
Q∑

i=p+2

PminGe−1
i,i Rvv(θk,i, σk,i)

≈ (0.1)e−1Pmin(r − p)I (3.20)

= const × I (3.21)

where approximation (3.20) is based on the assumption Gi,i = 0.1
Rγ which

from (2.35) is a pessimistic assumption (assuming |p(θ, f)|2 ≈ 1). Based
on geometry, the parameter r is set to 11 when S = 1 and 3 when S = 3.

SICR-RCS-WON: In this case no interfering mobiles are identified
in the framework of Section 3.2.1, i.e., p = 0. It follows that the constant
in (3.11) can be chosen arbitrarily. With this approach synchronized
bases are not a requirement.

3.3.2.4 Influence of Frequency Hopping

Let us consider the GSM system [MP92] with frequency hopping. In
this system a user occupies the same time slot in each TDMA frame
but changes frequency according to a pseudo-random pattern. The time
and frequency of the uplink timeslot are given by the downlink timeslot
with a delay of two burst periods and a frequency translation of 45MHz
respectively. The frequency hopping implies that a user “meets” different
interferers in each TDMA frame. Let us for a moment regard all frequency
channels multiplexed on the same time slot in the TDMA frame as a
single wideband channel. With this channel definition we may say that
uplink co-channel mobiles are downlink co-channel mobiles. The idea is
to track the users (i.e., estimate Gk,i, Gi,i, θk,i and σk,i in the framework
of Section 3.2.1) as they switch from frequency to frequency. This is
possible if the base is able to determine the home cell of the interfering
users, which in turn will enable the infrastructure to inform the base
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of the frequency hopping pattern of the interfering mobile. The base
transmits with nulls in the direction of the identified interfered users
which are using the same frequency in the particular timeslot. Note that
the minimum power enabling identification of interfering users, Pmin, will
depend on the power of all the users that are using the same time slot.

3.4 Summary

In this chapter the concepts of capacity enhancement by means of same
sector frequency reuse (SSFR), and reduced cluster size with (RCS-WIN)
and without nulling RCS-WON, have been introduced. A beamformer
called SICR, has also be defined. Three systems referred to as SICR-
SSFR, SICR-RCS-WIN and SICR-RCS-WON have been proposed. All
systems, except the SICR-RCS system with e = 1 (see Section 3.3.2.1),
divide the mobiles into groups with similar power levels, and allocates
them to channels such that the dissimilar power between the different
groups can be handled. The channel allocation of the SICR-SSFR also
tries to make the channel allocation such that the same channel users have
large azimuthal separation. In Section 3.3.2.1 a conjecture is stated. This
conjecture says that the SICR-RCS-WIN system will be able to identify
and null the mobiles that are in trouble in the downlink, if e = 1 is
employed. This conjecture will be investigated in the following chapter.
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Appendix 3.A Blocking Considerations

The maximum number of mobiles that may be served simultaneously
by the base, is a function of the spectrum allocated to the cell minus the
spectrum needed for control-channels. In the literature on mobile cellular
systems, a frequently assumed traffic model is one where the incoming
calls are Poisson distributed in time, and where the duration of each call is
exponentially distributed, [Sch87]. Furthermore, it is assumed that users
who do not get a line, are cleared (no queuing) and that their attempts to
re-call, do not alter the distribution of incoming calls. For such systems,
the probability, B, of a call blocking (i.e., all lines busy), is given by the
so-called Erlang-B formula [Kle75] as

B =
ρNc/Nc!∑Nc

k=0 ρk/k!
, (3.22)

where Nc is the number of available channels in the sector and ρ is the
ratio of the mean call hold time and the mean call inter-arrival time. The
mean number of users, Ā, in the system (the carried traffic), is given by

Ā = ρ(1 − B). (3.23)

In the upper part of Figure 3.3, the mean number of users, Ā, is
plotted as a function of the number of channels, Nc, at a B = 2% blocking
probability. The lower part of the figure, shows Ā/Nc as a function of Nc.
From these results it is deduced that the capacity measured as the carried
traffic at a certain blocking probability is a function with a positive second
derivative. As an example, consider a GSM system with 36 carriers, and
thereby Nc = 36 × 8 = 288 channels. If C = 1, S = 3,D = 1 reuse is
employed, the number of channels per sector is 96, while only 32 channels
are obtained per sector if C = 3, S = 3,D = 1 reuse is employed. Thus, in
the former case there are three times more channels available per sector.
However, using the results of Figure 3.3, the difference in carried traffic
between the two is 354%, at a 2% blocking probability. In the thesis, the
impact of blocking is neglected and the capacity of C = 1, S = 3,D = 1
will be regarded as three times that of C = 3, S = 3,D = 1, thereby
introducing a relative error of (354/3) − 100 = 18% in this special case.
However, the effect of this assumption on the results in the thesis, is only
an under-estimation of the capacity enhancement achieved by introducing
base station antenna arrays.
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Figure 3.3: Upper: Carried traffic, Ā, as a function of the number of
channels, Nc at a B = 2% blocking probability. Lower: Ā/Nc as a func-
tion of the number of channels, Nc at a B = 2% blocking probability.





Chapter 4

Capacity Results

In the previous chapter, two main capacity enhancement approaches are
identified: reduced cluster size (RCS) and same sector frequency reuse
(SSFR). In the former approach the capacity is enhanced by increasing
the fraction of the total spectrum used in a sector, while the capacity is
enhanced by allocating more mobiles on the spectrum already available in
the cell in the latter. In the case of the SSFR approach, nulls are steered
towards co-channel users within the same sector. In the RCS approach,
nulls may or may not be steered towards co-channel users in other cells.
The two cases are referred to as RCS-WIN and RCS-WON where WIN
and WON stands for “with nulling” and “without nulling”, respectively.
A beamformer called the “summed interference to carrier ratio minizing”
(SICR) beamformer is also introduced in the previous chapter. This
beamformer basically steers a main beam towards the desired user and
nulls towards a number of co-channel users. Three systems referred to as
SICR-SSFR, SICR-RCS-WIN and SICR-RCS-WON employing the SICR
beamformer and the three capacity enhancement approaches are also
defined in the previous chapter. These three systems are also defined
in terms of dynamic channel allocation and uplink power control.

In this chapter, the three systems SICR-RCS-WIN, SICR-RCS-WON
and SICR-SSFR are simulated and analyzed in order to find their capacity
enhancement potential as a function of critical parameters such as the
number of antennas, the mobile power control range, and the angular
spreading, σ, of the environment. Closed form expressions for the “outage
probability” i.e., the probability of insufficient transmission quality is also
derived and found to agree well with simulation results under certain
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conditions. The main findings of this chapter are listed below.

• A large uplink power control range is necessary to make the down-
link inter-cell nulling feature of the SICR-RCS-WIN system effec-
tive.

• The uplink near-far ratio, defined as the ratio of the power of the
strongest user to the weakest desired user (averaged over fast fad-
ing), allocated to the same timeslot (but sometimes different car-
rier), is typically less than 25dB, for all investigated systems. For
the SICR-RCS system with e = 1 and fast handover, it is typically
less than 4dB.

• The SICR-SSFR system requires around 16 channels (per power
group and sector) in order to be able to allocate channels with
spatially well separated users.

• The SICR-SSFR system increases capacity more than SICR-RCS-
WIN and SICR-RCS-WON systems in most of the investigated
cases.

• The capacity enhancement achieved using SICR-RCS-WIN is larger
than or equal to that obtained using SICR-RCS-WON.

• The experimental results of Chapter 7 suggest that σ0 = 3o to 6o,
r0 = ∞ (the framework is introduced in Section 2.3.1) is a realis-
tic model. Combining this information with the results of Chapter
4, yields the following capacity predictions in the more optimistic
case σ0 = 3o: Threefold capacity enhancement is achieved using the
SICR-RCS-WIN and SICR-RCS-WON systems with three and five
antenna elements per 120-degree sector, respectively (in comparison
with a reference system employing a single element per 120-degree
sector). Four and tenfold capacity enhancement is achieved with
SICR-SSFR using five and eighteen antenna elements respectively.
Using SICR-RCS-WIN or SICR-SSFR, eight antenna elements per
sector, and an improved handover, a ninefold capacity enhancement
is obtained. However, it is unclear how much of the ninefold capac-
ity enhancement should be attributed to the improved handover in
this case.

• The derived analytical expression for the outage probability agrees
well with simulation results in the SICR-SSFR case if sixteen (or
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more) channels per group are employed, in the SICR-RCS-WIN
case if e = 1 is employed, and in the SICR-RCS-WON case if slow
handover is assumed.

The details of this chapter are as follows: In Examples 4.1 and 4.2,
the performance of a SICR-SSFR system using K = 1, S = 3,D = 3 is
compared with that of four SICR-RCS systems employing K = 1, S = 1,
as a function of the angular spreading σ0 assuming r0 = ∞, (definition see
Section 2.3.1). The comparison is made by simulations and considers both
downlink outage probability (probability of unacceptable transmission
performance), uplink power control requirements and so-called uplink
near-far ratios. The system considered has an air interface similar to
GSM with frequency hopping. The difference between Example 4.1 and
4.2 is in the assumption on the performance of the handover. In Example
4.1, the handover is assumed to be slower than in Example 4.2. This is
explained in more detail in Section 4.1 below.

Example 4.3, is a comparison of four versions of the SICR-SSFR sys-
tems. This example reveals that the SICR-SSFR system needs power-
groups (see Section 3.3.1.1) with more than four channels to achieve the
same performance as predicted by the analytical analysis. The simula-
tions of Example 4.4 are identical to those of Example 4.1 except that
the propagation parameter r0 = 0.35R is used rather that r0 = ∞.

Example 4.5 uses the analytical expressions to investigate the influ-
ence of channel reuse scheme (i.e., K,S,D), angular spreading, σ0, and
the number of antennas, m, on the outage probability.

The chapter is divided into two sections, where the first section intro-
duces assumptions common for all examples, and the second contains the
actual results. Some conclusions are drawn in Section 4.3. Two Appen-
dices, 4.B and 4.C, which detail the simulation method and the derivation
of the analytical performance expressions, respectively, are also included.

4.1 Preliminaries

The comparisons in this chapter assume the GAAO propagation model
of Section 2.3.1, with a path loss slope of γ = 3.5 and a standard devi-
ation in the log-normal fading of σL = 8dB. However, the log-normal
fading between a mobile and two base stations are correlated with corre-
lation coefficient 0.5 i.e., E{10 log(Li1,i)10 log(Li2,i)} = σ2

L/2, which is in
reasonable agreement with the results of [Maw92].
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Linear antenna arrays of m, antenna elements are employed to cover
the 120-degree sector cells. The element patterns p(x, f) of the elements
are assumed to to be given by

|p(θ, f)|2 =

{
cos2(θ) if |θ| < 90o,

0 otherwise,
(4.1)

which closely fits the element pattern of the prototype linear array pre-
sented in [Joh95]. In the simulations, the antenna spacing is assumed to
be half a wavelength at the transmit frequency, i.e., ∆ = c

2fTX , while they
are increased to ∆ = c√

3fTX
in the analytical investigations of Appendix

4.C. Half a wavelength antenna spacing is used in the simulations since
the results of [MZD+96] has shown that it yields slightly better perfor-
mance than the larger antenna spacing. The larger antenna spacing is
used only to simplify the derivation of the analytical results.

All investigations assume a F/TDMA system with slow pseudo ran-
dom frequency hopping. Thus the frequency carrier employed by the
mobile is chosen pseudo-randomly in each time slot, but remains fixed
during the time slot. The frequency-hopping patterns of all mobiles in
a cell contain no collisions (except for the same sector and channel mo-
biles in the SICR-SSFR system which all use the same pattern). It is
also assumed that discontinuous transmission is employed, i.e., the base
is only transmitting when the user in the fixed network is talking. The
probability of this event is assumed to be 50% (this assumption is not
important for the qualitative results).

Two types of handover are considered: geometry, and signal strength
based. In the first type, the mobile is connected to the base with the
strongest gain averaged over both the log-normal and the Rayleigh fading.
From (2.35), the mobile is thus connected to the base which maximizes

(
1

rk,i

)γ

|p(θk,i, f)|2. (4.2)

Thus in the geometry based case, the base selection is based on the
geometric entities rk,i and θk,i. In the signal strength case, the base
selection is based on the signal strength averaged over the Rayleigh fading
but not the log-normal fading. As a consequence, the relevant entity
is Gk,i which is given by (2.35). In the signal strength handover case
the mobile starts by connecting to the strongest base. It then makes a
handover when one of the neighboring base stations is two times (= 3dB)
stronger than the desired base. This introduces a “hysteresis” in the
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handover process of 6dB. The geometrical handover case can be seen as a
slow-handover assumption while the signal strength based handover can
be seen as a fast-handover assumption, since the handover is based on a
“more averaged” signal strength measurement in the former case than in
the latter. The spatial distribution of the users is assumed uniform.

From (2.37-2.38) it is evident that the signal strength conditioned
on wk, Gk,i, rk,i, θk,i, σk,i is Rayleigh distributed, for both the desired
and interfering users [Lee93]. The mean (over Rayleigh fading) carrier to
interference ratio at mobile i is given by

CIRi =
Pi,i∑

k 6=i Pk,i

=
Gi,i∑

k 6=i Pk,i
, (4.3)

where Pk,i is given by (2.42) and the second equality follows from (3.4).
Previous results have shown that 9dB average carrier to interference ra-
tio is sufficient to provide reasonable speech quality in GSM on Rayleigh
fading channels, [RU91]. We assume that the crucial factor for the re-
ceiver is the probability that the instantaneous carrier to interference is
less than 3dB. In the case of a single interfering signal (uncorrelated) this
probability can be computed using the formula (see [PK91])

Pr{CIRinstantaneous ≤ CIRt} =
1

1 + CIRi/CIRt
, (4.4)

with CIRt = 100.3 and CIRi = 100.9 which yields Pr{CIRinstantaneous

≤ CIRt} = 0.2. The choice of a 3dB “receiver threshold” is justified by
simulations, [Wig95], which have shown that CIR = 3dB on a static chan-
nel (no fading and no time dispersion) is sufficient to obtain a 0.9% frame
error rate. In the simulations made below the probability of an instanta-
neous carrier to interference ratio smaller than 3dB (i.e., CIRinstantaneous

≤ 3dB) are calculated for several mobiles in a simulated cellular system.
The fraction of mobiles for which this probability exceeds 20% is seen as
an estimate of the so-called outage probability.
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4.2 Results
Example 4.1

Assumptions

A K = 1, S = 3,D = 3 SICR-SSFR system is compared with four
SICR-RCS systems employing K = 1, S = 1 reuse. Equation (3.2) tells
us that the capacity of all these systems are equal. The propagation
parameter r0 introduced in Section 2.3.1, is r0 = ∞ which implies that
the angular spreading is given by σk,i = σ0 independently of the base-
mobile distance. All sectors are covered by linear antenna arrays with ten
elements and half wavelength inter-element spacing. Two different power
control parameters, e, are considered for the SICR-RCS systems : e = 0.3
and e = 1 (see Section 3.3.2.1). A total of six carriers with eight timeslots
multiplexed on each is assumed. This yields a total of 48 channels in the
system. The simulation considers 48 users in each sector. The SICR-
SSFR system uses four power groups with twelve mobiles each. Group
1 uses the first and second time slot, group 2 the third and fourth and
so on (see Section 3.3.1.1). The SICR-RCS-WIN systems use a Pmin (see
Section 3.3.2.3) which is half of the mean power of the six desired users
in a TDMA time slot. When e = 1 is used in the RCS systems, random
channel allocation is employed, whereas the channel allocation of Section
3.3.2.2 is used when e = 0.3. In the latter case, eight power groups with
six mobiles each are assumed where group number 1 is allocated to the
first time slot in the TDMA frame, group 2 to the second and so on.
Figures

Simulations for the described systems are made 40 times according
to the simulation method described in Appendix 4.B. Histograms of the
power transmitted from the mobiles using the power control methods
described in Section 3.3.1.1 and 3.3.2.1, are shown in Figure 4.1. The
upper, middle, and lower subplots consider the SICR-SSFR system, the
SICR-RCS systems with e = 1 and the SICR-RCS systems with e = 0.3
respectively. The powers are in all three cases normalized such that the
mean power transmitted from a mobile is 0dB.

Figure 4.2 shows a histogram of the ratio of the power of the strongest
signal to the weakest desired signal in a time slot (all six carriers), in terms
of Gk,i (see Section 2.3.1), as seen from base k. The upper, middle and
lower subplot considers the SICR-SSFR system, the SICR-RCS systems
with e = 1 and the SICR-RCS systems with e = 0.3 respectively.

In Figure 4.3 the simulated outage probability (definition see Section
4.1 above), is plotted as s function of the angular spread, σ0, see Section
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2.3.1. The standard deviation of the estimated outage probabilities is
approximately 0.7% and 0.3% at a 10% and 2% true outage probabil-
ity respectively. In Appendix 4.C approximative analytical expressions
of the outage probability are derived for the SICR-SSFR system, the
SICR-RCS-WIN system (only the case e = 1), and the SICR-RCS-WON
(independent of e). Results using these expressions are also displayed in
Figure 4.3.
Observations

From the results of Figure 4.1, it is estimated that 99% of the
users have a power control setting within [−15,+14]dB, [−32,29]dB, and
[−10,9]dB, in the SICR-SSFR, SICR-RCS(e = 1), and SICR-RCS(e =
0.3) case, respectively.

This indicates that a power control range of 30dB, 62dB and 20dB,
is required in the three cases respectively. However, in the SICR-RCS
cases, this number assumes a perfect choice of the reference level towards
which the power is controlled (common reference in all cells). Thus, in
practice some extra margin will be needed for these systems.

Figure 4.2 indicates that the uplink processing must be able to sup-
press interferers that are about 25dB stronger than the desired signal in
all three cases. To achieve this the base may exploit frequency selective
filtering (when the interference is using another frequency) and array gain
selectivity.

The simulations results in Figure 4.3 indicate that the SCIR-SSFR
system and the SICR-RCS-WIN system with e = 1 has similar perfor-
mance. However the performance of the SICR-RCS-WIN system with
e = 0.3 is significantly worse. The SICR-RCS-WON system has approx-
imately the same performance using the two values e = 1 and e = 0.3.
This indicates that the difference in performance between e = 0.3 and
e = 1, in the SICR-RCS-WIN case, is due to a better nulling performance.
Thus the conjecture that the base will be able to identify exactly the mo-
bile it needs when e = 1, stated in Section 3.3.2.1, appears valid. Note
that e = 1 implies that the uplink power control completely compensates
for the path-loss and shadowing.

The agreement between the simulation results and the corresponding
analytical results is found to be reasonable, except for the SICR-SSFR
system at σ0 = 6o, where the analytical results are optimistic. In the
SICR-SSFR cases, this is because the analytical result assumes that the
same sector users are well separated in angle which becomes critical at
large angular spreads, as is shown by Example 4.3 below.
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Figure 4.1: Distribution of the power control settings; upper: SSFR, mid-
dle: RCS with e = 1, lower: RCS with e = 0.3.
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Figure 4.2: “Near-far” ratios in the 6 × 200kHz spectrum; upper: SSFR,
middle: RCS with (e = 1), lower: RCS with e = 0.3.
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Figure 4.3: Outage probability as a function of σ0 with r0 = ∞, and
geometric based handover.
c1: SICR-RCS-WON, K = 1, S = 1, analytical.
c2: SICR-RCS-WON, K = 1, S = 1, e = 1, simulation.
c3: SICR-RCS-WON, K = 1, S = 1, e = 0.3, simulation.
c4: SICR-RCS-WIN, K = 1, S = 1, e = 0.3, simulation.
c5: SICR-SSFR, K = 1, S = 3,D = 3, simulation.
c6: SICR-RCS-WIN, K = 1, S = 1, e = 1, simulation
c7: SICR-RCS-WIN, K = 1, S = 1, e = 1, analytical.
c8: SICR-SSFR, K = 1, S = 3,D = 3, analytical.

Example 4.2

Assumptions and Figures

All the simulations and computations performed in Example 1, are
repeated but assuming signal-strength based handover, see Section 4.1
above. Figures 4.4, 4.5 and 4.6 are the counterparts of Figure 4.1, 4.2
and 4.3 respectively.
Observations

From the results of Figure 4.4, it is estimated that 99% of the users
have a power control setting within [−10,+10] dB, [−30,23] dB, and [−9,7]
dB , in the SICR-SSFR, SICR-RCS(e = 1), and SICR-RCS(e = 0.3) case
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respectively. This indicates that a power control range of 21dB, 37dB
and 17dB, is required in the three cases respectively

Figure 4.5 shows that the uplink processing has to be able to supress
interferers that are about 25dB stronger than the desired signal in the
SICR-SSFR and and SICR-RCS(e = 0.3) cases. However in the SICR-
RCS(e = 1) case, only 4dB is required. This makes this system more
suited for a digitalization of the entire receive bandwidth, than the other
systems, [Mit95, Wep95].

A comparison of Figure 4.3 and 4.6 reveals that the outage probability
of all systems has decreased significantly with the introduction of signal
strength handover. The improvement is particularly large for the RCS
systems. The highest performance is obtained with SICR-RCS-WON and
e = 1. The outage probability of SICR-RCS-WIN is only slightly smaller
than that of SICR-RCS-WON when e = 0.3, but significantly smaller
when e = 1. This again confirms the conjecture of Section 3.3.2.1. The
agreement between analytical and simulation results is reasonable for
the SICR-RCS-WIN (e = 1) system, although the analytical result is
somewhat pessimistic. In the SICR-SSFR case the agreement is good
except when σ = 6o. The reason being the same as in the previous
example, i.e., that the same-sector co-channel users become very close due
to the very small number of channels. This interpretation finds support in
the results of Example 4.3 below. The reason for the pessimtic predictions
of the closed form expressions in the RCS cases is probably that with
(K,S) = (1, 1) and signal strength handover, both the distribution of the
path-gain to the desired and the interfering bases improve (as compared
to geometric handover), while only the improvement of the path-loss to
the desired base is modeled by the closed form expressions.
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Figure 4.4: Distribution of the power control settings; upper: SSFR, mid-
dle: RCS with e = 1, lower: RCS with e = 0.3.
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Figure 4.5: “Near-far” ratios in the 6 × 200kHz spectrum; upper: SSFR,
middle: RCS with e = 1, lower: RCS with e = 0.3.
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Figure 4.6: Outage probability as a function of σ0 with r0 = ∞, and
signal-strength based handover.

c1: SICR-SSFR, K = 1, S = 3,D = 3, simulation.
c2: SICR-RCS-WON, K = 1, S = 1, analytical.
c3: SICR-RCS-WON, K = 1, S = 1, e = 0.3, simulation.
c4: SICR-RCS-WIN, K = 1, S = 1, e = 0.3, simulation.
c5: SICR-RCS-WON, K = 1, S = 1, e = 1, simulation.
c6: SICR-SSFR, K = 1, S = 3,D = 3, analytical.
c7: SICR-RCS-WIN, K = 1, S = 1, e = 1, analytical.
c8: SICR-RCS-WIN, K = 1, S = 1, e = 1, simulation.

Example 4.3

Assumptions

The performances of four SICR-SSFR systems all using K = 1, S =
3,D = 3 are compared. The difference between the four SICR-SSFR
systems is in the channel allocation, power control and handover. Two
of the systems uses four power groups as in previous examples, while the
other two uses only one power group (no grouping). Thus in the latter
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case, a larger uplink power control range is needed. The simulations and
computations performed in Example 4.1 and Example 4.2 are repeated.
Figures

In Figure 4.7, the performance of the four systems is plotted as a
function of the multipath angular spread.
Observations

The performance with only one power group, is very close to the
analytical performance curve, under both handover assumptions, while
the performance of the four-groups system is worse at large angle spreads.
The reason for this behaviour is that the one-group system is capable of
separating same channel users more in angle than the four-group system.
This in turn is due to the fact that there are 16 channels per group in
the one-group case, while there are only 4 channels per group in case of
four power groups.
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Figure 4.7: Outage probability as a function of σ0 (in degrees) with r0 =
∞, and signal strength as well as geometric based handover.
c1: SICR-SSFR, geometric HO four power groups, simulation.
c2: SICR-SSFR, signal HO four power groups, simulation.
c3: SICR-SSFR, geometric HO analytical.
c4: SICR-SSFR, geometric HO one power group, simulation
c5: SICR-SSFR, signal HO one power group, simulation.
c6: SICR-SSFR, signal HO analytical.

HO = Handover

Example 4.4

Assumptions and Figures

All the simulations and computations performed in Example 4.1, are
repeated but using r0 = 0.35R (where R is the cell radius) rather than
r0 = ∞. Thus, the angular spreading starts to decrease at base-mobile
distances larger than r0 = 0.35R. Note that only ≈ 15% of the users are
camping inside r0 = 0.35R.

In Figure 4.8 the estimated outage probability (definition see Section
4.1 above), is plotted as s function of the multipath angular spread σ0,
see Section 2.3.1.
Observations

The results in Figure 4.8 show that the SICR-RCS-WIN system has
the lowest outage probability, of all five systems, if e = 1 is applied. How-
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ever, this superiority is lost, at small σ0, if e = 0.3 is used. In contrast
to Example 4.1 and 4.2, the performance of the SICR-RCS-WIN, e = 1
system, is pessimistic at large angular spreading. The reason is probably
because the analytical expression assumes that the angular spreading of
the desired user is estimated (erronously) by all bases to be zero. When
the angular spreading of the desired user is large, and the angular spread-
ing of the identified interfered users is small, this assumption becomes
pessimistic.

0 1 2 3 4 5 6 7 8 9 10
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

c2
c1

c3
c4

c5

c6
c7

c8

c2

c1

c4
c3

c5

c6

c7
c8

Angular spread σ0 in degrees (r0 = ∞)

O
u
ta

ge
P

ro
b
ab

il
it
y

Figure 4.8: Outage probability as a function of σ0 (in degrees) with r0 =
0.35R, and geometric based handover.

c1: SICR-SSFR, K = 1, S = 3,D = 3, simulation.
c2: SICR-RCS-WON, K = 1, S = 1, analytical.
c3: SICR-RCS-WON, K = 1, S = 1, e = 0.3, simulation.
c4: SICR-RCS-WON, K = 1, S = 1, e = 1, simulation.
c5: SICR-RCS-WIN, K = 1, S = 1, e = 0.3, simulation.
c6: SICR-SSFR, K = 1, S = 3,D = 3, analytical.
c7: SICR-RCS-WIN, K = 1, S = 1, e = 1, analytical.
c8: SICR-RCS-WIN, K = 1, S = 1, e = 1, simulation.

In the next example, our goal is to estimate the capacity enhancement
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achieved using the proposed systems as a function of the channel reuse
scheme, number of antennas, and angular spreading. The parameter r0 is
set to r0 = ∞, since this value has support in the experimental results of
Chapter 7. To do this evaluation by means of the simulation procedure
described in Appendix 4.B, would require months of simulation time.
Therefore we resort to the use of the analytical expressions of Appendix
4.C. The results of Example 4.1, and 4.3 inidicate that these espressions
are accurate for all systems in the geometric handover case. In the signal-
strenght handover case, the expressions are only accurate for the SICR-
SSFR system and the SICR-RCS-WIN (e = 1) system, see Example 4.2
and 4.3. Note that for σ0 larger than three degrees, Example 4.3 indicates
that, the SICR-SSFR system achieves the analytical performance if more
than sixteen channels are available per group. In practical applications,
it is likely that this is the case even if several power groups are employed.

Example 4.5

Assumptions

This example investigates the impact of the number of antennas m,
the angular spread σ0, (r0 = ∞) on the performance of the systems
for which the analytical expressions agree with simulation results (see
above). As a reference, a K = 3, S = 3 system with one antenna
per sector, i.e., m = 1, employing geometric handover is used. The
outage probability for this system is estimated to be 2.2% (using the
analytical expression for the SICR-RCS-WON system). For the SICR-
SSFR system the channel reuses (K,S) ={(3, 3),(3, 1),(4, 1),(1, 3),(1, 1)}
are considered with D = 2, . . . , 9, σ0 = {0o, 3o, 6o}, m = 1, . . . , 20
and geometric as well as signal strength based handover. The SICR-
RCS-WON and the SICR-RCS-WIN(e=1) systems are considered us-
ing (K,S) = {(4, 1),(1, 3),(3, 1),(1, 1), (1.5, 1),(2, 1)}. The channel reuse
schemes (K,S) = (1.5, 1) and (K,S) = (2, 1) were not introduced in
Section 3.1.1. However, they are defined in Appendix 4.A below.
Results:

In Figure 4.9 and 4.10 below, the number of antennas required to
achieve an outage probability less than 2.2% is plotted as a function of the
(relative) spectrum efficiency 9E, (note that for the reference system E =
1/9) for the SICR-SSFR system, assuming geometric and signal-strength
handover, respectively (only the most favorable frequency reuses in terms
of K and S are shown). In Figure 4.11 and 4.12 the number of antennas
required to achieve the target performance is plotted as a function of
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the spectrum efficiency 9E, for the SICR-RCS-WIN system, assuming
geometric and signal-strength handover, respectively. The corresponding
results for the SICR-RCS-WON systems are shown in Figure 4.13.
Observations

The highest capacity is always achieved with SICR-SSFR with a
few exceptions. In these exceptional cases, the SICR-SSFR system re-
quires an additional antenna (per sector) to achieve the same capacity as
SICR-RCS-WIN. The SICR-SSFR system achieves its performance by a
combination of a reduced cluster size and multiple mobiles per channel.
An important feature of the SICR-SSFR system, especially when signal-
strength handover is employed, is its ability of delivering capacity larger
than one (in terms of E defined in (3.2)).

At a given number of antenna elements per sector, the capacity of
SICR-RCS-WIN is always higher than that of SICR-RCS-WON, except
when three antennas per sector, and geometric handover is applied. In
this case the capacity of the SICR-RCS-WIN and SICR-RCS-WON are
equal.
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Figure 4.9: Number of antennas required as a function of capacity for the
SICR-SSFR system, in the geometric handover case. The points in the
plot correspond to ’x’: K = 3, S = 3, D = 2, 3 ’o’: K = 7, S = 1,D =
2, . . . , 9.
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Figure 4.10: Number of antennas required as a function of capacity for
the SICR-SSFR system, in the signal-strength handover case. The points
in the plot correspond to ’x’: K = 4, S = 1, D = 2, 3, . . . , 14 ’o’: K =
7, S = 1,D = 2, 4.
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Figure 4.11: Number of antennas required as a function of capacity,
for the SICR-RCS-WIN system (using e = 1) assuming geometric han-
dover. The points in the plot correspond to ’x’: σ0 = 0o, ’o’: σ0 = 3o,
and ’+’: σ0 = 6o. The frequency reuses employed are (K,S) = {
(4, 1),(1, 3),(2, 1),(1.5, 1), (1, 1)}.
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Figure 4.12: Number of antennas required as a function of capac-
ity, for the SICR-RCS-WIN system (using e = 1) assuming signal-
strength handover. The points in the plot correspond to (K,S) =
{(4, 1),(1, 3),(2, 1),(1.5, 1),(1, 1)}.
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Figure 4.13: Number of antennas required as a function of capacity, for
the SICR-RCS-WON system assuming geometric handover. The points
in the plot correspond to (K,S) = {(4, 1),(3, 1)}.
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4.3 Conclusions and Discussion

The following sections list conclusions drawn from the observations made
above, and discuss critical assumptions.

4.3.1 Uplink Near-Far Effects and Power Control

In Examples 4.1 and 4.2 the near-far ratio, defined as the quotient of
the power of the strongest user to the power of the weakest desired user
allocated to the same time-slot (averaged over the fast fading), is inves-
tigated for the different systems. The results show that this ratios up
to 25dB occurs for all systems except one. This system is SICR-RCS
with e = 1 and signal-strength handover. For this system the near-far
ratio is typically less than 4dB. We believe that the near-far ratio 25dB
is manageable, although 4dB is of course more favorable. For instance a
smaller number of bits is required in the analogue to digital converters.
This makes the SICR-RCS with e = 1 and signal-strength handover more
suited for a completely digital uplink solution1, than the other investi-
gated alternatives.

The results of Examples 4.1 and 4.2 also show that the dynamic power
control range in the mobiles must be larger than 50dB in the e = 1 case,
while ≈ 30dB is sufficient in the e = 0.3 and SICR-SSFR case. As a
reference, the GSM standard supports a power control range of 30dB,
[MP92].

Critical for the conclusions in this section regarding the SICR-RCS
system with e = 0.3 is that the speed of the intra-cell channel allocation
is fast enough to follow the shadow fading. With e = 1, the critical
assumption is that the power control is fast enough to follow the shadow
fading. For the SICR-SSFR system both requirements are critical.

It is concluded that the uplink near-far problem can be managed if
a sufficiently fast power-control or intra-cell handover is available. The
smallest uplink near-far ratios are obtained if a fast inter-cell handover
and power control with e = 1 is employed.

1by this we mean that the entire receive bandwidth is digitized at once [Mit95,
Wep95]
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4.3.2 Uplink Power Control Downlink Performance
Dependence

The results of Examples 4.1, 4.2, and 4.5 show that the uplink power
control is critical for the downlink performance of systems with downlink
inter-cell nulling. In particular, the results show that the power control
parameter e = 1 yields much better results than e = 0.3. Thus the
conjecture of Section 3.3.2.1, which stated that the base will be able
to identify and null the mobiles with poor downlink quality if e = 1 is
applied, appears correct.

Is this result general ? If the identification threshold Pmin is made
sufficiently small (i.e., the base can identify very weak mobiles), then e =
0.3 will perform equally well. The conclusion may thus not be true for any
system. However, the result indicates the importance of an issue which is
typically overlooked. It should also be noted that the SICR beamformer
takes the desired signal strength at identified interfering mobiles into
account in the criterion function (in order to achieve this, information
has to be transmitted between the bases in the e = 0.3 case but not
in the e = 1 case, Section 3.3.2.3). If this is not the case, the effect
may be worse since deep nulls can point towards users with already good
signal to interference ratio. This problem does not arise in systems with
only two users and two base stations, and analysis and experiments under
such conditions can therefore be misleading. The issues raised here apply
equally to TDD systems as to FDD systems.

4.3.3 Agreement Between Simulation and Analytical
Results

An investigation of Examples 4.1, 4.2, 4.3 and 4.4 reveals that the closed
form expressions for the outage probabilities of the SICR-SSFR, SICR-
RCS-WIN(e = 1) and SICR-RCS-WON systems are accurate or pes-
simistic in all cases but one. The exception is SICR-SSFR with large
angular spread and a small number of channels, and thereby not well
separated same-channel users, see Example 4.3. From this discussion it
is concluded that the analytical expressions can be used to obtain an ini-
tial pessimistic estimate of the performance of a given approach, although
it should be kept in mind that the SICR-SSFR system needs well sepa-
rated same-sector co-channel users to achieve its analytical performance
at high angular spread values.

The accuracy of the closed form expression is found to be good in the
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SICR-SSFR case if sixteen (or more) channels per group are employed,
see Example 4.3. In the SICR-RCS-WIN case good agreement is found if
e = 1 is employed, see Examples 4.1,4.2 and 4.4. In the SICR-RCS-WON
case finally, slow handover has to be assumed to achieve good agreement,
see Example 4.1 and 4.2.

The critical assumptions for the closed-form solutions are the same
as for the simulations and are treated in Section 4.3.4, below.

4.3.4 Capacity Estimates

Based on Example 4.3 the following conclusions are drawn: The highest
capacity enhancement is achieved with SICR-SSFR with a few excep-
tions. In these exceptional cases, the SICR-SSFR system requires an
additional antenna (per sector) to achieve the same capacity as SICR-
RCS-WIN. The SICR-SSFR system achieves its optimal performance by
a combination of a reduced cluster size and multiple mobiles per channel.
An important feature of the SICR-SSFR system, especially when signal-
strength handover is employed, is its ability to deliver a capacity larger
than one (in terms of E defined in (3.2)).

At a given number of antenna elements per sector, the capacity of
SICR-RCS-WIN is always higher than or equal to that of SICR-RCS-
WON.

The results of Chapter 7 show that reasonable performance predic-
tions are obtained using the parameter setting r0 = ∞ and σ0 = 3o to
6o. Using the more optimistic value σ0 = 3o, and the results of Example
4.3 the following performance predictions are made:

Using five antenna elements per sector and the SICR-RCS-WON ap-
proach, a threefold capacity enhancement is achieved. Using SICR-RCS-
WIN(e = 1) threefold capacity enhancement is achieved using only three
antennas. Using SICR-SSFR and five or eighteen antennas per sector,
four and tenfold capacity enhancement is achieved respectively. With
an improved handover, ninefold capacity enhancement is achieved with
SICR-RCS-WIN(e = 1) and SICR-SSFR using seven and eight antenna
elements per sector, respectively. However, it is unclear how much of
the ninefold capacity enhancement should be attributed to the improved
handover in this case.

A critical assumption for the SICR-SSFR systems is the user distri-
bution. As illustrated by Example 4.3, the system needs same-cell users
with good spatial separation. As is also shown by Example 4.3, this can
probably be achieved if a reasonable number channels are available, and
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the users are uniformly distributed in the cell. The latter condition is
one of the critical issues of SSFR approaches. In the RCS cases, there is
no immediate reason to expect degradation in the overall performance of
the network if the user distribution is not uniform.

The results of Chapter 7 indicated that σ0 = 3o to 6o, r0 = ∞ yields
good average performance predictions, although significant deviations oc-
cur in particular instances. In the RCS approaches there is good hope
that these deviations do not effect performance negatively. This is be-
cause the RCS approaches herein do not attempt to allocate users in a
fashion that maximizes the interference suppression of the adaptive an-
tenna pattern. In contrast, the SSFR system allocates the users such
that desired and interfering signal directions have disjunct angular power
distributions. This means that the performance deviations (between the
performance predicted by the model and the actually obtained perfor-
mance), may cause degradation in the SSFR case.

In conclusion, the SICR-SSFR system provides the highest capacity
in most investigated cases, under the uniform user distribution and the
GAAO propagation model. The capacity of SICR-RCS-WIN(e = 1) only
matches or exceeds the SICR-SSFR system for a few parameter settings.
On the other hand, the SICR-RCS-WIN(e = 1) system appears to be
more robust with respect to the propagation and user distributions. For
this reason, the SICR-RCS-WIN(e = 1) is the system of choice, in the
cases when the capacity of the two systems are equal. In the remaining
very large number of cases, the impact of the performance deviations
between predicted and actually obtained performance in Chapter 4, has
to be evaluated. There is thus no clear “winner” between SICR-RCS-
WIN(e = 1) and SICR-SSFR. The capacity of the SICR-RCS-WIN(e =
1) equals or exceeds that of the SICR-RCS-WON, at a given number of
antenna elements per sector.

There is no reason to believe that the conclusions drawn here for
the SICR-SSFR, SICR-RCS-WIN(e = 1) and SICR-RCS-WON systems,
should not be representative to the more general class systems based on
the SSFR, RCS-WIN and RCS-WON principles, Section 3.1.3.
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Appendix 4.A Frequency Reuse (K, S)=(1.5, 1)
and (K, S) = (2, 1)

In Section 3.1.1 different frequency planning schemes in terms of K
and S are introduced. The capacity of the schemes under the RCS ap-
proach is given by

E =
1

K × S
, (4.5)

see Section 3.1.3. A problem is that there is no reuse scheme in
Section 3.1.1 with capacity between E = 1/3 and E = 1. However, two
such schemes are introduced here, for the case that frequency hopping is
applied. Under both introduced schemes frequency planning is first done
according to (K,S) = (1, 1). Thus the entire spectrum is allocated to all
sectors. However, in the (K,S) = (1.5, 1) case only 1/1.5 = 0.66% of the
channels available in a sector are allowed to be used at the same time.
This is implemented such that the mobiles hop on all the frequencies
available, but only 1/1.5 = 0.66% of the possible collision free hopping
patterns are used at the same time. The outage probability of the reuse
scheme is obtained by using the results of Section 4.C.1 and 4.C.2 using
the geometric of the (K,S) = (1, 1) system, but with a reduced voice
activity factor. The voice activity factor is reduced from DTX = 0.5 to
DTX = 0.5× 0.66. The reason being that in order to obtain interference
from a certain base station in a certain point in time, there must be
a user allocated to the same frequency in the interfering base station
(probability 66%) and that user must be active (probability 50%). The
(K,S) = (2, 1) reuse scheme is generated the same way, using at most
50% of the channels available. Obviously, this is modeled by reducing
the DTX factor to DTX = 0.5 × 0.5.
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Appendix 4.B Simulation Procedure

The enumeration below describes the simulation procedure used in
the paper.

1. The positions of the 11 × 3 × 48 users in cells 1-9,12-13, are gen-
erated as follows: The position of user i is randomized with equal
probability in the area

(
cos(30o)

cos(θi,i)
)2/γ(

ri,i

R
) ≤ 2, |θi,i| ≤ 60o. (4.6)

The log-normal fading to each neighboring base station is random-
ized and the corresponding path gain is calculated. The position of
the user and the log-normal fading are regenerated (randomized)
if a “failure” is detected. In the slow-handover case a failure has
occurred if the average path-gain defined by (4.2) is larger for some
base other than base i. In the fast-handover case a failure has oc-
curred if the strongest path gain i.e., maxk Gk,i is more than 3dB
stronger than the desired-base path gain Gi,i. If there are n base
stations which are stronger then 0.5Gi,i (including the ith base),
then a “failure” is generated with probability (n − 1)/n. Thus a
random number is drawn to determine if a “failure” has occurred
or not.

2. The channel allocation algorithms are invoked (Sections 3.3.1.1 and
3.3.2.2). All simulations assume that the TDMA slots of the base
stations are synchronized, although this is critical only for the
reduced cluster size approach with directed nulls. However, the
TDMA frames are desynchronized in the sense of each base having
a random offset of 1-8 eight bursts.

3. Weighting vectors (Chapter 3) are calculated for all users in sectors
1a-c, 2b-c, 3b, 4a, 5a, 6a, 7c in the 1/1 reuse case and 1a, 4a, 5a,
6a in the 1/3 reuse case. In the SSFR approach only one weighting
vector per user is necessary. This applies also to the reduced clus-
ter size approach if nulling is not applied. With nulling however,
multiple weighting vectors per user must be calculated. This is due
to the fact that frequency hopping is applied and thereby different
co-channel users appear in different time slots. In order to calculate
the weighting vectors it is therefore necessary to determine which
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users are identified by the base. This requires the power control set-
tings to be calculated. Thus the power control at the mobiles are
calculated first. Then it is determined which of the interfered users
are stronger than Pmin, (and thus identified, see Section 3.3.2.3).
Only users in neighboring cells are candidates.

4. For each of the 48 users in subcell 1a, it is investigated whether
they are experiencing acceptable speech quality or not. Based on
the reasoning in Section 4.1, we assume that this is the case if the
instantaneous signal to interference ratio exceeds 3dB in at least
80% of the time slots. The fraction is calculated as follows: The
mean desired power averaged over fading Gi,i for the considered
user is calculated using (2.35). A random frequency hopping pat-
tern is simulated by randomizing the co-channel user in cells 1 − 7
with neighboring cells 10000 times. For each of the 10000 hops the
co-channel users are drawn with equal probability among the mo-
biles allocated in the time slot. The mean interference (averaged
over fading) at user i, is calculated for each hop using the formula

Ii =
∑

k 6=i

ηkGk,iw
∗
kR(θk,i, σk,i)wk, (4.7)

where wk is the weighting vector of the kth user and Gk,i, θk,i, and
σk,i are the propagation parameters between the ith user and the
kth users desired base (can be the same base in the SSFR case),
see Figure 4.14 below. The sectors selected in the sum of (4.7) are
the co-channel users in cell 1b, 1c, 2b, 2c, 3b, 4a, 5a, 6a, 7c in the
K = 1,S = 1 case, and 1a, 4a, 5a, 6a in the K = 1,S = 3 case.
Notice that with SSFR, there are D co-channel users per sector
(Section 3.3.1).

To simulate discontinuous transmission the factor ηk is randomized
independently for each hop (Pr{ηk = 1} = 1 − Pr{ηk = 0} =
DTX = 0.5), except the same sector co-channel users which are
assumed to be active all the time. Note that the users who use the
same channel within the same sector are the same in each time slot
(Section 3.3.1.1). When the mean desired and interfering signals
have been calculated the probability for the instantaneous signal
to interference ratio to exceed 3dB is calculated using (4.4) (for
the concider hop) This probability is averaged over the hops to
obtain the fraction of time which the considered user has a signal
to interference ratio better than 3dB.
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Finally, the number of users with acceptable speech quality are
counted and the outage probability is estimated as the fraction of
users in sub-cell 1a with unacceptable quality.

The ith base

The kth base

rk,i

θi,i

θk,i

ri,i

The ith mobile

Figure 4.14: Illustration of the downlink geometry
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Appendix 4.C Analytical Results

In this section, we derive analytical approximations of the outage
probability for the SICR-SSFR system, the SICR-RCS-WIN (only in the
e = 1 case) and the SICR-RCS-WON (independent of e). In order to ob-
tain analytical expressions we make some assumptions which are different
from the assumptions used in the simulations. Among those assumptions
are the antenna spacing, the number of users in the system and the spa-
tial distribution of the users. The antenna spacing is slightly increased
to

∆ = λ/
√

3, (4.8)

and the number of users is assumed large (infinite). The spatial probabil-
ity density of the user positions (seen from the desired base) is assumed
to be given by

f(ri,i, θi,i) = constant×
{

ri,i cos(1−4/γ)(θi,i) if r ≤ r0g(θ), |θ| ≤ 60o

0 elsewhere,
(4.9)

where g(θ) is given by

g(θ) = R(
cos(θi,i)

cos(30o)
)2/γ , (4.10)

and the choice of r0 is defined by the handover algorithm assumed. In Sec-
tions 4.C.3-4.C.2 below approximative expressions for the outage prob-
ability (probability of unacceptable speech quality) conditioned on the
user position are obtained for the three cases. In order to obtain the un-
conditioned outage probability, the sub-cells are divided into “elements”,
Ω(i1, i2) , defined by

Ω(i1, i2) = {0.05i1 ≤ (
cos(30o)

cos(θi,i)
)2/γ(ri,i/R) ≤ 0.05 + 0.05i1,

and 5i2 − 60 ≤ θ ≤ 5i2 − 55}. (4.11)

This partitioning is illustrated in Figure 4.15 using i1=0,. . . ,17, i2 =
0,. . . , 23, i.e., r0 = 0.9. The outage probability is calculated for a central
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point in each element. Then, the unconditioned outage probability is
obtained as the sum of the central point outage probabilities weighted by
the fraction of users in the element. These fractions are calculated using
the formula

∫

Ω(i1,i2)

f(r, θ)drdθ =
((0.4 + 0.05i1)

2 − (0.35 + 0.05i1)
2)√

3r2
0

×

(sin(5i2 − 55) − sin(5i2 − 60)). (4.12)

The intuition behind the approach is that the elements should be small
enough that the outage probability is approximately constant within an
element.

It is easily shown that the mean downlink desired signal strength
along the borders of the “annular elements” (where annular element i1
is defined as

⋃
i2

Ω(i1, i2)) are constant. If the user distributions of all
subcells in the system are added, only small spots are left “empty” if
r0 = 0.9 is used. Thus r0 = 0.9 will be used when “geometric based
handover” is assumed. Previous results, [MP92], have shown that the
gain of mobile assisted over geometric based handover is about 4dB. We
model this effect by choosing r0 = 0.7, and thereby moving the mobiles
(a distance corresponding to 4dB, using γ = 3.5), closer to the base.
In Sections 4.C.1, 4.C.2 and 4.C.3 below, SICR-RCS-WIN, SICR-RCS-
WON and SICR-SSFR are treated respectively. The SICR-RCS-WIN
system is only investigated in the case e = 1. (e is defined in Section
3.3.2.1).
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Figure 4.15: The division of the subcell

4.C.1 SICR-RCS-WIN with e = 1

Consider the speech quality experienced by the ith user. We assume that
all bases erroneously believe that their desired mobile has zero angular
spread i.e., σk,k = 0o for all k. Using the equations of Section 3.2.1 and

R(θk,k, 0) = ã(θk,k)ã∗(θk,k), (4.13)

where ã(θ) is defined by

ã(θ) =

[1, exp(−j2π sin(θ)/
√

3), . . . , exp(−j2π(m − 1) sin(θ)/
√

3)]T . (4.14)

yields the following expression for the weighting vector at the kth base

wk = M−1ã(θk,k)/(ã∗(θk,k)M−1ã(θk,k)). (4.15)

Assuming that base k has identified the ith mobile (i.e., the parameters
Gk,i/Gi,i,θk,i and σk,i are known by the kth base) and no other co-channel
mobile yields
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M = B((2π/
√

3) sin(θk,i))Dk,iB
∗((2π/

√
3) sin(θk,i)) (4.16)

where

Dk,i =
Gk,i

Gi,i
R(0, σk,i cos(θk,i)) + (r − 1)PminI, (4.17)

and

B(x) = diag(1, exp(−jx), . . . , exp(−j(m − 1)x)). (4.18)

Using (3.3) and (4.15) we obtain that the undesired power (averaged over
the fast fading) at the identified interfered user is given by

Gk,iw
∗
kR(θk,i, σk,i)wk =

Gk,iã
∗(θk,k)M−1R(θk,i, σk,i)M

−1ã(θk,k)

(ã∗(θk,k)M−1ã(θk,k))2
. (4.19)

Using

M−1 = B((2π/
√

3) sin(θk,i))D
−1
k,iB

∗((2π/
√

3) sin(θk,i)) (4.20)

and

ã(x) = B((2π/
√

3) sin(x))ã(0) (4.21)

in (4.19) yields

Gk,iw
∗
kR(θk,i, σk,i)wk =

Gk,iã
∗(0)B∗(α̃k)D−1

k,iR(0, σk,i cos(θk,i))D
−1
k,iB(α̃k)ã(0)

(ã∗(0)B∗(α̃k)D−1
k,iB(α̃k)ã(0))2

(4.22)

where

α̃k = ((2π/
√

3) sin(θk,k) − (2π/
√

3) sin(θk,i))2π. (4.23)

Thus with multiple interfering base stations (which all have identified the
ith mobile but no other mobile) the interference to signal ratio at the ith
mobile is given by
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SIR−1 =

∑

k 6=i

ηk

Gk,iã
∗(0)B∗(α̃k)D−1

k,iR(0, σk,i cos(θk,i))D
−1
k,iB(α̃k)ã(0)

Pd(ã∗(0)B∗(α̃k)D−1
k,iB(α̃k)ã(0))2

. (4.24)

where ηk is the voice activity factor (Pr{ηk = 1} = 1 − Pr{ηk = 0} =
DTX) and Pd is the desired power. Assuming that base i has not iden-
tified any co-channel mobile, Pd is given by

Pd =
Gi,i

m2
ã∗(θi,i)R(θi,i, σi,i)ã(θi,i). (4.25)

From Appendix 4.D we have the approximation

Pr{SIRinstantaneous ≤ SIRt} =
SIR0

(1 + SIR0/SIRt)SIR
. (4.26)

Combining (4.24), (4.26) and (4.25) yields

Pr{SIRinstantaneous ≤ SIR0} =

∑

k 6=i

ηk

m2Gk,iã
∗(0)B∗(α̃k)D−1

k,iR(0, σk,i cos(θk,i))D
−1
k,iB(α̃k)ã(0)

Gi,iã∗(θi,i)R(θi,i, σi,i)ã(θi,i)(ã∗(0)B∗(α̃k)D−1
k,iB(α̃k)ã(0))2

×

SIR0

(1 + SIR0/SIRt)
. (4.27)

The impact of frequency hopping and discontinuous transmission is now
appropriately modeled by averaging over the distribution of ηk and α̃k,
since infinitely many co-channel users and infinitely many channels to
hop on are assumed. It follows from the results of Appendix 4.E that α̃k

is uniformly distributed [0, 2π] and independent of θk,i. Thus (4.27) can
be rewritten

Pr{SIRinstantaneous ≤ SIRt} =

(
∑

k 6=i

∫ 2π

α̃=0

m2Gk,iã
∗(0)B∗(α̃)D−1

k,iR(0, σk,i cos(θk,i))D
−1
k,iB(α̃)ã(0)

Gi,iã∗(θi,i)R(θi,i, σi,i)ã(θi,i)(ã∗(0)B∗(α̃)D−1
k,iB(α̃)ã(0))2

dα̃)×

SIR0

(1 + SIR0/SIRt)
DTX (4.28)
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Let us define f(x, y) as

f(x, y) =

x

∫ 2π

α̃=0

ã∗(0)B∗(α̃)D̆−1(x, y)R(0, y)D̆−1(x, y)B(α̃)ã(0)

(ã∗(0)B∗(α̃)D̆−1(x, y)B(α̃)ã(0))2
dα̃ (4.29)

where

D̆(x, y) = xR(0, y) + I. (4.30)

Then the availability can be written as

Pr{SIRinstantaneous ≤ SIRt} =

m2(r − 1)PminSIR0

ã∗(θi,i)R(θi,i, σi,i)ã(θi,i)(1 + SIR0/SIRt)
(DTX)×

∑

k 6=i

f(Gk,i/(Gi,i(r − 1)Pmin), σk,i cos(θk,i)). (4.31)

The function f(x, y) is plotted in Figure 4.16 below using m = 10, i.e.,
with ten antenna elements.
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Figure 4.16: Illustration of the function f(x, y).

Define g(z, y) as

g(z, y) = max
x

{f(x, y) ≤ z}. (4.32)

Assume that adequate transmission quality is obtained if the instanta-
neous signal to interference ratio is larger than SIRt in at least a fraction t
of time slots. Then the probability of outage (inadequate speech quality)
can be approximated as
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1 − Pr{Outage} =

Pr{ m2(r − 1)PminSIR0

ã∗(θi,i)R(θi,i, σi,i)ã(θi,i)(1 + SIR0/SIRt)
DTX×

∑

i

f(Gk,i/(Gi,i(r − 1)Pmin), σk,i cos(θk,i)) ≤ t}

≈ Pr{Gk,i/(m2(r − 1)PminGi,i)

≤ g((DTX)−1ã∗(θi,i)R(θi,i, σi,i)ã(θi,i)(
(1 + SIR0/SIRt)

(r − 1)m2PminSIR0
t),

σk,i cos(θk,i)), ∀i}
= Pr{10 log(Gk,i) − 10 log(Gi,i) − 10 log((r − 1)Pmin)

≤ 10 log(g((DTX)−1ã∗(θi,i)R(θi,i, σi,i)ã(θi,i)×

(
(1 + SIR0/SIRt)

m2(r − 1)PminSIR0
t), σi cos(θi)),∀i}. (4.33)

Assuming that the log normal fading (between a mobile and several base
stations) is correlated with correlation coefficient, c, i.e.,

E{10 log(Lk1,i)10 log(Lk,i)} = cσ2
L, (4.34)

the path gains Gk,i can be written

Gk,i = (
1

rk,i
)γLk,i cos2(θk,i) (4.35)

= (
1

rk,i
)γ100.1(

√
cξi+

√
1−cξk,i) cos2(θk,i) (4.36)

= 100.1(
√

cξi+
√

1−cξk,i+mk,i) (4.37)

where ξk,i are independent, normally distributed random variables with
mean zero and standard deviation σL. The mean mk,i is given by

mk,i = −10γ log(rk,i) + 20 log(cos(θk,i)). (4.38)

Conditioning on the position of the user, we obtain
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1 − Pr{Outage|ri,i, θi,i}

=

∫ ∞

x=0

fξi,i
(x)

∏

k 6=i

Pr{ξk,i ≤ x + 10 log((r − 1)Pmin)+

1√
1 − c

× (mi,i − mk,i+

10 log(g(
ã∗(θi,i)R(θi,i, σi,i)ã(θi,i)(DTX)−1(1 + SIR0/SIRt)

m2(r − 1)PminSIR0
t,

σk,i cos(θk,i))))}. (4.39)

Using the fact that ξk,i is normally distributed with mean zero and vari-
ance σ2

L we obtain

Pr{Outage|ri,i, θi,i} = 1 − 1√
2π(1 − c)σL

∫ ∞

x=0

exp(
−x2

2σ2
L(1 − c)

)×
∏

k 6=i

Q(y0)dx, (4.40)

where y0 and Q(y0) are given by

σL(
√

1 − c)y0 = mk,i − mi,i − x − 10 log((r − 1)m2Pmin)−
10 log(g(ã∗(θi,i)R(θi,i, σi,i)ã(θi,i)DTX−1

(SIR−1
0 + SIR−1

t )(r − 1)−1P−1
mint, σk,i cos(θk,i))) (4.41)

and

Q(y0) =
1√
2π

∫ ∞

y=y0

e−y2/2dy. (4.42)

respectively. When (4.40) is applied in this chapter, only the first tier of
interfering base stations are taken into account. Furthermore, only the
sector directed most closely towards the mobile of each cell is considered,
since overly pessimistic results would otherwise be obtained. This is be-
cause (4.40) does not assume fully correlated log-normal fading between
a mobile and the three sectors of a base station site, which is the case in
the simulations.
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4.C.2 SICR-RCS-WON (e independent analysis)

We assume that the kth base transmits with the weighting vector

wk =
1

m
ã(θk,k), (4.43)

independently of the angular spread of the desired user σk,k. This is an
approximation since the true solution involves the angular spread of the
desired mobile. With this choice of weighting vector the results of the
previous section can be used by letting the matrices M, Dk,i, and D̆(x, y)
all be equal to the identity matrix i.e.,

M = Dk,i = D̆(x, y) = I. (4.44)

Using (4.44) in (4.29) yields

f(x, y) = x/m, (4.45)

which in turn implies

g(z, y) = m × z. (4.46)

Using (4.25) and (4.46) in (4.40) yields

Pr{Outage|ri,i, θi,i} =

1 − 1√
2π

∫ ∞

x=0

exp(
−x2

2σ2
L(1 − c)

)
∏

k 6=i

Q(y0)dx, (4.47)

where y0 and Q(y0) are given by

σL(
√

1 − c)y0 = mk,i − mi,i − x−
10 log(t(mDTX)−1(SIR−1

t + SIR−1
0 )ã∗(0)R(0, σ cos(θi,i))ã(0)), (4.48)

and (4.42), respectively. When (4.47) is applied in this chapter, only the
first tier of interfering base stations are taken into account. Furthermore,
only the sector directed most closely towards the mobile of each cell is
considered, since overly pessimistic results would otherwise be obtained.
This is because (4.40) does not assume fully correlated log-normal fading
between a mobile and the three sectors of a base station site, which is
the case in the simulations.
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4.C.3 SICR-SSFR

Without of loss of generality we will consider the transmission quality
experienced by user 1. The spread in terms of the beamwidth, σ̃, (see
(2.27)) within annular element i1 (seen from the desired base) is bounded
by

σ̃ ≤ π2
√

3

270o
σ(0.05i1R(

cos(θ)

cos(30o)
)2/γ), (4.49)

where the function σ(r) is defined in (2.36). It is assumed that the base
erroneously believes that all users inside the annular element i1, have
their σ̃ equal to the bound in (4.49) or equivalently

σ =
σ̆

cos(θi,i)
, (4.50)

where σ̆ is given by

σ̆ = σ(0.05i1R(
cos(θ)

cos(30o)
)2/γ). (4.51)

Introduce the transformed angle θ̃ defined by

θ̃ = (
2π√

3
sin(θ))2π. (4.52)

The results of Appendix 4.E, yield that the transformed azimuth angle
θ̃i,i, for the users within an annular element are uniformly distributed
[0, 2π]. When the channel allocator described in Section 3.3.1.1 is applied
to the group, it follows (proof in Section 4.F) that the transformed angles
θ̃ = [θ̃1, . . . , θ̃d] of the same sector co-channel mobiles (seen from their
desired base) converge to

θ̃1 = Uniform[0, 2π] (4.53)

(θ̃k − θ̃1)2π =
2π

D
(k − 1), (4.54)

as the number of users tends to infinity. Assume that the vector of

transformed angles is θ̃ at the desired base and θ̃
k

at the kth interfering
base. Assume further that the mobiles in the interfering cells belong to
the annular element i1 with respect to their base. Let Gk,1, θk,1, σk,1,
and G1,1, θ1,1, σ1,1 be the propagation parameters of user 1 seen from the
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kth interfering base desired and the base 1 respectively. The situation is
depicted in Figure 4.17.

Then the interference to signal ratio (averaged over fading) at user 1
(with transformed azimuth angle θ̃1) is given by

CIR−1 =
1

Pd

d∑

n=2

ηnw̃∗
n(θ̃, σ̆)R(θ1,1, σ1,1)w̃n(θ̃, σ̆)

+
∑

k

Gk,1

G1,1Pd

d∑

n=1

ηk
nw̃∗

n(θ̃
k
, σ̆)R(θk,1, σk,1)w̃n(θ̃

k
, σ̆), (4.55)

where

Pd = w̃∗
1(θ̃, σ̆)R(θ1,1, σ1,1)w̃1(θ̃, σ̆), (4.56)

η is the voice activity factor (η = 1 when the user is active and η = 0
when the user is inactive Pr{η = 1} = DTX), and the functions w̃n(θ̃, σ̆),
n = 1, . . . ,D are introduced in Section 4.C.4. Using (4.54),(4.78-4.79),
(4.84-4.85 ), in (4.55) and (4.56) yields

CIR−1 =
1

Pd

d∑

n=2

ηnw̃∗
n(θ̆, σ̆)R(0, σ1,1cos(θ1,1))w̃n(θ̆, σ̆)+

∑

k

Gk,1

G1,1Pd

d∑

n=1

ηk
nw̃∗

n(θ̆, σ̆)B(α̃k)R(0, σ̆)B∗(α̃k)w̃n(θ̆, σ̆), (4.57)

and

Pd = w̃∗
1(θ̆, σ̆)R(0, σ1 cos(θ1,1))w̃1(θ̆, σ̆), (4.58)

where

θ̆ = [0,
2π

D
, . . . , (D − 1)

2π

D
] (4.59)

α̃k = (θ̃k
l − 2π√

3
sin(θk,1)])2π (4.60)

and B(x) is defined in (4.72). From Appendix 4.D we have the approxi-
mation
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Pr{SIRinstantaneous ≤ SIRt} =
SIR0

(1 + SIR0/SIRt)SIR
. (4.61)

The impact of frequency hopping and discontinuous transmission (assum-
ing large number of users) is now appropriately modeled by averaging over
ηk

n and α̃k. For safety we assume that ηn = 1 i.e., same sector co-channel
users are always active. It follows from the results of Appendix 4.E that
α̃k is uniform distributed [0, 2π] and independent of θk,1. We thus obtain

Pr{SIRinstantaneous ≤ SIRt} =

SIR0

(1 + SIR0/SIRt)
(c1 + c2d(

∑

k

Gk,1

G1,1
)) (4.62)

where

c1 =
1

Pd

d∑

n=2

w̃∗
n(θ̆, σ̆)R(0, σ1,1 cos(θ1,1))w̃n(θ̆, σ̆) (4.63)

c2 =
DTX

Pd
w̃∗

n(θ̆, σ̆)(
1

2π

∫ 2π

α̃=0

B(α̃)R(0, σ̆)B∗(α̃))w̃n(θ̆, σ̆) (4.64)

=
DTX

Pd
w̃∗

1(θ̆, σ̆)w̃1(θ̆, σ̆). (4.65)

Assume that adequate speech quality is obtained if the instantaneous
signal to interference ratio is larger than SIRt in at least a fraction t of
time slots. Then the probability of outage (inadequate speech quality)
can be approximated as

Pr{Outage} = Pr{(
∑

i

Gk,1

G1,1
) ≥ t(SIRt + SIR0) − c1SIR0SIRt

SIRtSIR0Dc2
}. (4.66)

Combining (4.66), and (4.37) yields

Pr{Outage} =
{

1 if t ≤ c1((SIR0)
−1 + (SIRt)

−1)−1,

Pr{β −
√

1 − cξ1,1 − m1,1 ≥ ρ} if t > c1((SIR0)
−1 + (SIRt)

−1)−1.

(4.67)
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where

β = 10 log(
∑

k

100.1(
√

1−cξk,1+mk,1)). (4.68)

ρ = 10 log(
t(SIRt + SIR0) − c1SIR0SIRt

SIRtSIR0Dc2
) (4.69)

and ξk is N(0, σL) and mk,i is given by (4.38). Previous results, [SY81],
have shown that a sum of log-normal random variables is closely approxi-
mated by another log-normal random variable. Thus conditioning on the
position of user 1, β defined in (4.68) is approximately normal. We use
the procedure described in [SY81] to obtain the mean mβ and standard
deviation σβ of β. Given the position of the user 1, we calculate the
probability of outage as

Pr{Outage|r1,1, θ1,1} =

{
1 if t ≥ c1SIR0,

Q(
ρ+m1,1−mβ√
σ2

β
+(1−c)σ2

dB

) if t > c1SIR0.
(4.70)

where Q(x0) is defined as

Q(x0) =
1√
2π

∫ ∞

x=x0

e−x2/2dx. (4.71)
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Figure 4.17: The entities involved in reception at the user 1.

4.C.4 Lemmas to Section 4.C.3

Define B(x) as

B(x) = diag(1, exp(−jx), . . . , exp(−j(m − 1)x)). (4.72)

From the definition of B(x) in (4.72) we immediately obtain,

B−1(x) = B∗(x) (4.73)

= B(−x) (4.74)

and

B(x + ∆x) = B(∆x)B(x). (4.75)

Using (2.26), (2.27), (4.8) and (4.72) we obtain

R(θ, σ̆/cos(θ)) = B(
2π√

3
sin(θ))R(0, σ̆)B∗(

2π√
3

sin(θ)). (4.76)

Define R̃(θ̃, σ̆) as
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R̃(θ̃, σ̆) = B(θ̃)R(0, σ̆)B∗(θ̃). (4.77)

From (4.76) and (4.77) we obtain,

R(θ, σ̆/cos(θ)) = R̃(
2π√

3
sin(θ), σ̆). (4.78)

Using (4.75) and (4.77) we arrive at,

R̃(θ̃ + ∆θ̃, σ̆) = B(∆θ̃)R̃(θ̃, σ̆)B∗(∆θ̃). (4.79)

Define w̃k(θ̃, σ) as

w̃k(θ̃, σ) = arg min
x∗M̃1x=1

x∗M̃x, (4.80)

where

M̃1 = R̃(θ̃k, σ) (4.81)

M̃ =

d∑

n=1,n 6=k

R̃(θ̃n, σ̆) + (R/D)ldI. (4.82)

Assuming that users 1, . . . , d are same sector co-channel mobiles and
that their angular spread seen from the desired base are given by σi,i =
σ̆/ cos(θi,i), we obtain from (3.4), (3.7), (3.13), (4.78) and (4.80-4.82)
that

wl = w̃l(
2π√

3
sin(θ1,1), . . . ,

2π√
3

sin(θD,D), σ̆). (4.83)

Since B(x) and R̃(x, σ̆) are periodic with periodicity 2π in x (from (4.72)
and (4.79)) we obtain

w̃l(θ̃, σ̆) = w̃l(θ̃1 + k12π, . . . , θ̃d + kD2π, σ0), (4.84)

where k1, . . . , kd are integers.

Theorem 1 The following angle invariance property for the weighting
vectors holds

w̃k(θ̃, σ̆) = B∗(∆)w̃k(θ̃1 + ∆, . . . , θ̃d + ∆, σ̆). (4.85)
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Proof:

Using (4.79) and (4.80)-(4.82) we obtain that w̃k(θ̃1 + ∆, . . . , θ̃d +
∆, σ̆) = w̃k(θ̃ + ∆, σ̆) is given by,

w̃k(θ̃ + ∆, σ̆) = arg min
x

{
x∗B(∆)M̃B∗(∆)x

s. to x∗B(∆)M̃1B
∗(∆)x = 1.

(4.86)

Introducing y = B∗(∆)x yields

w̃k(θ̃ + ∆, σ̆) = arg max
x





y∗M̃y

s. to y∗M̃1y = 1

where y = B∗(∆)x

. (4.87)

From (4.80-4.82) and (4.87) it is obvious that

w̃k(θ̃, σ̆) = B∗(∆)w̃k(θ̃1 + ∆, . . . , θ̃d + ∆, σ̆). (4.88)
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Appendix 4.D Instantaneous Outage Proba-
bility

In appendix 4.C, analytical approximations of the outage probability
are derived. In these derivations the following approximation of (4.4) is
used

Pr{CIRinstantaneous ≤ CIRt} =
CIR0

(1 + CIR0/CIRt)CIR
, (4.89)

which is a “linearization” of (4.4) around CIR = CIR0. Using the param-
eters CIR0 = 100.9 and CIRt = 100.3, yields, at most, an underestimation
of Pr{CIRinstantaneous ≤ CIRt} by 1.1%.
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Appendix 4.E Distribution of θi,i

It follows from (4.9) that the distribution of θi,i inside an annular ele-
ment (defined given in the text of Section 4.C.3) or in the entire coverage
area is given by

fθi,i
(ν) =

2π

360o
√

3
cos(ν),−60o ≤ ν ≤ 60o. (4.90)

This result implies in turn that (2π/
√

3) sin(θi,i) is uniformly distributed
[−π, π].
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Appendix 4.F Proof of (4.54)

In this section equation (4.54) is proved. Let θ̃1,. . .,θ̃D, be the same
sector co-channel mobiles. The result of previous section yield that the
distribution of θ̃1, . . . , θ̃D are uniform distributed [0, 2π], when they are
taken separately (unconditioned). In Section 4.F.1, below it is shown
that the joint distribution function of θ̃1,. . .,θ̃D, is given by

Pr{(θ̃k − θ̃1)2π ≤ ∆xk|θ̃1 = x1, (θ̃2 − θ̃1)2π = ∆x2, . . . ,

(θ̃k−1 − θ̃1)2π = ∆xk−1}

= (2π−∆xk−1)
−Nk

(D−k+1)nc−1∑

n=0

(
Nk

n

)
(2π−∆xk)n(∆xk −∆xk−1)

Nk−n

where Nk = (D − k + 2)nc − 1 and ∆xk−1 ≤ ∆xk ≤ 2π, (4.91)

where nc is the number of channels used for the power-group. Using
(4.91) it is shown in Sections 4.F.2 and 4.G, that

E{(θ̃k − θ̃1)2π|θ̃1 = x1, (θ̃2 − θ̃1)2π = ∆x2, . . . ,

(θ̃k−1 − θ̃1)2π = ∆xk−1}
= ∆xk−1 + (2π − ∆xk−1)/(D − k + 2), (4.92)

and

VAR{(θ̃k − θ̃1)2π|θ̃1 = x1, (θ̃2 − θ̃1)2π = ∆x2, . . . ,

(θ̃k−1 − θ̃1)2π = ∆xk−1}
= (d − k + 1)(2π − ∆xk−1)

2/(((D − k + 2)nc + 1)(D − k + 2)2),
(4.93)

respectively (VAR denotes variance). From (4.92) and (4.93), it follows
that (θ̃k − θ̃1) converges to (k − 1) 2π

D , in second mean [GS92], as the
number of channels in the group, nc, goes to infinity.

4.F.1 Derivation of (4.91)

Assume that θ̃1 = x1, (θ̃2 − θ̃1)2π = ∆x2, . . . , (θ̃k−1 − θ̃1)2π = ∆xk−1 as
depicted in Figure 4.18.
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Divide the mobiles (within the same power group) into three disjunc-
tive sets A, B and C with the properties

A : (θ̃ − x1)2π ≤ ∆xk−1

B : ∆xk−1 < (θ̃ − x1)2π ≤ ∆xk

C : ∆xk < (θ̃ − x1)2π,

, (4.94)

where θ̃ is transformed angle of the mobiles. A close investigation of the
procedure described in Section 3.3.1.1, yields that the number of mobiles
in set A, No(A), is given by

No(A) = 1 + (k − 2)nc. (4.95)

Since all D×nc mobiles are contained in A∪B∪C the number of mobiles
in B ∪ C is,

No(B ∪ C) = Nk = (D − k + 2)nc − 1. (4.96)

The angle (θ̃ − x1)2π of the mobiles in B ∪ C is independently and uni-
formly distributed between ∆xk−1 and 2π. Thus the number of mobiles
in C will be binomially distributed according to

No(C) ∈ Bi(Nk,
2π − ∆xk

2π − ∆xk−1
). (4.97)

Now, from (4.94)

(No(B) ≥ nc) ⇔ ((θ̃k − θ̃1)2π ≤ ∆xk) (4.98)

but

No(B) ≥ nc ⇔ No(C) ≤ (D − k + 1)nc − 1. (4.99)

Thus from equation (4.98), (4.99) and (4.97) we finally obtain (4.91)

4.F.2 Derivation of Equation (4.92)

Differentiation of expression (4.91) with respect to ∆xk yields
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Figure 4.18: Illustration to Appendix 4.F.1

∂

∂∆xk
Pr{(θ̃k − θ̃1)2π ≤ ∆xk|θ̃1 = x1, (θ̃2 − θ̃1)2π = ∆x2, . . .

, (θ̃k−1 − θ̃1)2π = ∆xk−1} = (2π − ∆xk−1)
−Nk×

(d−k+1)nc−1∑

n=0

(Nk − n)

(
Nk

n

)
(2π − ∆xk)n(∆xk − ∆xk−1)

Nk−n−1

− (2π − ∆xk−1)
−Nk×

(d−k+1)nc−1∑

n=1

n

(
Nk

n

)
(2π − ∆xk)n−1(∆xk − ∆xk−1)

Nk−n. (4.100)

Since
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E{(θ̃k − θ̃1)2π|θ̃1 = x1, (θ̃2 − θ̃1)2π = ∆x2, . . .

, (θ̃k−1 − θ̃1)2π = ∆xk−1}∆xk−1

+

∫ 2π

∆xk=∆xk−1

(∆xk −∆xk−1)
∂

∂∆xk
Pr{(θk − θ1)2π ≤ ∆xk| . . . }d∆xk,

we obtain

E{(θ̃k − θ̃1)2π|θ̃1 = x1, (θ̃2 − θ̃1)2π = ∆x2, . . .

, (θ̃k−1 − θ̃1)2π = ∆xk−1} = ∆xk−1 + (2π − ∆xk−1)
−Nk×

(d−k+1)nc−1∑

n=0

(Nk − n)

(
Nk

n

)
h(n,Nk − n) − (2π − ∆xk−1)

−Nk×

(d−k+1)nc−1∑

n=1

n

(
Nk

n

)
h(n − 1, Nk − n + 1) (4.101)

where h(p, q) is given by

h(p, q) =

∫ 2π

∆xk=∆xk−1

(2π − ∆xk)p(∆xk − ∆xk−1)
qd∆xk (4.102)

= ((q + p + 1)

(
q + p

p

)
)−1(2π − ∆xk−1)

q+p+1. (4.103)

The equality in (4.103) is easily shown if q = 0, in this case we obtain

h(p, 0) =

∫ 2π

∆xk=∆xk−1

(2π − ∆xk)pd∆xk (4.104)

=| − (p + 1)−1(2π − ∆xk)p+1|∆xk=2π
∆xk=∆xk−1

(4.105)

=(p + 1)−1(2π − ∆xk−1)
p+1. (4.106)

For general (p,q) equality (4.103) is shown by induction. Thus, assume
that the expression (4.103) is valid for h(p, q) when q ≤ q0 . For q = qo+1
we obtain
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h(p, q0 + 1) =

∫ 2π

∆xk=∆xk−1

(2π − ∆xk)p(∆xk − ∆xk−1)
q0+1d∆xk

= | − (p + 1)−1(2π − ∆xk)p+1(∆xk − ∆xk−1)
q0+1|∆xk=2π

∆xk=∆xk−1

+ (q0 + 1)(p + 1)−1

∫ 2π

∆xk=∆xk−1

(2π − ∆xk)p+1(∆xk − ∆xk−1)
q0

= 0 + (q0 + 1)(p + 1)−1h(p + 1, q0)

= {by assumption}

= ((q0 + p + 2)(q0 + 1)−1(p + 1)

(
q0 + p + 1

p + 1

)
)−1(2π − ∆xk−1)

q0+p+2

= ((q0 + 1) + p + 1)

(
(q0 + 1) + p

p

)
)−1(2π − ∆xk−1)

(q0+1)+p+1

We now continue by inserting the equality (4.103) in (4.101) which yields

E{(θk − θ1)2π| . . .} = ∆xk−1+

(2π − ∆xk−1)

(d−k+1)nc−1∑

n=0

(Nk − n)

(
Nk

n

)
((Nk + 1)

(
Nk

n

)
)−1

− (2π − ∆xk−1)

(d−k+1)nc−1∑

n=1

n

(
Nk

n

)
((Nk + 1)

(
Nk

n − 1

)
)−1

= ∆xk−1 +
2π − ∆xk−1

Nk + 1
(Nk −

(d−k+1)nc−1∑

n=1

1)

= ∆xk−1 +
2π − ∆xk−1

d − k + 2
. (4.107)
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Appendix 4.G Derivation of Equation (4.93)

Obviously,

VAR{(θk − θ1)2π|θ̃1 = x1, (θ̃2 − θ̃1)2π = ∆x2 . . .

(θ̃k−1 − θ̃1)2π = ∆xk−1} = VAR{((θk − θ1)2π − ∆xk−1)| . . .}. (4.108)

and

E{((θk − θ1)2π − ∆xk−1)
2| . . .}

=

∫ 2π

∆xk=∆xk−1

(∆xk − ∆xk−1)
2×

∂

∂∆xk
Pr{(θk − θ1)2π ≤ ∆xk| . . . }d∆xk. (4.109)

Using (4.100) and (4.102) we obtain

E{((θk − θ1)2π − ∆xk−1)
2| . . .}

= (2π − ∆xk−1)
−Nk

∑(d−k+1)nc−1
n=0 (Nk − n)

(
Nk

n

)
h(n,Nk − n + 1)

−(2π − ∆xk−1)
−Nk

∑(d−k+1)nc−1
n=1 n

(
Nk

n

)
h(n − 1, Nk − n + 2)

= ((2π − ∆xk−1)
2(n2

c + nc))/((d − k + 2)nc + 1)(d − k + 2)nc.
(4.110)

Combining (4.108),(4.110) and (4.92) yields

VAR{(θk − θ1)2π| . . .} = E{((θk − θ1)2π − ∆xk−1)
2| . . .}

− (E{((θk − θ1)2π − ∆xk−1)| . . .})2

=
(d − k + 1)(2π − ∆xk−1)

2

((d − k + 2)nc + 1)(d − k + 2)2
. (4.111)



Chapter 5

The Generalized SICR
Beamformer

The SICR beamformer is derived in Section 3.2.1 assuming that the chan-
nels between all mobiles and all base stations are given by the GAAO
model introduced in Section 2.3.1 (i.e a GAA model with d = 1 ). This
means that the energy received at the base from a mobile is imping-
ing from the location of the mobile but with some spreading in azimuth
around the nominal direction. In this chapter we extend the SICR beam-
former to the more general GWSSUS propagation model, Section 2.2.
Furthermore, an arbitrary number of clusters, dk,i, between the kth base
and ith mobile is assumed. The obtained approach is referred to as the
generalized SICR beamformer.

As was mentioned in the introduction of Chapter 3, the beamforming
algorithms of [FN95, GP96, RDJP95] resembles the SICR beamformer
introduced herein. The algorithm most similar to the approach herein
is the “subspace beamformer” introduced in [GP96] (in particular if a
single iteration is used and pj = Trace{Rj}) which tries to maximize the
sum of the inverse signal to interference ratio of the mobiles in the cell.
The major difference between the two algorithms is that users in other
cells are taken into account in the one used herein.

In comparison with the “co-operative algorithm” introduced in
[RDJP95], the main differences are that no hard bounds on transmit-
ted energy, generated interference, and desired signal power are imposed
(if these can not be met, the paper [RDJP95] suggests a channel re-
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allocation). The approach here is instead based on minimizing the sum
of the inverse interference to carrier ratio at the co-channel users (as the
subspace beamformer of [GP96]), subject to a constraint on the array
gain towards the desired mobile.

The SICR beamformer introduced in Chapter 3 applies a more re-
strictive propagation model than the papers [FN95, GP96, RDJP95] do.
However, a generalization of the proposed beamformer to the general
GWSSUS model is provided in this chapter.

It is estimated in Example 7.4 of Chapter 7 that the average downlink
interference level in the direction of an identified interfered user is reduced
11.9dB as using the generalized SICR beamformer and an eight antenna
linear array (as compared with the use of a single antenna).

5.1 Some Notations and Assumptions

A cellular network of Q co-channel base stations is assumed. The deriva-
tions are made from the viewpoint of transmission from the kth base
station to the kth mobile. Entities describing the propagation from the
kth base to the ith mobile are given the indices k, i.

Propagation according to the GWSSUS model introduced in Section
2.2 is assumed The number of clusters in the propagation between the
kth base and ith mobile is denoted by dk,i. In the GWSSUS model, the
downlink multipath covariance matrix associated with the rth cluster of
the base k, to mobile i propagation, is denoted Rr

k,i. Thus, the cluster
index, r, which is a subscript in Chapter 2, is now a superscript. The
summed covariance matrix introduced in Section 2.5 is denoted Rk,i i.e.,

Rk,i =

dk,i∑

r=1

Rr
k,i. (5.1)

5.2 Derivation

When generalizing the SICR beamformer of Section 3.2.1, the first step
is to find the mean energy (averaged over the fast fast fading) received
at the ith mobile from base k, assuming that base k transmits with
weighting vector wk. Since the effective steering vectors of the clusters
are independent (see Section 2.2), the received energy averaged over the
fast fading from the clusters is the sum of the energy from each individual
cluster. Thus (2.42) generalizes to
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Pk,i =

dk,i∑

r=1

w∗
kR

r
k,iwk (5.2)

= w∗
kRk,iwk (5.3)

where Rr
k,i is the multipath covariance matrix of the rth cluster in the

connection between the kth base and ith mobile. The ad-hoc restriction
(3.4) is generalized to

Pk,k = w∗
kRk,kwk =

Trace{Rk,k}
m

. (5.4)

Equation (5.4) is equivalent to (3.4) in the special case of GAA model
with dk,k = 1 (GAAO). In order to get some understanding of what (5.4)
means, consider transmission using wk = [1, 0, . . . , 0]T . Then from (5.3)
the power received at mobile k is Pk,k = [Rk,k]1,1. If wk = [0, 1, . . . , 0]T

then Pk,k = [Rk,k]2,2, and so on. Thus the right hand side of (5.4) is the
energy received at the kth mobile assuming transmission using a single
antenna and unit energy, averaged over the m antennas of the array. The
carrier to interference ratio at the ith mobile, neglecting interference from
all other base stations than the kth base station, C̃IRi, is obtained from
(5.3) and (5.4) as

C̃IRi =
Pi,i

Pk,i

=
w∗

i Ri,iwi

w∗
kRk,iwk

=
Trace{Ri,i}
mw∗

kRk,iwk
. (5.5)

The criterion function is chosen in the same way as in Section 3.2.1, i.e.,

wk = argw min{
Q∑

i=1, 6=k

C̃IR
−1

i }, (5.6)

subject to (5.4). Thus, in a sense, wk is chosen to minimize the sum
of the inverse carrier to interference ratio of the mobiles in the system.
This is the reason for referring to the algorithm introduced here and the
algorithm in Section 3.2.1 as the summed interference to carrier ratio
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minimizing(SICR) beamformer. The word “generalized” stems from the
more general propagation model used here versus Section 3.2.1. Combin-
ing (5.5) and (5.6) yields

wk = argw min{w∗
kMwk}, (5.7)

where the matrix, M, is given by

M =

Q∑

i=1, 6=k

m

Trace{Ri,i}
Rk,i. (5.8)

As in Section 3.2.1 the Q users are divided into two categories: identified
and unidentified. The matrix m

Trace{Ri,i}Rk,i is assumed known for the

identified mobiles, say i = 1, . . . , p. In order to account for the unidenti-
fied mobiles the approximation

Q∑

i=p+1, 6=k

m

Trace{Ri,i}
Rk,i. ≈ constant × I, (5.9)

is made. This assumption is reasonable if the azimuth angles of the re-
ceived wavefields are well spread, as seen from the kth base. The constant
in (5.9) may be selected using loose reasoning as in Section 3.3.1.2 and
3.3.2.3. In the SSFR case, see Section 3.1.2, the identified interfered mo-
biles are served by the same base. This implies that Ri,i = Rk,i using
the framework here.

Finally, wk is obtained as

wk =

√
Trace{Rk,k}
me∗Rk,ke

e, (5.10)

where e is the dominating generalized eigenvector associated with the
matrix pair (Rk,k,M). In the RCS-WON case, i.e., capacity enhancement
by reducing the cluster size without steering nulls in the direction of co-
channel signals e is simply the dominating eigenvector of the matrix
Rk,k. In the special case of a GAA model with dk,i = 1 for all k and i
(GAAO), the SICR beamformer and the generalized SICR beamformer
are equivalent.



Chapter 6

A Downlink
Beam-Steering Algorithm
for GSM

In this chapter we propose a technique for downlink beam steering in
GSM/DCS1800/PCS19001, [MP92], using antenna array base stations.
The objective is to find an algorithm which has performance close to
that of the generalized-SICR beamformer introduced in Chapter 5, un-
der the RCS-WON capacity enhancement approach. In the RCS-WON
approach, the capacity is enhanced by increasing the fraction of the total
available spectrum used in a cell, without pointing nulls in the direc-
tion of co-channel users, see Section 3.1.3. The basic principle of the
proposed algorithm is to transmit in the direction which maximizes the
desired power averaged over the fast fading. For this reason, the intro-
duced technique is referred to as the maximum desired power (MDP)
beamformer.

The analysis in the chapter differs from the references cited in Section
1.3.2, in that it investigates the impact on the uplink interference on the
downlink performance, and applies the proposed solution to simulated
as well as measured data. Furthermore, the proposed solution does not
place nulls towards co-channel users, which all the techniques cited in
Section 1.3.2 do. The reason for this choice follows from some practical
considerations:

1from now on simply referred to as GSM collectively
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Conventional GSM networks typically employ K = 3, S = 3 frequency
reuse 2, [CJL+94] . If a more aggressive frequency reuse than K = 1,
S = 3 is applied3, a combination of dynamic channel allocation and
power control has to be employed to avoid that the near-far ratios of
the desired signal power to the power of the strongest co and adjacent
channel signal, averaged over the fast fading (see Example 4.1 and 4.2)
to exceed 25dB. The speed of the channel allocation and power control
must be fast enough to follow the slow-fading. This may be impossible
to implement within the specification of GSM. The threefold capacity
enhancement achieved by decreasing the frequency reuse to K = 1, S = 3
can be obtained with the RCS-WON approach, see Example 4.5. The
fact that the threefold capacity enhancement can be achieved without
nulling does not imply that it is a bad idea to employ nulling to achieve
the same capacity enhancement. For instance, the number of required
antenna elements may be reduced. However, approaches without nulling
are generally very robust with respect to calibration errors, and propaga-
tion conditions. In addition, some approaches with nulling, such as the
SICR-RCS-WIN beamformer of Chapter 3, require base station time-slot
synchronization, and tracking of users in other cells 4, which may difficult
to achieve. Thus there is motivation for a study of approaches without
nulling.

The analysis in the chapter assumes a GSM system and investigates
the impact of frequency hopping as well as base station synchroniza-
tion (synchronization of the TDMA frames of the base stations), on
the performance of the proposed solution. The results indicate that
the proposed technique generates less than 0.9dB more interference than
the substantially more complex generalized SICR algorithm (under the
RCS-WON approach), if some conditions are fulfilled. One of the re-
quirements is that the mean uplink C/I is better than a certain thresh-
old. This threshold is −8dB,−8dB,+3dB and −2 dB in the frequency
hopping-synchronized (FHS), frequency hopping-unsynchronized (FHU),
fixed frequency-unsynchronized (FFU) and fixed frequency-synchronized
(FFS) case respectively. The performance of the proposed algorithm
using measured data is estimated and found to be similar to the perfor-

2By K = 3, S = 3 reuse is meant that a third of total available spectrum is
allocated per cell and a third of that spectrum, in turn, per 120-degree sector, see
Section 3.1.1.

3By K = 1, S = 3 is meant that all the available spectrum is used in all cells, but
only a third of the spectrum per 120-degree sector.

4Tracking here means estimation of angle of arrival, angular spread, and power of
these users.
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mance obtained using propagation models.
The chapter is organized as follows: In Section 6.1 some new notations

and assumptions are introduced. Then Section 6.2 introduces the MDP
beamformer. The treatment in Section 6.2 assumes a GWSSUS model
with an arbitrary number of clusters of scatterers. However, some approx-
imations are motivated using the more restrictive GAA model, which is
a special case of the GWSSUS model. The impact of uplink interference
is analyzed in Section 6.2.4. In Section 6.3 the MDP beamformer is sim-
ulated using the TU and BU models (Section 2.4) and measurement data
( Section 7.1). A comparison of the performance of the generalized SICR
and MDP beamformers is also made in Section 6.3. This comparison
uses a mixture of GAA and TU/BU models. Finally, some conclusions
are drawn in Section 6.4.

6.1 Some Notations and Assumptions

A cellular network of Q co-channel base stations is assumed. The deriva-
tions are made from the viewpoint of transmission from the kth base
station to the kth mobile. Entities describing the propagation from the
kth base to the ith mobile are given the indices k, i. In Section 2.1, basic
propagation assumptions are made assuming a linear modulation. GSM
applies a nonlinear GMSK modulation [GSM92]. However, investigations
we have made have shown that the error of approximating the GMSK
modulation with a linear modulation is less than −23dB5. Thus the ba-
sic assumptions may be considered to hold with reasonable accuracy. We
now generalize the notation in Section 2.1 to the case of multiple inter-
fering users and a burst mode transmission: Let xRX

q,b be the qth uplink

sample in burst b at base k. Next let h
RX,i
l,b be the lth tap of the multi-

dimensional impulse response of the ith user as seen from the kth base
station in burst b. The special notation hRX

l,b = h
RX,k
l,b is introduced for

the desired user. Assuming linearity (2.2) of Section 2.1, generalizes to

xRX
q,b =

∑

l≥0

hRX
l,b Iq−l,b +

Q∑

i=1, 6=k

∑

l≥0

h
RX,i
l,b Ii

q−l,b + nq,b, (6.1)

5by this is meant that the GMSK signal can be decomposed into a linear modulated
term and an approximation error term. The linear term is more than 23dB stronger
than the error term.
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where circularly symmetric, zero mean, spatially white Gaussian additive
noise, nq,b, has been added. Thus

E{nq,b} = 0 (6.2)

E{nq,bn
T
q,b} = 0 (6.3)

E{nq,bn
∗
q,b} = σ2

nI. (6.4)

The noise generated by the receiver amplifiers is assumed white. However,
the receiver noise is filtered before sampling. The noise process, nq,b, is
therefore temporally correlated. As in Section 2.3.1, the pulse pr(τ) is
assumed normalized according to

∫ ∞

τ=0

|pr(τ)|2dτ = 1. (6.5)

The following discrete time version of (6.5) is also assumed

∞∑

l=0

|pr(lT + ∆τ)|2 = 1, for 0 ≤ ∆ ≤ T . (6.6)

Equation (6.6) follows from (6.5) if pr(τ) is band limited f ≤ 1
2T . Calcu-

lations we have made using the pulse-shape of the linear approximation
of the GSM waveform, and a 4th order Butterworth receiver filter with
cut-off frequency 100kHz, have shown that the left hand side of (6.6)
varies between 0.9993 and 1.002 using different ∆τ .

When the GWSSUS or GAA model is assumed (see Sections 2.2 and
2.3 respectively) the number of clusters in the propagation between the
kth base and ith mobile is denoted by dk,i. In the GWSSUS model the
downlink multipath covariance matrix associated with the rth cluster of
the base k, mobile i connection, is denoted Rr

k,i. Thus, the cluster index,
r, which is a subscript in Chapter 2, is now a superscript. For simplicity
the summed multipath covariance matrix defined as

Rk,i =

dk,i∑

r=1

Rr
k,i, (6.7)

is also introduced. When the GAA model and linear base station arrays
are assumed, Section 2.3, the received power, angle of arrival, and angular
spreading of the rth cluster r = 1, . . . , dk,i are denoted by Gr

k,i, θr
k,i and
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σr
k,i respectively. In this special case, the multipath covariance matrices

can be expressed as

Rr
k,i = Gr

k,iR(θr
k,i, σ

r
k,i), (6.8)

where R(θ, σ) is a complex-matrix valued function of θ and σ, defined
in (2.33). The realization of the rth effective downlink steering vector,
Section 2.2, of the base k mobile k connection, in burst b, is denoted vTX

r,b .

The corresponding uplink variable is vRX
r,b .

For convenience the normalized manifold vectors, ãRX(θ) and ãRX(θ)
are introduced. They are defined as

ãRX(θ) =
aRX(θ, fRX)

‖aRX(θ, fRX)‖ (6.9)

and

ãTX(θ) =
aTX(θ, fTX)

‖aTX(θ, fTX)‖ (6.10)

respectively.

6.2 The MDP Beamformer

In the following three sections the maximum desired power (MDP) beam-
former is derived, and analyzed. In Section 6.2.1 the main idea and basis
of the proposed approach is introduced. In Second 6.2.2 the criterion
function is rewritten such that it is easily applied in TDMA systems
with training sequences. A detailed description of how the algorithm
may be implemented in a GSM system is given in Section 6.2.3. The
probability of transmission towards an interferer rather than the desired
mobile is analyzed in Section 6.2.4. Finally, Section 6.2.5 motivates why
the power is averaged in logarithmic scale rather than linear scale.

6.2.1 Basic Approach

As was mentioned in the introduction, the objective of the chapter is
to design an algorithm which has performance similar to the generalized
SICR beamformer in its RCS-WON form. The transmit vector wk of the
generalized-SICR beamformer is given by (5.10), which is the solution to
the minimization (5.7) with M = I subject to the constraint (5.4) over
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all possible complex weighting vectors wk. An alternative would be to
confine the search to weighting vectors of the form

wk = gãTX(θ0), (6.11)

with arbitrary g and θ0. The solution to this minimization is

θ0 = arg max
θ

f̃(θ) (6.12)

g2 =
Trace{Rk,k}

m(ãTX,∗(θ0)Rk,kãTX(θ0))
(6.13)

where f̃(θ) is given by

f̃(θ) = ãTX,∗(θ)Rk,kã
TX(θ). (6.14)

The disadvantage of applying the restriction (6.11) is an increased level of
emitted interference, as compared to the generalized SICR beamformer.
Due to the constraint (5.4), the power delivered at the desired mobile
is, however, the same. Extensive calculations we have made with eight
element linear arrays, a GAA propagation model with one to four Gaus-
sian clusters i.e. , dk,k = 1, . . . , 4 and various angular spreads σr

k,k, gave

a maximum increase of 0.65dB in ‖w‖2 by introducing the constraint
(6.11). This performance loss is judged to be small, and therefore the con-
straint (6.11) is imposed, in order to reduce complexity. In the following
development we will concentrate on estimating θ0 defined by (6.12), and
assume that g is selected according to (6.13) by some independent power
control algorithm. It should be noted that the solution (6.13) is due to
the ad-hoc restriction (5.4). Our experience is that SICR-RCS-WIN and
SICR-SSFR both are sensitive to this power normalization, while RCS-
WON approach is not (Chapter 3). Thus, how to estimate θ0 is thus the
important issue. From (5.4),(6.11-6.12), and (6.14) we observe that θ0

is the direction which maximizes the mean desired power received through
a (normalized) beam steered towards θ0. This is the motivation for re-
ferring to the approach derived as: the maximum desired power (MDP)
beamformer. In the sections following a sequence of approximates of θ0

denoted as θ̃0, θ̆0, and θ̀0 are derived. Finally an estimator of θ̀0, denoted
θ̂0 is introduced. This estimate is used to form an estimate of wk as

ŵk = ĝãTX(θ̂0), (6.15)

where ĝ is an estimate of g.
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6.2.2 Some Manipulations of the Criterion Function

It follows from (2.11), (2.20) and (6.6) that the matrix Rk,k, can be
expressed as

Rk,k = E{
∑

l≥0

hTX
l,b h

TX,*
l,b }. (6.16)

Using (6.16) the criterion function, (6.14), can be rewritten as

f̃(θ) = E{ξ(θ)}, (6.17)

where ξ(θ) is given by

ξ(θ) =
∑

l≥0

ãTX,∗(θ)hTX
l,b h

TX,∗
l,b ãTX(θ). (6.18)

If the dk,k clusters are well separated in azimuth, θ, the following approx-
imation can be made

ξ(θ) ≈ ãTX,∗(θ)vTX
r(θ),bv

TX,∗
r(θ),bã

TX(θ)}, (6.19)

where the integer-valued function r(θ) is given by

r(θ) = argr=1,...,dk,k
max |ãTX,∗(θr)ã

TX,∗(θ)|2, (6.20)

and θr is some angle within the rth cluster. Thus for each θ, the integer
r(θ), is the number of the cluster which receives the most energy if a
beam is steered towards θ. Since vTX

r(θ),b is Gaussian, circular symmetric

and zero mean, see Section 2.2, it follows that ξ(θ) is approximately
exponentially distributed. Thus θ0 is found by maximizing the mean of
the approximately exponentially distributed random variable ξ(θ). Since
ξ(θ) is approximately exponential distributed, an approximation of θ0 is
obtained by maximizing the mean of log(ξ(θ)) i.e.

θ0 = argθ max{E{ξ(θ)} (6.21)

≈ argθ max{E{10 log(ξ(θ))}} (6.22)

= θ̃0. (6.23)

If ξ(θ) had been exactly exponential distributed then the two entities had
been equivalent i.e. θ̃0 = θ0. Equation (6.23) is interpreted as θ̃0 being
the maximizing argument of the mean of ξ(θ) in decibel (dB) scale. The
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following derivations are in fact based on (6.23). Section 6.2.5 is devoted
to a motivation of why this choice is made. Combining (6.23) and (6.18)
yields

θ̃0 = argθ max{E{10 log(
∑

l≥0

|ãTX,∗(θ)hTX
l,b |2)}}. (6.24)

A natural step would be to obtain an estimate of θ0 by simply replacing
hTX

l,b by an estimate thereof. Unfortunately it is impossible to estimate

the downlink impulse response hTX
l,b , see Section 2.5. To resolve this

problem all downlink entities in (6.24) are replaced by the corresponding
uplink entities yielding

θ̆0 = argθ max{E{10 log(
∑

l≥0

|ãRX,∗(θ)hRX
l,b |2)}}. (6.25)

If the statistical distribution of
∑

l≥0 |ãTX,∗(θ)hRX
l,b |2 and∑

l≥0 |ãRX,∗(θ)hRX
l,b |2 are the same, then θ̆0 = θ̃0. This is the case if

ãTX,∗(θ1)a
TX(θ2, f

TX) = ãRX,∗(θ1)a
RX(θ2, f

RX) (6.26)

and (6.19) are valid for all θ1 and θ2. Equations (6.19) and (6.26) are

typically good approximations and therefore θ̆0 and θ̃0, for practical pur-
poses, equivalent.

6.2.3 Implementation

In GSM it is usually assumed that all the desired signal energy is kept
within five taps in a span of eleven taps say l ∈ {λ0, . . . , λ0 + 4} where
λ0 = 1, . . . , 7. However, in order to reduce the impact of interference it is
here assumed that all the energy in the desired direction θ0 is kept within
three taps. In order to decrease computational complexity, the scan in θ
is also limited to a discrete set of values Θ. With these restrictions the
algorithm

(θ̀0, λ0) = argθ∈Θ,λ∈[1,...,7] max{E{10 log(

λ+2∑

l=λ

|ãRX,∗(θ)hRX
l,b |2)}} (6.27)

is obtained. Note that (6.27) constitutes a search over two parameters,

but where only θ̀0 is of interest. The traffic bursts in GSM includes a
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training sequence of 26 known symbols IRX
q,b in the mid amble [MP92],

say q = 0, . . . , 25. Thus the tap estimates ĥRX
l,b can be obtained by cross

correlating the known training sequence with the received bursts. Math-
ematically this appears as

ĥRX
l,b =

l+25∑

q=l

1

26
xRX

l,b I∗q−l,b. (6.28)

Given ĥRX
l,b for l = 1, . . . , 11, b = 1, . . . , B, the following approximation of

(6.27), is obtained

(θ̂0, λ̂0) = argθ∈Θ,λ∈[1,...,7] max f(θ, λ) (6.29)

where

f(θ, λ) =

B∑

b=1

1

B
(10 log(

λ+2∑

l=λ

|ãRX,∗(θ)ĥRX
l,b |2)). (6.30)

In the case of a uniform linear array with eight antenna elements for
120 degree coverage, the search in the azimuth is confined to the val-
ues θ ∈ Θ = [−72.7o, −59.4o ,−49.8o ,−41.9o ,−35.0o , −28.5o ,−22.6o

,−16.6o ,−11.0o ,−5.5o ,0o ,5.5o, 11.0o ,16.6o ,22.6o ,28.5o ,35.0o ,41.9o

,49.9o, 59.4o ,72.7o ,88.2o ] , loosing at most 1dB in comparison with a con-
tinuous scan. With k = {1, . . . , 9} this yields a total of 9×22 = 198 points
to search the criterion (6.30). An efficient way of computing these 198 val-

ues is to compute |ãRX,∗(θ)ĥRX
l,b |2 for all s = 1, . . . , 11, b = 1, . . . , B, θ ∈ Θ

and then “sum and log”. The computational requirements for the out-
lined algorithm becomes B × 8 × 11 × 26 × 4 real valued multiplications
for the calculation of ĥRX

l,b , and B×8×11×4×22 real valued multiplica-

tions for the estimation of |aRX,∗(θ, fRX)ĥRX
l,b |2. Both tasks also require

equally many additions. The “sum and log” step requires B × 9 × 9 × 3
additions and B × 9× 9 logarithms. Finally the largest value among the
all the 198 values has to be found. The total computational requirements
are: 16896B multiplications, 17139B additions, 81B logarithms and 198
comparisons. This yields a computational load of 8.5Mflops since the
time between two consecutive bursts is 4.6ms. The larger number of
bursts B that is used in the algorithm, the more accurate estimate of θ0,
is obtained in principle. In practice however, the azimuth angles of the
arriving wave fields θn (see Section 2.1), may be considered fixed only
during a limited number of bursts. And therefore θ0 becomes a function
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of time. Based on simulations we have found B = 21 to be a reasonable
tradeoff. However, B can be made larger if noise and interference is a
major problem and smaller if the algorithm is to slow to track the changes
in the environment.

When the desired mobile is in discontinuous transmission (DTX)
mode it transmits in twelve bursts out of 104 bursts6, [MP92]. Because
of the relatively large averaging window, B = 21, an impulse response
estimate with a very large error may make θ̂0 point in the direction an
interferer, for a whole second. We believe that the highest acceptable
probability for such an outage should be 0.1%, i.e. a second out of three
hours. The results of the next section indicates that that a mean uplink
C/I of −8,−13,−4dB and 0 to 3dB is required to achieve the 0.1% target
in the frequency hopping-synchronized (FHS), fixed frequency hopping-
unsynchronized (FHU), fixed frequency-unsynchronized (FFU) and fixed
frequency-synchronized (FFS) case respectively.

When the mobile is active (not in DTX mode) new θ0 estimates are
received at a much higher rate than in DTX mode. Thus if a large
channel estimation error occurs, θ̂0, will typically point in an erroneous
direction only for 0.1 seconds. This does not result in a considerable
loss of speech quality. Another advantage of active mobiles is that the
proposed algorithm will become more capable of tracking fast varying
propagation scenarios. These considerations suggests that it may be fa-
vorable to disable the possibility for the mobiles to go into DTX mode in
uplink. The obvious drawback of this being an increased uplink interfer-
ence level. However, a higher performance improvement (by introducing
the antenna arrays) may be achieved in uplink than in downlink, and
therefore the degradation compensated.

6.2.4 Analysis of the Impact of Interference

This section analyzes the probability that the algorithm described in
the previous section selects a completely wrong transmit direction due
to interference. The impact of DTX on the uplink interference is not
considered. The propagation conditions for the desired and interfering
users is assumed to be flat Rayleigh fading with superimposed slow log-
normal fading. Furthermore the azimuth power distribution of the desired
and interfering signals are assumed to be narrow in comparison with

6In a conversation, one person is typically speaking while the other is listening. In
order to reduce interference and power consumption, the transmission from the silent
user enters DTX mode
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the beam-width of the transmit beams formed by the antenna array.
Mathematically this may be expressed as

h
RX,i
l,b = ãRX(θi

b)
√

Gi
bf

i
b pr(lT + ∆T i

b − T − τ i
b), (6.31)

where θi
b, Gi

b, f i
b , ∆T i

b , and τ i
b are the direction of arrival, path gain, fast-

fading, sampling-phase, and delay of the mobile in the ith cell in the bth
burst as seen from the kth base. The variable f i

b is a Gaussian circular
symmetric zero-mean complex random variable with variance 1, which is
assumed independent from burst to burst. Of the four factors in (6.31)
only ãRX(θi

b), is a vector. The path gain Gi
b is given by

Gi
b =

|p(θi
b)|2

(ri
b)

γ
Li

b, (6.32)

where |p(θi
b)|2 is the element pattern gain, ri

b is the distance from the
kth base to the ith mobile, γ is the propagation path-loss and Li

b is
a log-normally distributed such that 10 log(Li

b) is normally distributed
with mean zero and standard deviation 8dB. The random variable Li

b

is modeled as independent from burst to burst, i.e. a large number of
carriers in the frequency hopping pattern, is assumed. This model is in
fact the same model as the one introduced in Section 2.3.1, if σk,i is set
to zero for all k and i, and θi

b, Gi
b, ∆T i

b , τ i
b , ri

b, Li
b are interpreted as

the realization of θi,k, Gi,k, ∆Ti,k, τi,k, ri,k, Li,k in burst b. For the
desired user (i = k) the propagation parameters θi

b, Gi
b ∆T i

b and τ i
b are

assumed constant, i.e. independent of b. In the frequency hopping case,
the corresponding entities for the interferers (i 6= k), change between
time slots since different interferers are “met”. In the fixed frequency
case the parameters are assumed fixed also for the interfering users since
the same co-channel users are “met” in each timeslot. When the entities
are independent of b, the subscript b is dropped.

The algorithm described in the previous section will select the correct
direction in Θ provided that

f(θ0, λ0) > max
λ

f(θ, λ), for all θ 6= θ0. (6.33)

The probability that the direction of a strong interferer is selected rather
than the desired direction will now be analyzed. The interference enters
the algorithm described in the previous section through errors in the tap
estimates. Inserting (6.1) in (6.28) yields



160 6. A Downlink Beam-Steering Algorithm for GSM

ĥRX
l,b = hRX

l,b +

Q∑

i=1, 6=k

∑

l̃

h
RX,i

l̃,b
γi

l−l̃,b
+

l+25∑

q=l

1

26
nq,bI

∗
q−l,b. (6.34)

where

γi
p,b =

1

26

25∑

q̃=0

Ii
q̃+pI

∗
q̃,b, (6.35)

and the correlation between the training sequence and undesired time-
shifts of the desired bit stream has been neglected. We assume further
that the manifold vectors ãRX(θi) of the interferers are orthogonal to each
other and to the steering vector of the desired user. This assumption is
reasonable if the users are separated more than a beamwidth in azimuth,
otherwise it is pessimistic. Neglecting noise, (6.30) (6.34) yields that the
value of f(θi, λ), where θi is in the direction of the ith cell, is limited by

f(θi, λ) ≤ max
λ

f(θi, λ) =

B∑

b=1

1

B
(10 log(|ãRX,∗(θi)ã(θi

b)|2)

+ 10 log(
|p(θi

b)|2
(ri

b)
γ

) + 10 log(Li
b) + 10 log(|f i

b |2))

+ max
λ

{
B∑

b=1

1

B
(10 log(

λ+2∑

l=λ

|
∑

l̃

pr(l̃T + ∆T i
b − T − τ i

b)γ
i
l−l̃,b

|2))}. (6.36)

In the worst case, θi
b = θi, for all b. Inserting this in (6.36) and using

(6.9) yields

f(θi, λ) ≤
B∑

b=1

1

B
(10 log(

|p(θi
b)|2

(ri
b)

γ
) + 10 log(Li

b) + 10 log(|f i
b |2))

+ max
k

{
B∑

b=1

1

B
(10 log(

λ+2∑

l=λ

|
∑

l̃

pr(l̃T + ∆T i
b − T − τ i

b)γ
i
l−l̃,b

|2))}. (6.37)

Neglecting noise f(θ0, λ0) is given by
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f(θ0, λ0) =

B∑

b=1

1

B
(10 log(Gk) + 10 log(|fk

b |2)), (6.38)

where it has been assumed that all the energy of the desired mobile
is confined to the taps λ, . . . , λ + 2. The probability pfailure that the
algorithm points the beam in the direction of an interferer rather than
the desired mobile can now be expressed as

pfailure = Pr{f(θ0, λ0) ≤ max
i,λ

f(θi, λ)}. (6.39)

Example 6.1

Simulations are performed to find pfailure defined in (6.39). In the fre-
quency hopping case it is assumed that there are three major interfering
cells, while in the fixed frequency case we assume that the interference is
dominated by a single interferer. For the three cells in the hopping case,
say i = 1, 2, 3, it is assumed that

|p(θ1
b )|2

(r1
b )γ

=
|p(θ2

b )|2
(r2

b )γ
=

|p(θ3
b )|2

(r2
b )γ

= PI, (6.40)

where PI is a constant, independent of b. A fourth order Butterworth
filter with −3dB attenuation at 100kHz is used as receiver filter pr(t). In
the unsynchronized cases the interfering bit streams are random. In the
synchronized-frequency hopping case the interfering mobiles randomly
selects a training sequence among number 1−7 in each burst (the training
sequences are defined in [GSM94]). In the synchronized-fixed frequency
case a fixed training sequence is chosen for the interference. The mean
signal to interference is naturally defined as

ΓFH = 10 log(Gk) − 10 log(3PI) (6.41)

in the frequency hopping case and

ΓFF = 10 log(Gk) − 10 log(G1), (6.42)

in the fixed frequency case, where ΓFH and ΓFF are in dB scale. Note
that ΓFH and ΓFF represent the mean uplink signal to interference ra-
tio, averaged over the fast fading and frequency hopping. In Figure 6.1
pfailure, is plotted as a function of Γ. As was discussed in previous section
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the probability of selecting a strong interferer rather than the desired
user should not exceed 0.1% when the desired user is in DTX mode.
From Figure 6.1 we deduce that a minimum (mean) uplink signal to in-
terference ratio of −13dB, −8dB and −4dB are needed in the frequency
hopping-unsynchronized (FHU), frequency hopping-synchronized (FHS),
and fixed frequency-unsynchronized (FHU) case to achieve the 0.1% tar-
get respectively. In the fixed frequency-synchronized case (FFS), a min-
imum C/I of +0dB,+1dB and +3dB is required if the interfering mobile
uses training sequence 0,1 and 2 respectively (the training sequences are
defined in [GSM94]). This indicates that the performance of the down-
link beam-steering in a cellular system may be optimized by distributing
the training sequences among the base stations in an intelligent fashion.
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Figure 6.1: Probability of selecting the direction
of an interferer rather than the desired direction.
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6.2.5 Why Maximize The Desired Power on a Loga-
rithmic Scale ?

In Section 6.2.2 we promised to motivate why the derivations were based
on θ̃0 defined by (6.23) rather than θ0 which is defined by (6.21). This is
done in this section, under the same propagation assumptions as previous
section. If the derivations corresponding to (6.24) to (6.30) are based on
θ0 rather than θ̃0, the following criterion function is obtained

flinear(θ, λ) = 10 log(

B∑

b=1

1

B
(

λ+2∑

l=λ

|ãRX,∗(θ)ĥRX
l,b |2)), (6.43)

where the subscript “linear” emphasizes that this estimator attempts to
find the direction which maximizes the received desired power in linear
scale rather than in logarithmic scale. Let us define the entities ∆f i and
∆f i

linear as

∆f i = f(θ0, λ0) − max
λ

{f(θi, λ)} (6.44)

and

∆f i
linear = flinear(θ0, λ0) − max

λ
{flinear(θ

i, λ)} (6.45)

respectively. Obviously maxi{∆f i} > 0 and maxi{∆f i
linear} > 0 is re-

quired for successful estimation (compare with (6.39)) in the two cases.
Using the upper bounds of the previous section, and letting B tend to
infinity yields

limB→∞∆f = 10 log(Gk) − 10 log(
|p(θi

b)|2
(ri

b)
γ

)

− E{10 log(η)} − E{10 log(Li
b)}, (6.46)

where η is defined by

η =

λ+2∑

l=λ

|
∑

l̃

pr(l̃T + ∆T i
b − T − τ i

b)γ
i
l−l̃,b

|2. (6.47)

Using the same bounds in the linear case yields
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limB→∞∆f i
linear = 10 log(Gk) − 10 log(

|p(θi
b)|2

(ri
b)

γ
)

− 10 log(E{η}) − 10 log(E{Li
b}). (6.48)

First note that 10 log(Gk) − 10 log(
|p(θi

b)|2
(ri

b
)γ ), is the mean power of the

desired user to the mean power from the ith cell in logarithmic scale
(frequency hopping is assumed and Li

b is modeled as independent from
burst to burst). Since the right-hand sides of (6.46) and (6.48) are de-
terministic, pfailure, defined in (6.39) is either 1 or 0 as B becomes large.
The terms E{10 log(η)} and 10 log(E{η}) differ by approximately 1dB to
the advantage of the logarithmic-scale averaging. A more important dif-
ference between (6.46) and (6.48) is in the terms involving Li

b. From the
assumptions E{10 log(Li

b)} = 0. However, the corresponding term in the
linear case, is given by 10 log(E{Li

b}) ≈ 7.3dB. In total this gives an ad-
vantage of around 8dB using log-scale rather than linear scale averaging.
In fixed frequency networks the advantage is very small.

6.3 Simulation and Measurement Results

Already the previous section presented some simulation results. However,
these results were obtained assuming no angular or temporal spread, no
DTX, and assuming at most three interfering cells. In the following
sections, more realistic simulation results will be presented. In particular,
some simulations are “semi-experimental.” By this is meant that the
desired signal is obtained by convolving random user data with impulse
responses that have been obtained from channel sounding campaigns.
The first and second section deal with the simulation assumptions and the
performance measures respectively. The simulation and the experimental
results are presented in Section 6.3.2.

6.3.1 Performance Measures

In the simulations of this section we use the total energy employed when
transmitting i.e. ‖wk‖2 as a measure of the generated interference. How-
ever, for this to make sense, the power transmitted to the delivered at
the desired mobile must also be taken into account.
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Some of the simulations in this section assume that the desired mo-
bile is propagating on the TU or BU model. As mentioned in Section
2.3 and shown in Appendix 2.D.5, the TU and BU models are well ap-
proximated by the GAA model using the appropriate parameters. Thus,
in simulations using these models the constraint (5.4) can be employed
to determine the transmission power, ‖ĝ‖2. This makes 1

‖wk‖2 a relevant

measure of the factor with which the interference is reduced in compar-
ison with a single antenna (per sector) system, since the energy at the
desired mobile is the same as in the case w = [1, 0, . . . , 0]T .

When the simulations are made using measured impulse responses
(5.4) cannot be applied directly since there are no well defined Rk,k ma-
trix. However, in the spirit of (5.4) it is postulated that the desired energy
(averaged over the fast fading) received from the antenna array, should
be the same as the energy received using a single antenna in the array.
In the single antenna case, the desired energy in burst b, is given by

∑

l≥0

‖w∗
singleh

TX
l,b ‖2 (6.49)

where w∗
single = [1, 0, . . . , 0]T if element number one is used, w∗

single =

[0, 1, . . . , 0]T if element number two is used, and so on. To get the best
estimate of the performance using a single antenna element, we average
(6.49) over the antenna elements of the array yielding

∑

l≥0

‖hTX
l,b ‖2/m, (6.50)

where m is the number of antenna elements. Let θ̂0,b be the estimate of
θ0 obtained from (6.30) in burst b. Then using (6.15) the desired energy
received in burst b, assuming transmission with all antennas of the array,
is given by

∑

l≥0

|(ĝãTX(θ̂k,b))
∗hTX

l,b |2. (6.51)

The desired energy (averaged over the fast fading) received from the
antenna array should be the same as the energy received using a single
antenna in the array. Using (6.50) and (6.51) this may be formulated
mathematically as
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b0+∆b−1∑

b=b0

∑

l≥0

|(ĝãTX(θ̂k,b))
∗hTX

l,b |2 =

b0+∆b−1∑

b=b0

∑

l≥0

‖hTX
l,b ‖2/m, (6.52)

where ∆b should be chosen large enough to eliminate the fast fading. In
the simulations the desired mobile runs along some route. This route
is divided into sections of ∆b = 8 bursts, for which the constant |ĝ|2 is
determined from (6.52). With this restriction it may be anticipated that
the interference transmitted by the kth base is reduced with a factor

1
‖ŵk‖2 = 1

|ĝ|2 . The determination of |ĝ|2 using (6.52) or (5.4) requires

an exact knowledge of desired users channel. This is the case in the
simulations but not in practice. However, as have been mentioned earlier,
our experience is that the constraint (5.4) or its counterpart for general
channels (6.52), is not important for the overall system performance.
However the restriction (6.52) serves to make 1

‖ŵk‖2 = 1
|ĝ|2 a relevant

measure of the interference reduction, achieved by the antenna array.
This is the primary reason for employing it in these investigations. The
obtained |ĝ|2 estimates along the route are averaged according to

ḡ2 =
1

N

N∑

n

|ĝn|2, (6.53)

where |ĝn|2 is the estimate obtained in the nth section (consisting of
∆b = 8 bursts) and N is the number of sections. Thus 1

ḡ2 is the factor
with which the interference is reduced on average, if all mobiles in the
cell are allocated along the simulated/measured route.

From a network perspective the beam steering yields an on-off effect
on the interference: on if the interfering base stations beam is directed
towards the considered mobile and off otherwise. This means that the
effect of introducing the antenna array will be similar to a reduction of
the load (fraction of number of channels used to the number of channels
available) in the system with a factor 1

ḡ2 .
In some cases it is illustrative to look at the performance improvement,

PIk,i, at a certain mobile say the ith mobile, by employing the MDP
beam former at base k. Such an improvement is estimated as

PIk,i =

∑b0+∆b−1
b=b0

∑
l≥0 |(ĝaTX(θ̂k,b))

∗hTX,i
l,b |2

∑b0+∆b−1
b=b0

∑
l≥0 ‖h

TX,i
l,b ‖2/m

, (6.54)
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for each section, where ĝ and θ̂k,b are estimated as described above.

6.3.2 Simulations

Example 6.2

Simulations are performed as described in Appendix 6.A. This means
that a network based on K = 1, S = 3 cell planning is simulated, see
Section 3.1.1, from the viewpoint of one base station. This base station
employs an eight element linear array of sector elements. The site to site
distance is 3km, and nine interferers are modeled in the uplink. In Figure
6.2 results using the TU model described in Section 2.3, are shown. As
mentioned in Section 2.4, the energy distribution in azimuth is approx-
imately Gaussian with standard deviation 5 degrees in this model. The
desired mobile is assumed to be in DTX mode during the whole simula-
tion. The network is synchronized and employs frequency hopping. The
user activity factor is 0.5. The base to mobile distance is 2km, and the
mobile speed is approximately 30km/h. The upper plot show an estimate
of the performance improvement (as defined in (6.54)) at the downlink
co-channel user in cell 1 (a cell in front of the considered base). The mid-
dle plot shows the azimuth position of the desired and interfering mobile
and the estimated transmit direction θ̂0. The lower plot shows an esti-
mate of the uplink mean signal to interference ratio during the B = 21
consecutive active bursts in a block of 104 bursts. The mean interference
reduction i.e. 1/(ḡ2). (defined in 6.53) is estimated to be 8.3dB.

Example 6.3

Simulations are performed as described in Example 6.2, using the TU
and BU propagation models for the desired user, and a mobile speed of
approximately 30km/h. The mean interference reduction i.e. 1/(ḡ2) is
estimated using the GAA approximation as described in Section 6.3.1
above. The generalized-SICR beamformer weights are also calculated
using (5.10), and the GAA approximation of the TU and BU models,
Section 2.4 (assuming perfect estimation of the Rk,k matrix. The inter-
ference reduction is estimated for the MDP as well as the generalized
SICR-beamformer (in its RCS-WON form). The average performance
improvement 1/(ḡ2) defined by (6.53) for sections with certain mean up-
link C/I ranges, is listed in Tables 6.1 - 6.6, below.
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Figure 6.2: Simulation of proposed algorithm on a TU model

The performance obtained using the MDP beamformer is listed under
“Actual”. The performance of the generalized SICR beamformer minus
the performance of the MDP beamformer is listed under “Loss.” From
the tables it is deduced that the MDP beamformer generates less than
0.9dB more interference, than the generalized SICR beamformer, pro-
vided that the uplink (mean) C/I is better than −8dB,−8dB,0dB and
−6 dB in the frequency hopping-synchronized (FHS), fixed frequency
hopping-unsynchronized (FHU), fixed frequency-unsynchronized (FFU)
and fixed frequency-synchronized (FFS) cases respectively.

Example 6.4

Simulations are performed as described in Appendix 6.A. However,
this time desired signal is propagating on impulse responses obtained from
measurements collected in the city center of Aalborg7. Some details of the
measurement environment and equipment are described in Section 7.1.

7The measurements were made by Aalborg University within the framework of
TSUNAMI(II).
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The measurements are divided into four routes. In route 0, the mobile is
approximately at broadside at a 2.5km distance. In route 1, the mobile
drives from θ = +30 to θ = −100 degrees, at a 2.5km distance. In route 2,
the mobile drives away from the base starting at a 300 meter distance, and
ending at a 1200 meter distance, all at approximately θ = −40 degrees.
In route 3 finally, the base starts at a 200 meter distance, and stops at
4km. The angle of the start is θ = +45 degrees and of the end θ = 0
degrees. The mean interference reduction i.e. 1

ḡ2 . (as defined in equation

6.53) is estimated to be 6.2dB, 7.7dB, 7.8dB and 7.6dB in routes 0-3,
respectively. No data was discarded. The worst uplink C/I during the
simulation was −8dB.

6.4 Conclusions

A computationally simple downlink beam steering algorithm has been
developed. This algorithm steers a beam towards the desired user in the
downlink of a GSM/DCS1800/PCS1900 system. There is no attempt to
track and avoid transmission towards co-channel users. The algorithm
and approach are fully capable of handling multipath scenarios (Example
6.2, 6.3 and 6.4). Compiling the analytical (Section 6.2.4) and simula-
tion results (Section 6.3.2), we conclude that the performance of the
proposed algorithm is close to that of the generalized-SICR beamformer
(without nulling) provided that the uplink mean C/I (the downlink trans-
mission is based on uplink data) is better than a certain threshold. This
threshold is conservatively estimated to be −8dB,−8dB,+3dB and −2 dB
in the frequency hopping-synchronized (FHS), fixed frequency hopping-
unsynchronized (FHU), fixed frequency-unsynchronized (FFU) and fixed
frequency-synchronized (FFS) case respectively. The simulations as well
as the analytical results also show that the algorithm is capable of reduc-
ing the downlink interference level approximately 6 − 8dB using linear
arrays of eight antenna elements per sector (as compared of using a single
antenna element per sector).
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BU2km,FHS BU2km,FHU
C/I (from)-(to) Actual Loss Actual Loss
(-∞)-(-10) 5.9 0.057 5.9 0.057
(-10)-(-8) 5.8 1 5.7 1.1
(-8)-(-6) 6.0 0.71 5.9 0.82
(-6)-(-4) 5.9 0.57 6.0 0.41
(-4)-(-2) 6.3 0.49 6.3 0.47
(-2)-(0) 6.6 0.5 6.6 0.49
(0)-(+2) 6.7 0.43 6.7 0.4
(+2)-(+4) 6.1 0.71 6.2 0.59
(+4)-(+6) 7.1 0.21 7.1 0.23
(+6)-(+8) 7.0 0.25 7.0 0.25
(+8)-(+10) 7.5 0.24 7.5 0.27
(+10)-(∞) 7.5 0.28 7.5 0.28
(+4)-(∞) 7.2 0.24 7.2 0.25

Table 6.1: Comparison of the performance of the generalized-SICR beam-
former (without estimation errors) and actually obtained performance us-
ing the BU propagation model and 2km base-mobile distance. FHS = fre-
quency hopping-synchronized, FFU = frequency hopping-unsynchronized.
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BU2km,FFS BU2km,FFU
C/I (from)-(to) Actual Loss Actual Loss
(-∞)-(-10) -4.5 11 -3.2 9.8
(-10)-(-8) -4.6 11 -2.1 8.8
(-8)-(-6) -3.3 9.9 1.9 4.8
(-6)-(-4) -0.36 7.2 6.1 0.8
(-4)-(-2) 4.8 2.3 6.4 0.6
(-2)-(0) 5.9 1.0 6.4 0.62
(0)-(+2) 6.3 0.51 6.3 0.61
(+2)-(+4) 6.7 0.57 6.7 0.49
(+4)-(+6) 7.2 0.25 7.2 0.21
(+6)-(+8) 7.3 0.24 7.0 0.38
(+8)-(+10) 6.6 0.65 7.4 0.28
(+10)-(∞) 7.5 0.29 7.5 0.31

Table 6.2: Comparison of the performance of the generalized-SICR beam-
former (without estimation errors) and actually obtained performance us-
ing the BU propagation model and 2km base-mobile distance. FFS = fixed
frequency-synchronized, FFU = fixed frequency-unsynchronized.
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TU2km,FHS TU2km,FHU
C/I (from)-(to) Actual Loss Actual Loss
(-∞)-(-10) -3.5 12 -2.2 11
(-10)-(-8) 8.1 0.16 8.1 0.28
(-8)-(-6) 7.9 0.25 8.0 0.17
(-6)-(-4) 7.8 0.26 7.6 0.41
(-4)-(-2) 7.7 0.29 7.6 0.40
(-2)-(0) 7.8 0.21 7.8 0.20
(0)-(+2) 7.9 0.18 7.8 0.32
(+2)-(+4) 7.8 0.18 7.7 0.27
(+4)-(+6) 7.9 0.12 7.8 0.20
(+6)-(+8) 7.9 0.2 7.9 0.26
(+8)-(+10) 7.9 0.28 8.0 0.18
(+10)-(∞) 8.0 0.17 8.0 0.23
(+4)-(∞) 7.9 0.19 7.9 0.22

Table 6.3: Comparison of the performance of the generalized-SICR beam-
former (without estimation errors) and actually obtained performance us-
ing the TU propagation model and 2km base-mobile distance. FHS = fre-
quency hopping-synchronized, FHU = frequency hopping-unsynchronized
.
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TU2km,FFS TU2km,FFU
C/I (from)-(to) Actual Loss Actual Loss
(-∞)-(-10) -10 19 -7.5 16
(-10)-(-8) -3.8 12.0 -5.6 14
(-8)-(-6) -3.3 11.0 -2.6 11
(-6)-(-4) -0.69 8.7 2.8 5.2
(-4)-(-2) 7.3 0.81 5.8 2.1
(-2)-(0) 7.6 0.38 7.7 0.37
(0)-(+2) 7.7 0.32 7.8 0.3
(+2)-(+4) 7.6 0.42 7.9 0.24
(+4)-(+6) 8.0 0.13 7.8 0.28
(+6)-(+8) 7.9 0.27 8.0 0.19
(+8)-(+10) 8.0 0.083 7.9 0.22
(+10)-(∞) 7.9 0.29 8.1 0.17

Table 6.4: Comparison of the performance of the generalized-SICR beam-
former (without estimation errors) and actually obtained performance us-
ing the TU propagation model and 2km base-mobile distance. FFS = fixed
frequency-synchronized, FFU = fixed frequency-unsynchronized.
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TU1km,FHS TU1km,FHU
C/I (from)-(to) Actual Loss Actual Loss
(-∞)-(-10) 5.6 0.37 5.7 0.23
(-10)-(-8) 6.5 0.25 6.3 0.31
(-8)-(-6) 5.8 0.35 5.9 0.35
(-6)-(-4) 6.4 0.31 6.4 0.31
(-4)-(-2) 6.4 0.39 6.4 0.43
(-2)-(0) 6.5 0.49 6.6 0.45
(0)-(+2) 6.1 0.41 6.2 0.32
(+2)-(+4) 6.0 0.60 6.0 0.59
(+4)-(+6) 5.8 0.63 5.8 0.59
(+6)-(+8) 5.9 0.28 5.9 0.29
(+8)-(+10) 6.6 0.19 6.2 0.43
(+10)-(∞) 6.2 0.50 6.2 0.49
(+4)-(∞) 6.0 0.45 6.0 0.45

Table 6.5: Comparison of the performance of the generalized-SICR beam-
former (without estimation errors) and actually obtained performance us-
ing the TU propagation model and 1km base-mobile distance. FHS = fre-
quency hopping-synchronized, FHU = frequency hopping-unsynchronized.
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TU1km,FFS TU1km,FFU
C/I (from)-(to) Actual Loss Actual Loss
(-∞)-(-10) -8.5 16 -8.1 15.0
(-10)-(-8) -6.3 14 -8.4 15.0
(-8)-(-6) -6.2 14 -6.0 13.0
(-6)-(-4) -3.2 11 -2.1 8.8
(-4)-(-2) -1.1 8.6 1.1 5.4
(-2)-(0) 6.9 0.46 6.2 0.41
(0)-(+2) 6.7 0.76 6.2 0.39
(+2)-(+4) 6.7 0.56 5.9 0.34
(+4)-(+6) 7.0 0.28 6.1 0.24
(+6)-(+8) 7.3 0.38 6.2 0.34
(+8)-(+10) 7.2 0.62 6.9 0.27
(+10)-(∞) 7.1 0.21 6.1 0.25

Table 6.6: Comparison of the performance of the generalized-SICR beam-
former (without estimation errors) and actually obtained performance us-
ing the TU propagation model and 1km base-mobile distance. FFS = fixed
frequency-synchronized, FFU = fixed frequency-unsynchronized.

Appendix 6.A Simulations Using the “Beam-
link” Package

This section describes the “Beamlink” software for simulation of base
station antenna array systems, in particular GSM based. This pack-
age is employed in the detailed simulations of the MDP beamformer in
this chapter. The appendix is divided into two sections. Section 6.A.1
describes the software package and the possibilities that it offers while
Section 6.A.2 describes the configuration of Beamlink when it is employed
in this chapter.

6.A.1 In General

The developed simulator is implemented such that it can be reconfig-
ured to accommodate different transmission formats, cellular geometries,
propagation models, and measured impulse responses.

As input to the simulator the geometry of a considered and a num-
ber of co-channel cells is specified. It is assumed that all channels can
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be considered fixed for the duration of a burst (approximately 0.5ms in
GSM). An impulse responses file is assigned to each cell. An impulse re-
sponse file consists of a list of mobile positions (distance and angle with
respect to a base) and multidimensional impulse responses from the sin-
gle mobile antenna to the multiple base antennas i.e. hRX

l , l = 1, 2, . . .
in the framework of Chapter 2. There may also be a downlink impulse
response, hRX

l ,l = 1, 2, . . . associated with each position. The impulse re-
sponses associated with a cell are defined as the impulse responses with
positions within that cells geometrical area.

Beamlink runs a main loop where for each revolution it: reads the
impulse response of the desired and interfering users, convolves with cor-
rectly formatted bit streams, adds the signals and noise, applied algo-
rithms and saves performance results. Each burst is processed using an
uplink combining and downlink beam steering algorithm. The perfor-
mance of the uplink combining algorithm is obtained by estimating the
instantaneous carrier to interference ratio off the combined signal and
post-processes that information using the look-up tables of [WM96]. The
downlink beam steering uses the uplink signals as input and produces a
vector of transmission weights, w (see Section 2.1.2). Beamlink logs the
downlink performance by calculating the power delivered at the desired
and co-channel mobiles. In order to do this, the downlink impulse re-
sponse to these mobiles are needed. If the impulse response files doesn’t
contain any downlink impulse responses the uplink impulse responses
are used but with a displacement in mobile position of a couple of wave-
lengths. The justification for this procedure is given in Section 6.A.1.1
below. The downlink performance using transmision with just a single
element in the array, is also logged in order to enable comparison. The
impulse response files are produced either by propagation models or by
measurements, see Appendix 2.C.3 and Section 7.1 respectively. Since
the scaling of impulse responses may be incompatible, Beamlink starts
by estimating the path loss slope and scaling of each file. The impulse re-
sponses are then forced to the same scaling and path-loss slope according
to the method described in Appendix 2.E. The simulator also estimates
the average signal strength for sections of a few wavelengths. Thus an
estimate of the mean signal strength averaged over the fast fading (see
Section 2.1) is available for each burst. This makes it simple to generate
FER versus mean signal to interference rate curves, using the output of
Beamlink. The signal strength is also utilized when the noise is added.

The noise level is specified by the Eb/N0 quotient, where Eb is the
energy per bit averaged over fast fading and N0 is the spectrum density
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of the flat noise spectrum. Thus the noise level follows the slow fading.
The simulator is capable of simulating (slow) random frequency hop-

ping as follows: The interfering co-channel user positions are drawn
throughout the whole interfering cell, in each burst. If the impulse re-
sponse file for the desired user is generated (or measured) with frequency
hopping then its impulse response file is read sequentially. Otherwise
it is read with some random dithering around the nominal position in
order to emulate frequency hopping. In the downlink, the performance
is measured in terms of reduction of emitted interference compared with
transmission using a single antenna element. The downlink beamform-
ing approach of this Chapter, does not track and “null” in the direction
of interfering users in other cells, see Chapter 3. Thus the uplink and
downlink position of the co-channel users in other cells need not coincide.
Thus when the frequency hopping option is selected, it is actually applied
only in uplink and not in downlink. This enables the downlink interfer-
ence level at a co-channel user at a co-channel user to be logged burst by
burst. Furthermore, the fast fading is easily removed by averaging the
signal strength over consequtive bursts. In order to simulate approaches
with nulling such as the SSFR and RCS-WIN approaches introduced in
Chapter 3, some reprogramming of Beamlink is necessary.

In the frequency hopping case the interfering users are in DTX mode
with probability 50%, whereas with fixed frequency they are always ac-
tive. DTX mode means that the user is silent and the mobile therefore
only uses 12 out of 104 bursts (in GSM). The DTX feature is modeled
in the frequency hopping case by multiplying the interfering users with a
factor η where Pr{η = 0} = Pr{η = 1} = 0.5. This factor is randomized
independently from mobile to mobile and burst to burst. The desired
user is either in DTX mode or active during all the simulation.

When fixed frequency is employed, all impulse response files are read
sequentially, and DTX is not modelled for the interfering user.

Beamlink is capable of simulating TDMA systems with unsynchro-
nized TDMA frames. This is made by using two co-channel users per
interfering cell when generated one time-slot for the desired user. The
two time-slots arrive contiguously in time with the transition in accor-
dance with the frame-offset between the two cells. When a synchronized
network is considered only one user per cell is modeled. However, the
timing of that user takes the propagation delay and time-advancing into
account, [MP92].
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6.A.1.1 Emulation of Downlink Using Uplink

If downlink impulse responses are not available it is assumed that

aRX(θ, fRX) = aTX(θ, fTX). (6.55)

This is the case if two separate antenna arrays are employed for up and
downlink and these arrays have the same geometrical configuration but
with scaling according to their respective wavelength. Then RRX = RTX

from (2.20) assuming the GWSSUS model. If τRX
k = τTX

k then from
(2.11) the statistical distribution of the up and downlink channels are the
same. However if τRX

k 6= τTX
k all important statistical properties are still

the same. Thus under these assumptions, a sample of the uplink channel
can also be seen as a sample of the downlink channel. However, since a
FDD system is assumed, the up and downlink channels are uncorrelated
and therefore independent, see Section 2.5. Thus if sample p is used as
uplink channel in a certain burst, sample p − d of the uplink channel
may be used to emulate the downlink channel in burst where d should be
chosen large enough for the gain and position of the effective scatters to
be considered constant, see Chapter 2. In the simulations a separation
of two wavelengths is employed.

6.A.2 Configuration of Beamlink in this Thesis

All simulations using Beamlink in this Thesis are based on a K = 1, S = 3
frequency allocation, see Section 3.1.1. This geometry is illustrated in
Figure 6.3 below, using slightly different sector shapes than in Section
3.1.1. The symbol ’o’ in Figure 6.3 represents the location of the base
stations, and the dotted lines illustrate the shape of the co-channel sec-
tors. The “considered” base is labeled “0” in the figure. The site to
site distance is 3km. The burst formats and frequencies are those of
DCS1800, [MP92]. All channels and all time slots are utilized i.e. the
network is fully loaded. A fourth order Butterworth filter with 100khz
cut-off frequency is applied as receiver filter. All interfering mobiles are
generated using the TU model introduced in Section 2.4. The speed of
all interfering mobile is 30km/h, thus the distance traveled between two
consecutive bursts is 0.04 meter. The impulse responses for the desired
user are either generated using the TU or BU (see Section 2.4) propa-
gation model or obtained from the measurements described in Section
7.1. The TU and BU impulse response files are generated as described in
Section 2.C.3. This implementation assumes that the mobile is moving
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circumferentially. Figure 6.3 illustrates how these circumferential routes
are used to emulate the different cells using arcs. When a unsynchronized
network is simulated, the TDMA frames of the cells are offset as listed
in Table 6.7 below as compared with cell 0. As a reference, the length
of a TDMA frame in GSM or DCS1800, is 156.25 bits including guard
time. Table 6.7 also lists the training sequence employed by the cells.
For a definition of the training sequences see [GSM94]. The Eb/N0 value
employed in all simulations is 10dB.

The considered base station is assumed to employ two eight element
linear arrays to cover a 120 degree sector. One is used in the uplink
and the other in downlink. The element spacing is half a wavelength at
the respective carrier frequency. The reason for assuming two different
arrays is that the available impulse response measurement only consider
uplink, see Section 7.1. When generating impulse responses using the TU
and BU propagation models the antenna element patterns, p(θ, f), are
assumed to be given by

p(θ, f) =





sin(π
2 cos(θ)) when |θ| ≤ 70o

100.1(−5−30
|θ|−70

o

70
) when 70o < |θ| ≤ 140o

10−3.5 when |θ| > 140o.

(6.56)

Thus aRX(θ, f) is given by (2.4) with p(θ, f) given by (6.56).
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Cell Number of bits offset with
respect to cell 0 in
unsynchronized mode.

Training sequence
number.

0 0 0
1 114.8 1
2 48.8 2
3 120.1 3
4 136.1 4
5 122.5 5
6 45.5 6
7 108.3 5
8 34.0 7
9 114.9 3

Table 6.7: TDMA frame offsets in unsynchronized mode and the distri-
bution of the training sequences

0 1

23

4

5 6

7

8

9

Figure 6.3: The cellular geometry involved in the simulations.





Chapter 7

Experimental
Performance Results

Previous multiple antenna related measurement results presented in the
literature, e.g. [AFWP86, Egg95a, Mar96], have focused on describing
the propagation in terms of quantitative measures or by estimating model
parameters. These characterizations are very useful for algorithm devel-
opment and understanding of systems. However, they do not provide
sufficient information to asses the performance of downlink beam steer-
ing with nulling, such as the SICR and generalized-SICR beam formers
introduced in Section 3.2.1 and Chapter 5, respectively. Herein, experi-
mental data1 is used to adapt the model parameters of the GAAO model
introduced in Section 2.3.1, such that reasonable performance predictions
are obtained from the model. This model assumes that the energy re-
ceived at the base from a given mobile is Gaussian distributed in azimuth,
with mean in the direction of the mobile, and a standard deviation which
is a function of base-mobile distance.

In this chapter, the SICR and the generalized-SICR beamformer, in-
troduced in Section 3.2.1 and Chapter 5 respectively, are applied to the
experimental data and to the GAAO model. Under the GAAO model
the two beamformers are equivalent, if no errors in the input parame-
ters are assumed. The results show that the average nulling performance
estimated from the experimental data, agrees well with that predicted

1The experimental data were collected by Aalborg University in December 1996,
within the framework of the European commission ACTS-TSUNAMI(II) project
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using the GAAO model, for the SICR beamformer, if the parameters
σ0 = 6o, r0 = ∞ are applied (implies σ = σ0 = 6o at all distances r).
The average performance of the generalized-SICR beamformer is signif-
icantly higher, and corresponds to σ0 = 30, r0 = ∞. In both cases, the
performance deviates substantially from that predicted by the model, in
particular cases. The influence of these deviation on the system simula-
tions such as those in Chapter 4, has to be evaluated in the future (see
“Semi-experimental simulations” in Section 8.2). However, the results
show that σ0 = 3o to 6o, r0 = ∞ is a realistic model, and that there
is good hope that the performance predicted in Chapter 4, using these
parameters, can be obtained in reality using techniques such as the SICR
and generalized-SICR beamformer. The chapter is organized as follows:
Section 7.1 describes the measurements in terms of the environment and
equipment. Section 7.2 describes how the SICR and generalized-SICR
beamformers are implemented, and defines several nulling performance
estimates. The defined performance estimates are applied to the mea-
sured data in Section 7.3. Finally conclusions are drawn in Section 7.4.

7.1 Experimental Setup

The measurements were performed in downtown Aalborg city, a typical
European city characterized by an irregular street layout and mostly 3-
5 story buildings with only a few higher buildings. The base station
antenna array was installed on a 41 meter high roof of a power plant.
The base antenna consists of an ten by four planar array of vertically
polarized dipole elements, in front of a ground plane. The four vertical
elements are passively combined to achieve high elevation gain. The eight
inner columns are connected to the receiver chains, while the outermost
columns are passively loaded. The array is assumed to be an ideal linear
array in the processing i.e., a(θ, f) is given by (2.4), where θ is with
reference to broadside, see Figure 2.2. The measurements are divided
into four routes. In route 0, the mobile is approximately at broadside at
a 2.5km distance. In route 1, the mobile drives from θ = +30 to θ = −100
degrees, at a 2.5km distance. In route 2, the mobile drives away from the
base starting at 300 meter distance, and ending at a 1200meter distance,
all at approximately θ = −40 degrees. In route 3 finally, mobile starts
at a 200 meter distance, and stops at 4km. The angle in the start is
θ = +45 degrees and in the stop θ = 0 degrees.

The total distance traveled by the mobile during the experiments is
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approximately 13km. The uplink channel impulse response is estimated
repeatedly during the measurements with a distance of 0.051 meters be-
tween consecutive estimates. The channel impulse responses includes the
effect of the receiver filters and the modulation pulse shape and extends
over ten bits. The receiver filter employed is a fourth-order Butterworth
filter with 3dB bandwidth at 100kHz. The sampling frequency is four
times the bit-rate. However since the framework of Chapter 2, assumes
sampling at bit-rate, the data is decimated by a factor of four before
further analysis. Since the bit-rate is close to the Nyquist sampling-rate,
very little information is lost in the decimation process. In the framework
of Chapter 2, the thus obtained entity is hl for, say, l = l0, . . . , l0 + 9.

The mobile is transmitting signals with the modulation, frequency and
TDMA structure of the DCS-1800 uplink, [MP92]. Five types of TDMA
frames are transmitted: pseudo-random bit sequence, traffic, synchro-
nization, calibration, and frequency correction. The synchronization and
frequency correction bursts are inserted to enable the base to find the
timing and frequency of the mobile. The pseudo-random bit sequence
consists of 63 pre-defined bits which are employed to enable the base to
form a highly accurate estimate of the channel. In the calibration burst
the mobile is silent and a calibration tone is injected in each receiver
branch in order to estimate and compensate for the phase, gain, and bias
of each receiver branch including cables.

The mobile is equipped with a GPS positioning system (without dif-
ferential correction), and continuously transmits its position to the base.
Thus the mobile position is considered known. The base uses eight par-
allel receivers i.e., m = 8 in the framework of Chapter 2. Each receiver is
physically separated into a mast and base unit. The mast unit is placed
near the antenna array. The signals are down-converted to 300MHz in
the mast unit. A four to one RF-switch is inserted before each front end
filter. During the measurements the RF-switch is employed to switch
between the antenna array outputs and a calibration signal.

7.2 Analysis Method

The statistic

v̂b =

9∑

l=0

ĥl,b, (7.1)
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is estimated for each estimated impulse response where ĥl,b denotes the
estimate of the lth tap in the bth bursts. Propagation according to the
GWSSUS model introduced in Section 2.2 is assumed. Note that this
model does not impose any restrictions on the spatial properties of the
propagation. If the transmitted signal is narrow-band a single cluster of
scatters i.e., d = 1, is sufficient in the GWSSUS model. The estimate v̂b

is seen as an estimate of the effective steering vector in the bth burst, for
the case that a narrow-band signal (with the same center frequency as
the actual signal) had been applied. Thus in a sense, the bandwidth is
reduced, and therefore some spatio-temporal information is lost. How-
ever, our goal is to characterize the spatial propagation characteristics
only. The measured routes are divided into consecutive sections of fifty
bursts extending over two and a half meters of mobile motion. On the ith
route, the multipath covariance matrix estimate , R̂i

s of the sth section
is defined as

R̂i
s =

∑

b∈{the bursts of the sth section of the ith route}
vbv

∗
b . (7.2)

From each section a GAA d = 1 model is adapted. More precisely,
the R̂i

s matrix is used as input to the weighted least squares method in

[TO96]. This method produces an estimate of the mean angel, θ̂i
s, angular

spreading, σ̂i, and power Ĝi
s of the cluster (a noise variance estimate is

also obtained but that is not used). These estimates can be seen as an

approximation of R̂i
s namely

R̂i
s ≈ Ĝi

sR(θ̂i
s, σ̂

i
s), (7.3)

where the complex-matrix valued function R(θ, σ) is defined in (2.33-

2.34). In order to estimate the “error” in the model implied by θ̂i
s, σ̂

i
s

the performance of the SICR beamformer introduced in Section 3.2.1
is investigated (this beamformer assumes a GAA, d = 1 model). The

performance is assessed as follows: The θ̂0
s and σ̂0

s estimates obtained on
route 0, are used as the mean angle and angular spread for a desired user .
The parameters of an identified interfered user are taken from one of the
remaining routes i.e., i = 1, 2, 3 (other combinations have also been tried,
e.g the third route for the desired user, however the results are similar
to those below). The SICR beamformer is applied in its SSFR version
described in Section 3.3.1.2. This means that the matrix M defined in
(3.13), is given by
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M = R(θ̂i
s, σ̂

i
s) + 1.3161I, (7.4)

where i = 1, 2 or 3. Thus using the sth section for the desired and inter-
fering user a weighting vector ŵs is obtained. In order to investigate the
performance of the obtained weighting vectors, the power at the desired
and interfering mobile in section s is estimated as

P̂Ds = ŵ∗
s−1R̂

0
sŵs−1, (7.5)

and

P̂Is = ŵ∗
s−1R̂

i
sŵs−1 (7.6)

respectively. Note that the “one section old” weighting vector estimates
are applied. This is because, unlike the uplink, the downlink beamform-
ing vectors must be based on past data. Note that although the ŵs−1

vectors are based on the GAA d = 1 model, the estimates in (7.6) and
(7.5) are not, since they apply unstructured estimates of the desired and
interfering mobile multipath covariance matrices. The performance esti-
mate of the obtained beamforming weights, P̂Es is defined as

P̂Es =
P̂Ds

P̂Is
(7.7)

=
ŵ∗

s−1R̂
0
sŵs−1

ŵ∗
s−1R̂

i
sŵs−1

. (7.8)

In order to obtain an estimate of the nulling performance, normalization
of P̂Es with respect to the performance using a single antenna is desir-
able. The single antenna performance is derived as follows: Consider
transmission using ŵk = [1, 0, . . . , 0]T . Then from (7.8) the P̂Es is given

by [R̂0
s]1,1/[R̂i

s]1,1 while if wk = [0, 1, . . . , 0]T it is given by [R̂0
s]2,2/[R̂i

s]2,2

. From this discussion it is clear that an estimate of the performance using
transmission with a single element, ŜEPs is obtained as

ŜEPs =
Trace{R̂0

s}
Trace{R̂i

s}
, (7.9)

which, in a sense, is an average over the antenna elements. The nulling
performance of the SICR beamformer, may now be defined as
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N̂P
SICR

s = P̂Es(ŜEPs)
−1 (7.10)

Combining (7.8-7.10) yields

N̂P
SICR

s =
ŵ∗

s−1R̂
0
sŵs−1Trace{R̂i

s}
ŵ∗

s−1R̂
i
sŵs−1Trace{R̂0

s}
. (7.11)

A reasonable measure of the interference reduction factor ḡ2
SICR, using

the SICR beamformer, is

ḡ2
SICR = E{(N̂P

SICR

s )−1}, (7.12)

where the average is over the sections. In order to evaluate the relevance
of the model obtained from the parameters θ̂0

s , σ̂0
s θ̂i

s and σ̂i
s, a structured

nulling performance estimate is defined as

N̂P
SICR,struct

s =
ŵ∗

s−1R(θ̂0
s , σ̂0

s)ŵs−1

ŵ∗
s−1R(θ̂i

s, σ̂
i
s)ŵs−1

, (7.13)

where the word “struct” is shorthand for “structured” and emphasizes
that this is the performance obtained if the model implied by the pa-
rameters θ̂0

s , σ̂0
s θ̂i

s, and σ̂i
s is true. In Chapter 5 a generalized version

of the the SICR beamformer is introduced. This beamformer is general-
ized to the case of arbitrary GWSSUS models. This beamformer is also
applied to the data. This is done by using the unstructured multipath
covariance matrices R̂0

s−1 and R̂i
s−1 as input to the algorithm. In a real

implementation of the algorithm, these matrices may have to be trans-
formed from the receive to the transmit frequency, before being applied
in the beamformer. Since the measurements are performed only at a sin-
gle frequency, this problem is ignored. This can be interpreted as if case
2 in the enumeration in Section 2.5 applies. Thus, the generalized-SICR
beamforming vectors ˆ̃ws are obtained as

ˆ̃ws =

√
Trace{R̂0

s}
me∗R̂i

se
e (7.14)

where e is the dominant generalized eigenvector associated with the ma-
trix pair

(R̂0
s,

m

Trace{R̂i
s}

R̂i
s + constant × I), (7.15)
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where again constant = 1.3161 is applied. The nulling performance, and
the mean interference reduction factor, of the generalized SICR beam-
former is obtained as

N̂P
gen-SICR

s =
ˆ̃w∗

s−1R̂
0
s
ˆ̃ws−1Trace{R̂i

s}
ˆ̃w∗

s−1
R̂i

s
ˆ̃ws−1Trace{R̂0

s}
. (7.16)

and

ḡ2
gen-SICR = E{(N̂P

gen-SICR

s )−1} (7.17)

respectively. In order to compare the nulling performance of the SICR
and generalized-SICR beamformer on the real data with the nulling per-
formance implicitly assumed in Chapter 4, the performance of the SICR
on the GAAO model of Section 2.3.1 (which is assumed in Chapter 4) is
also investigated. The GAAO model is basically a GAA, d = 1 model
(Gaussian angular spreading, single cluster) with a σ which varies with
distance as

σ(r) =

{
r0

r σ0, when r > r0

σ0 when r < r0
(7.18)

where σ0 and r0 are parameters. The nulling performance estimate for
the SICR beamformer on this channel is defined by

N̂P
model

s =
w̆∗

sR(θo
s , σ(r0

s))w̆s

w̆∗
sR(θi

s, σ(ri
s))w̆s

, (7.19)

where rs
0 and ri

s are the distance to the desired and interfering user re-
spectively, and the weighting vector w̆s is obtained from the SICR beam-
former assuming perfect estimation of the parameters. The angle and
distance to the desired and interfered users are obtained from the GPS
positioning system. The mean interference reduction using on the model
is defined as

ḡ2
model = E{(N̂P

model

s )−1}. (7.20)

Note that on the GAAO model, the SICR and generalized-SICR beam-
formers are equivalent, and therefore the performance estimates (7.19)
and (7.20) also pertains to the generalized-SICR beamformer.

In the following, the wording “the σ0 = 6o, r0 = ∞ model” will
be used as shorthand for “the GAAO model of Section 2.3.1, using the
parameter setting σ0 = 6o, r0 = ∞”.
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7.2.1 Details

A practical problem involved with the calculation of the nulling perfor-
mance estimates is that the number of sections are different in all routes.
This problem is solved by reading route 0, which is for the desired user,
from the beginning to the end, and then start from the first section again.
The interfering routes are read one after another sequentially. This im-
plies that both the desired and interfering user sometimes make instan-
taneous jumps of several kilometers. The performance statistics from
sections immediately after the jump become irrelevant. These sections
are therefore discarded.

The weighted least squares method in [TO96], which is employed to

estimate θ̂i
s and σ̂i

s, is initialized, with respect to θ̂i
s, using a conventional

beamforming method. The criterion function is evaluated on a grid of
points, centered around the initial θ̂i

s estimate.
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7.3 Results
Example 7.1

Plots

In Figures 7.1 the 30%, 50%, and 70% levels of the cumulative distri-
bution function the σ̂i

s estimates obtained using the least squares method
of [TO96], are shown as a function of base-mobile distance. The plot was
generated in the following way: The σ̂i

s estimates were divided into 14
groups. The σ̂i

s estimates corresponding to sections with base-mobile dis-
tances in the range from 300 × (g − 1) meter to 300 × g meter, were put
in the gth group (g = 1, . . . , 14). Then the 30%, 50%, and 70% levels
of the cumulative distribution of σ̂i

s is determined, for each group. The
obtained levels are plotted in Figure 7.1 where the x-value 300× g − 150
(meter) is used for the gth group.
Observations

The angular spreading does not seem to be decreasing with distance.
At a 3km distance, very high levels of angular spreading are obtained.
The 50% percentile is typically 6 degrees. This is a weak indication that
σ0 = 6o, r0 = ∞ is a reasonable model.
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Figure 7.1: The 70%, 50% and 30% levels of the cumulative distribution
of σ̂s.
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Example 7.2

In order to do downlink nulling successfully the transmit vector wk

should be basically orthogonal to the dominant subspace of the multi-
path covariance matrix of the nulled user, in this case R̂i

s. The higher
dimension of this subspace, the more difficult the downlink beamforming
becomes. Two measures m1 and m2 are introduced to determine the
degree to which R̂i

s, can be approximated by a rank one and a rank two
matrix respectively. The measures m1 and m2 are defined by

m1 =
λ1∑m

n=1 λn
(7.21)

and

m2 =
λ1 + λ2∑m

n=1 λn
, (7.22)

respectively, where λ1 ≥ λ2, . . . ,≥, λm are the eigenvalues of the matrix
R̂i

s. If m1 and m2 are close to one R̂i
s is well approximated by a a rank one

matrix. If m2 is close to one, while m2 is not, a rank-two approximation
of R̂i

s is appropriate.
Plots

The sections are divided into groups as in Example 7.1. The 10%,
50%, and 90% levels of the commutative distribution of the obtained m1

and m2 values for the different groups are plotted in the upper and lower
part of Figure 7.2. As a reference, some m1 and m2 values for the matrix,
R(θ, σ) are listed in Table 7.1 below.
Observations

The measures m1 and m2 generally do not decrease with distance.
Thus downlink nulling does not become easier with increasing distance.
A reasonable value for the r0 parameter in the GAAO model is thus
r0 = ∞, which implies a distance independent angular spreading. An
angular spread, σ0, in the range from σ0 = 3o to σ0 = 6o seems to be
realistic.
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θ σ m1 m2

0o 6o 0.68 0.94
60o 6o 0.88 0.9935
0o 3o 0.88 0.9935
60o 3o 0.9661 0.9995

Table 7.1: The measures of m1 and m2 applied to the matrix, R(θ, σ).

0 500 1000 1500 2000 2500 3000 3500 4000 4500
0.75

0.8

0.85

0.9

0.95

1

0 500 1000 1500 2000 2500 3000 3500 4000 4500
0.75

0.8

0.85

0.9

0.95

1

90%
50%
10%

Base-mobile distance r (meter).

Base-mobile distance r (meter).

Figure 7.2: The 90%, 50% and 10% level of the cumulative distribution
of m1 upper and m2 lower

Example 7.3

Plots

The structured and unstructured nulling performance estimates, for
the SICR beamformer, corresponding to the same desired and interfer-
ing section, are marked with an ’x’ in Figure 7.3. The x-axis indicates
the structured estimate obtained from (7.13), and the y-axis the unstruc-
tured estimate (7.11). The dotted line in the figure shows the line y = x.
The number of ’x’s below the dotted line is 43.5%. The mean and stan-

dard deviation of 10 log(N̂P
SICR

s ) − 10 log(N̂P
SICR,struct

s ), is 1.7(dB) and
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6.5(dB) respectively. The mean interference reduction factor for SICR
beamformer is estimated to be ḡ2

SICR = 0.1369 i.e., an improvement of
8.6dB.

In Figure 7.4, a similar plot as Figure 7.3 is shown, with the dif-
ference being that the performance of the SICR beamformer using the
σ0 = 6o, r0 = ∞ model, defined by (7.19), is on the x-axis. The dotted
line in Figure 7.4 is again y = x. The number of ’x’s below the dotted

line is 50.0%. The mean and standard deviation of 10 log 10(N̂P
SICR

s ) −
10 log(N̂P

model

s ), is -0.12dB and 6.6dB respectively. The mean interfer-
ence reduction factor on the σ0 = 6o , r0 = ∞ model is estimated to be
ḡ2
model = 0.1328 i.e., an improvement of 8.8dB.

Observations The model obtained through the θ̂i
s and σ̂i

s estimates does
not predict the performance of the SICR beamformer better that the
σ0 = 6o, r0 = ∞ model. Thus the σ̂i

s estimates should not be taken too
seriously. The average performance of the SICR beamformer obtained on
the real data, and on the σ0 = 6o,r0 = ∞ model are very similar.

Example 7.4

Plots

In Figure 7.5, the performance of the SICR beamformer on the σ0 =
6o,r0 = ∞ model is again on the x-axis. However, the performance
of the generalized SICR beamformer estimated using (7.16) is on the
y-axis. The dotted line in Figure 7.5 is y = x. The number of ’x’s
below the dotted line is 22.7%. The mean and standard deviation of

10 log(N̂P
gen-SICR

s ) − 10 log(N̂P
model

s ), is 3.8dB and 6.4dB respectively.
The interference reduction factor for generalized-SICR beamformer is es-
timated to be ḡ2

gen-SICR = 0.0639 i.e., an improvement of 11.9dB.
Observations

The performance of the generalized-SICR beamformer is in the order
of 3dB better than the SICR beamformer.
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Figure 7.3: Relationship between the structured and unstructured estimate
of the performance of the SICR beamformer.
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Figure 7.4: Relationship between the performance of SICR beamformer
on the σ = 6o,r0 = ∞ model and the actual performance of the SICR
beamformer estimated from the data.
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Figure 7.5: Relationship between the performance of generalized SICR
beamformer on the σ = 6o,r0 = ∞ model and the actual performance of
the SICR beamformer estimated from the data.

Example 7.5

Plots

Figure 7.6 is identical to Figure 7.5 except that the model performance
obtained using σ0 = 30, r0 = ∞ is on the x-axis rather than σ0 = 60,
r0 = ∞ as in Figure 7.5. As usual the dotted line in Figure 7.6 is
y = x. The number of ’x’s below the dotted line is 51.0%. The mean and

standard deviation of 10 log(N̂P
gen-SICR

s ) − 10 log(N̂P
model

s ), are 0.036dB
and 6.1dB respectively. The mean interference reduction factor using
the σ0 = 3o , r0 = ∞ model is estimated to be ḡ2

model = 0.0866 i.e., an
improvement of 10.6dB.
Observations

The average performance of the generalized SICR beamformer on the
measured data is similar to that obtained on the σ0 = 3o, r0 = ∞ model.
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Figure 7.6: em Relationship between the nulling performance of the gen-
eralized SICR beamformer on the σ = 3o,r0 = ∞ model and the perfor-
mance estimated from the data.

7.4 Conclusions

In Chapter 3 and 4 the GAAO model was assumed and the SICR beam-
former applied. Under the GAAO model, and assuming perfect esti-
mation of the required parameters, the SICR and the generalized-SICR
beamformer are identical. Thus the results of Chapter 3 and 4 may be
interpreted in two ways : as the performance of the SICR beamformer, or
as the performance of the generalized-SICR beamformer. The results of
this chapter indicate that σ0 = 60, r0 = ∞ is the appropriate parameter
setting in the former case and σ0 = 30, r0 = ∞, in the latter, for the
considered urban macro-cellular environment, see Examples 7.3 and 7.4.

However it should be noted that the translation from the RX to the
TX frequency, see Section 2.5, involved in the generalized-SICR beam-
former has been ignored in the chapter. This translation will lead to some
degradation of the performance of the generalized-SICR beamformer, due
to calibration and other errors. The analysis of the SICR beamformer
is however influenced by such errors through the parameterization of the
multipath covariance matrix using θ and σ.

The fact that σ0 = 3o to 6o with r0 = ∞ is a good model for the
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average performance obtained using the measurement results does not
prove that the results of Chapter 4, using this parameter setting, are cor-
rect, since there are large deviations for particular sections. However, it
seems unlikely that these deviations should affect the performance of the
RCS based approaches (capacity is increased by increasing the fraction
of the available spectrum used in a cell), since the RCS approaches do
not apply a channel allocation which attempts to separate the desired
and interfering users angular power distribution (as seen from the base).
Detailed simulations involving several base stations and mobiles, using a
mixture of measured and model-generated signals could be employed to
fully assess the influence of the deviations.

The paper [MPLE+97] uses the same data as used here to estimate
angular spreads, σ, ranging from 0 to 5 degrees (fluctuations depending
on mobile location). This seems to be consistent with the results for
the generalized-SICR beamformer obtained in this chapter. The reason
for the much worse performance in the SICR case, could be that small
calibration and model errors cause large errors in the θ and σ estimates
(θ̂i

s,σ̂
i
s) employed by the algorithm.

In summary, we conclude that σ0 = 3o to 6o with r0 = ∞, is a
reasonable model for predicting the performance of techniques such as
the SICR or generalized-SICR beamformer in urban environments, with
elevated base stations.



Chapter 8

Thesis Summary and
Future Research Issues

8.1 Summary

This thesis deals with the problem of increasing the capacity of cellular
communication systems by the use of antenna array base stations. Within
this field, we have focused on how and how much the downlink capacity
can be enhanced in FDD systems with macro-cells In Chapter 1 the
following four critical issues, involved in answering these questions were
identified

• propagation modeling, i.e., finding a mathematical relation between
the signals transmitted and the signals received,

• beamforming, i.e., how the transmitted signals should be distributed
over the antenna elements of the array in order to maximize per-
formance,

• channel allocation, i.e., how to distribute the available spectrum
among the mobiles in order to maximize the performance gain of
the antenna array,

• capacity estimation, i.e., estimating the achieved spectrum effi-
ciency as a function of the number of antennas employed in the
arrays, and other critical parameters.
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The following list describes the main contributions and conclusions of
the chapters of the thesis

Chapter 2 Five propagation models are derived: Gaussian Wide Sense
Stationary Uncorrelated Scattering (GWSSUS), Gaussian Angle of
Arrival (GAA), Gaussian Angle of Arrival One Cluster (GAAO),
Typical Urban (TU) and Bad Urban (BU).

The GWSSUS model is a generalization of the well-known wide-
band statistical multipath model [PB82, Pro89] to the multiple an-
tenna case. The GAAO model assumes that all energy received at
the base from a certain mobile is Gaussian distributed in azimuth,
with a certain (optionally distance dependent) angular spreading σ.
The results of Chapter 7 indicate that such a model yields realistic
performance predictions using σ = 3o to 6o.

The new model which has almost the same temporal-domain power
distribution as the frequently used typical urban model of [GSM92],
is introduced i.e., an exponentially decaying power delay profile
with an rms-delay spread of 1µs. The azimuthal power distribution
of the model is Gaussian with a standard deviation of σ = 10o/r
where r is the base to mobile distance in kilometers (as seen from
the bases).

Chapter 3 and 4 Three capacity enhancement approaches are intro-
duced: same sector frequency reuse (SSFR), reduced cluster size
without nulling (RCS-WON), and reduced cluster size with nulling
(RCS-WIN). The two variants of RCS distinguishes weather nulls
are steered in the direction of strong users in adjacent cells or not.
A beamformer called SICR is derived from the GAAO model intro-
duced in Section 2.3.1. Channel allocation and uplink power con-
trol algorithms to take care of the inter-cell cross-talk and dynamic
range problems for the three systems are proposed. The thus sys-
tems obtained are referred to as SICR-RCS-WIN, SICR-RCS-WON
and SICR-SSFR. The main findings of the chapters are

• A large uplink power control range is necessary to make the
downlink inter-cell nulling feature of the SICR-RCS-WIN sys-
tem effective.

• The uplink near-far ratio, defined as the ratio of the power of
the strongest user to the weakest desired user (averaged over
fast fading), allocated to the same timeslot (but sometimes
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different carrier), is typically less than 25dB, for all investi-
gated systems. For the SICR-RCS system with e = 1 and fast
handover, it is typically less than 4dB.

• The SICR-SSFR system requires around 16 channels (per power
group and sector) in order to be able to allocate channels with
spatially well separated users.

• The SICR-SSFR system increases capacity more than SICR-
RCS-WIN and SICR-RCS-WON systems in most of the inves-
tigated cases.

• The capacity enhancement achieved using SICR-RCS-WIN is
larger than or equal to that obtained using SICR-RCS-WON.

• The experimental results of Chapter 7 suggest that σ0 = 3o to
6o, r0 = ∞ (the framework is introduced in Section 2.3.1) is a
realistic model. Combining this information with the results
of Chapter 4, yields the following capacity predictions in the
more optimistic case σ0 = 3o: Threefold capacity enhancement
is achieved using the SICR-RCS-WIN and SICR-RCS-WON
systems with three and five antenna elements per 120-degree
sector, respectively (in comparison with a reference system em-
ploying a single element per 120-degree sector). Four and ten-
fold capacity enhancement is achieved with SICR-SSFR using
five and eighteen antenna elements respectively. Using SICR-
RCS-WIN or SICR-SSFR, eight antenna elements per sector,
and an improved handover, a ninefold capacity enhancement
is obtained. However, it is unclear how much of the ninefold
capacity enhancement should be attributed to the improved
handover in this case.

• The derived analytical expression for the outage probability
agrees well with simulation results in the SICR-SSFR case if
sixteen (or more) channels per group are employed, in the
SICR-RCS-WIN case if e = 1 is employed, and in the SICR-
RCS-WON case if slow handover is assumed.

Chapter 5 In this chapter the beamformer of Chapter 3 is generalized
to more general propagation models. The results of Chapter 7 indi-
cate that this generalization improves the interference suppression
approximately 3dB (see Examples 7.3 and 7.4). The beamformer
introduced herein also forms the starting point for the derivation
of the less complex beamformer of Chapter 6.
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Chapter 6 In this chapter a simple beamforming algorithm for imple-
mentation of the RCS-WON approach in GSM is proposed. Con-
sideration of approaches without nulling is motivated by their less
demanding requirements on channel allocation, power control, syn-
chronization, and hardware. Furthermore, approaches without
nulling are generally very robust with respect to angular disper-
sion and calibration errors.

The simulation results indicate that the proposed technique gener-
ates less than 0.9dB more interference than the generalized-SICR
algorithm, under some assumptions. In the case of frequency hop-
ping, this result is obtained even at a −8dB uplink signal to inter-
ference ratio. Simulation results using the TU and BU model, as
well as using the data collected in downtown Aalborg (Section 7.1),
indicate that the algorithm is capable of reducing the downlink in-
terference level approximately 6−8dB in urban environments using
linear arrays of eight antenna elements per sector (as compared to
using a single antenna element per sector).

Chapter 7 The nulling performance of the SICR and generalized-SICR
beamformers, are estimated by applying them to data measured in
a macro-cellular environment. The parameters needed in the SICR
beamformer are estimated using the least-squares algorithm intro-
duced in [TO96], while the input matrices needed in the generalized-
SICR algorithm are estimated directly from the data. It is con-
cluded that the angular dispersion is basically independent of the
base-mobile distance in the available data. The performance of the
SICR and generalized-SICR beamformer is estimated from the mea-
surement data and compared with that obtained from the GAAO
model introduced in Section 2.3.1. It is found that average perfor-
mance of the SICR and generalized-SICR beamformer is close to
that obtained on the on the GAAO model using σ0 = 6o,r0 = ∞
and σ0 = 3o, r0 = ∞ respectively. From this result the conclusion
is drawn, that σ0 = 3o to 6o is a good first assumption for predict-
ing the performance of downlink beamforming approaches involving
nulling. However, further investigations are needed to evaluate the
system impact of the deviation between the actual and predicted
performance in particular situations.
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8.2 Future Research Issues

The following issues need further study:

RX to TX translation The generalized-SICR beamformer requires the
summed multipath covariance matrix for the desired and co-channel
users as input, see Section 2.5 and Chapter 5. This matrix can be
estimated from the uplink data at the uplink (RX) frequency. In
order to do the translation to downlink (TX) frequency, one of the
methods listed in Section 2.5 can be used. No analysis, known to
the author, has been made to identify the performance of these
different methods. This is an issue that needs investigation.

Semi-experimental simulations In Chapter 7 we found that the
GAAO model with r0 = ∞ and σ0 = 3o to 6o yields reasonable
performance predictions (i.e., a Gaussian angular power distribu-
tion with a fixed standard deviation 3 to 6 degrees, independently
of base-mobile distance). However, in particular cases, the actual
performance is sometimes much worse or much better. The influ-
ence of these deviations has to be investigated. This could be done
by “semi-experimental simulations”. By this is meant that a mix-
ture of measured and model generated data is used to simulate a
cellular system consisting of several base stations.

Reduced degrees of freedom The SICR and generalized-SICR algo-
rithm of Section 3.2.1 and Chapter 5, respectively, maximize their
criterion function over all possible complex transmission vectors.
By reducing the degrees of freedom in the weight vectors, it may be
possible to reduce the computational complexity and improve the
robustness against uplink noise and interference. The RX to TX
translation problem mentioned above may also be simplified.

Channel allocation and handover The channel allocation algorithms
in Chapter 3 assume that all channels are occupied and that any
allocation is possible. In practice, an algorithm is required which
successively allocates mobiles which enter and leave the system. A
trade-off between the performance of the allocation and the number
of re-allocations should be made for this algorithm. It is probably
also necessary to put hard bounds on the cross-talk and angular sep-
aration of the users allocated to the same and neighboring channels.
The blocking probability imposed by these hard bounds should also
be analyzed.



204 8. Thesis Summary and Future Research Issues

Propagation, measurements and performance The spatial distri-
bution of power received at the base should to be investigated fur-
ther to enable more accurate modeling and a better understanding
of systems. Performance assessments of downlink beam-steering,
such as in Chapter 6 and 7, also need to be made for other envi-
ronments and base locations.
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