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Abstract

This thesis investigates filter bank based multicarrier modulation using offset quadrature amplitude modulation (FBMC/OQAM), which is characterised by a critically sampled FBMC system that achieves full spectral efficiency in the sense of being free of redundancy. As a starting point, a performance comparison between FBMC/OQAM and oversampled (OS) FBMC systems is made in terms of per-subband fractionally spaced equalisation in order to compensate for the transmission distortions caused by dispersive channels. Simulation results show the reduced performance in equalising FBMC/OQAM compared to OS-FBMC, where the advantage for the latter stems from the use of guard bands. Alternatively, the inferior performance of FBMC/OQAM can be assigned to the inability of a per-subband equaliser to address the problem of potential intercarrier interference (ICI) in this system.

The FBMC/OQAM system is analysed by representing the equivalent transmultiplexed channel including the filter banks as a polynomial matrix. The formulated polynomial matrix is demonstrated as a tri-diagonal matrix plus two corner elements which indicates that the induced ICI is limited to the direct adjacent spectrally overlapped subchannels. Based on polynomial matrix algebra, an equaliser is proposed which considers the cross terms between subchannels rather
than performing a per-subband equalisation. The proposed equaliser is obtained through the inversion of the channel polynomial matrix; due to its reduced-rank nature, this inversion requires the extension of pseudo-inversion principles to the domain of polynomial matrices, and the inclusion of a regularisation term for enhanced stability and system performance. Some numerical examples demonstrate the ability of the proposed equaliser to suppress both ISI and ICI.

Furthermore, this thesis combines FBMC/OQAM with multi-antenna architectures. In this scenario, the FBMC/OQAM system will not only suffer from ISI and ICI but also from spatial or inter-antenna interference (IAI). The multiple-input multiple-output (MIMO) channel including the filter bank system is formulated as a polynomial matrix. A polynomial matrix pseudo-inverse of the equivalent channel polynomial matrix is proposed to approximately eliminate ISI, ICI, and IAI. Examples and simulation results are presented to underpin the performance of the proposed architecture.
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Chapter 1

Introduction

1.1 Motivation and Background

In the last decade, wireless communication systems have witnessed several developments, such as an increased transmission rate when upgrading from third-generation (3G) wireless communication systems to the fourth generation (4G). Nevertheless, research has continued to push for yet higher data rates for future fifth generation (5G) wireless communication systems [1]. These developments come to meet the increasing requirements of users, who also demand features such as high mobility communications, robustness and low latency transmission.

The increased demands of users, as well as the spread of communication to machine-to-machine links, have made the radio frequency spectrum an increasingly scarce resource [2]. Developing transmission techniques to increase the data throughput becomes essential to overcome this scarcity of the available spectrum. The combination of multicarrier modulation (MCM) schemes and multiple-input
multiple-output (MIMO) architectures represents an attractive strategy to increase the system capacity. Several wireless communication systems have utilised the combination of MIMO and MCM techniques, such as the Worldwide Interoperability for Microwave Access (WiMAX) [3] and the Long Term Evolution (LTE) [4].

MCM is a form of frequency division multiplexing [5], where the data is transmitted across the channel over several frequency bands simultaneously instead of modulating a single carrier [6, 7]. In other words, the wideband communications channel which is generally characterised by frequency selective fading is divided into many subcarriers or subbands that are less frequency selective or perhaps can even be considered as flat fading. Therefore, MCM is robust against broadband dispersions compared to single carrier modulation, and, due to the reduced frequency selectivity, may require less complex synchronisation and equalisation [8].

Orthogonal frequency division multiplexing (OFDM) currently is the most popular and dominant multicarrier modulation technique that is implemented in various broadband communication standards, e.g. wireless local area networks (WLAN), digital audio and video broadcasting (DAB, DVB) [9, 10]. The advantage of OFDM is its robustness against channel dispersion as well as its low complexity, since most computations can be based on the fast Fourier transform (FFT). To mitigate channel dispersion, OFDM however employs a guard interval in the form of a cyclic prefix (CP), which introduces redundancy into the transmission and therefore lowers the spectral efficiency of the approach. Moreover, OFDM utilises rectangular pulse shapes for its subcarrier signals, which leads to poor frequency localisation and potential interference to neighbouring frequency bands, which often has to be addressed by additional channelisation filters in the transmitter and a matched filter in the receiver. If the system is not precisely
synchronised in time and frequency, the orthogonality of the subcarriers is lost, resulting in interference [11, 12]. This may even result in the use of complex equalisers to mitigate intersymbol-interference and cross-talk between subcarriers [13–15], thus negating the simplicity for which OFDM had been adopted originally.

In order to overcome some of the disadvantages of OFDM such as reduced spectral efficiency, tight synchronisation requirements, and high out of band emissions, filter bank based multicarrier (FBMC) modulation has been considered as a potential alternative for OFDM in 5G [16–26]. The main structure of the FBMC system is a filter bank in transmultiplexer configuration. Compared to OFDM, FBMC can contain spectrally well-localised filters, leading to high stop-band attenuation and greatly reduced out-of-band emissions [27]. Because of its higher frequency selectivity, FBMC is considered to be more robust against synchronisation errors than OFDM [29].

Several FBMC methods have been investigated in the literature, such as filtered multitone (FMT) [30], cosine modulated multitone (CMT) [31], or staggered modulated multitone (SMT) which is also termed as filter bank-based multicarrier with offset quadrature amplitude modulation (FBMC/OQAM) [7]. Amongst these FBMC techniques, this thesis investigates FBMC/OQAM [7] based on the pioneering work of Chang who investigated the transmission of amplitude modulation (AM) over parallel band-limited subchannels [32], Saltzberg [33] proposed the transmission of QAM signals using the model presented by Chang, and Hirosaki [34] worked on reducing the system complexity by utilising the digital Fourier transform (DFT). FBMC/OQAM permits overlapping between the adjacent subbands without using guard bands, and thus achieves maximum spectral efficiency [35]. The combination of FBMC and OQAM creates a trans-
parent system between transmitter and receiver that is free of ISI and ICI due to orthogonality conditions when transmitting over an ideal channel [2]. However, when transmitting FBMC/OQAM over dispersive channels, the orthogonality is destroyed leading to ISI and ICI. When transmitting over a multiple-input multiple-output (MIMO) channel, FBMC/OQAM is negatively affected by inter-antenna interference (IAI) in addition to ISI and ICI. Equalisation can be used to restore the orthogonality and mitigate the different interference types. Numerous researchers have investigated the equalisation of FBMC/OQAM over single-input single-output (SISO) channels, e.g. [36–40] and MIMO channels, see e.g. [41–43].

This thesis aims to investigate and analyse FBMC/OQAM in order to develop an effective equalisation approach against ISI, ICI and IAI terms where the channel state information (CSI), i.e. knowledge of the channel impulse response, is only assumed to be known in the receiver. While this excludes better performing joint precoding and equalisation schemes such as in [44–49], it takes into account that often CSI is not available at the transmitter, hence rendering precoder designs impractical. Focussing on the equaliser, a linear algebraic approach is proposed in three phases. First, the transmission channel is formulated as a polynomial matrix based on [50]. Then, algorithms in [52, 53] are used to calculate a polynomial singular value decomposition (PSVD). Finally a pseudo inverse of the equivalent channel matrix is calculated, which represents the proposed equaliser for FBMC/OQAM in SISO [35] and MIMO channels [54].

1.2 Research Contributions

The following are the perceived research contributions made in this thesis:
• **Per-subband equalisation comparison of Filter Bank Based Multicarrier Systems (Chapter 3),** [55]

The use of guard bands in the oversampled filter bank multicarrier (OS-FBMC) system reduces its spectral efficiency. On the other hand, the critically sampled (FBMC/OQAM) system does not use any form of redundancy during the transmission leading to maximum spectral efficiency. Therefore, the symbol error rate (SER) performance of both FBMC systems was compared when transmitting over a dispersive channel and apply an equalisation algorithm working in per subband basis. The simulation results show the degradation in the SER performance of FBMC/OQAM compared to OS-FBMC which calls for developing an equaliser that is capable of combating intersymbol interference (ISI) as well as the intercarrier interference (ICI) induced in FBMC/OQAM due to the spectral overlapping between the subbands.

• **Formulation of the polynomial channel matrix for FBMC/OQAM (Chapter 4),** [35]

The FBMC/OQAM permits an overlapping between the direct adjacent subbands in order to achieve maximum spectral efficiency. However this comes at the cost of spectral leakage between the adjacent subbands when transmitting over a dispersive channel leading to ICI. Therefore, the formulation of a polynomial matrix which represents the transfer functions between subbands in transmitter and receiver including filter bank algorithm and channel was proposed. There are two ways to obtain the equivalent channel polynomial matrix as presented in Chapter 4. The nonzero off-diagonal elements of the channel polynomial matrix show that the induced ICI in FBMC/OQAM comes from the direct adjacent neighbours.

• **Joint equalisation of a FBMC/OQAM using polynomial matrix**
pseudo matrix (Chapter 4), [35]
The cross-talks between the adjacent subbands in FBMC/OQAM degrades the equalisation performance when it works per-subband. Based on the equivalent channel polynomial matrix, equalisation process is proposed to be carried out by inverting this matrix. The rank deficiency of the channel matrix calls for using a polynomial matrix pseudo-inverse. Numerical examples of applying the proposed equaliser are presented. The simulations based results show the capability of the proposed equaliser cooperated with OQAM algorithm to suppress the ISI and ICI affecting the transmitting of FBMC/OQAM via dispersive channels.

- Equalisation of MIMO FBMC/OQAM System by a Polynomial Matrix Pseudo-Inverse (Chapter 5), [54]
In order to boost the spectral efficiency, the FBMC/OQAM system is extended to multiantenna techniques. Here, FBMC/OQAM suffers additionally from inter-antenna interference (IAI). Therefore, an equivalent channel polynomial matrix including filter bank and MIMO channel is proposed. The structure of the polynomial matrix reflects the three interference types (ISI, ICI, and IAI). Further, an equaliser that mitigates for all interference types is presented. The proposed equaliser is based on the pseudo-inverse of the MIMO channel matrix which is shown to be a reduced rank matrix.

1.3 List of Publications
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July 2018.


1.4 Outline of the Thesis

The thesis is structured as below:

- **Chapter 2** introduces an overview of the concepts and topics that will be used throughout the other chapters of this thesis. First, the fundamentals of FBMC/OQAM modulation scheme are highlighted through presenting its main structure. After that, the main interferences that occur in an FBMC/OQAM system when transmitting over a dispersive channel are explained. Finally, the crucial role of using multiple antennas in a wireless communication system is outlined. In addition, the main factor that hinders
the integration between MIMO and FBMC/OQAM is highlighted which requires a signal processing technique -e.g. an equaliser- which will be discussed in the subsequent chapters.

- **Chapter 3** investigates the application of adaptive per-subband equalisers for oversampled FBMC systems (OS-FBMC) and FBMC/OQAM. The equalisation and timing synchronisation process is achieved by using a fractionally spaced equaliser with updating based on a concurrent constant modulus algorithm (CMA) and decision-direct (DD) approach. The exploited equaliser works on per subband basis for both types of FBMC. Finally, a comparison of equalisation performances -in terms of symbol error rate (SER) versus signal to noise ratio (SNR)- for both cases of FBMC is presented through simulation based results.

- **Chapter 4** delves into the reason behind the performance degradation and inadequately of the per-subband equaliser for FBMC/OQAM. This chapter proposes a polynomial matrix approach that formulates an equivalent channel transfer function, which includes the filter bank components and channel. This polynomial matrix explains the consequences of permitting the overlapping between the adjacent subcarriers in FBMC/OQAM which lead to intercarrier interference (ICI) in addition to intersymbol interference (ISI) when transmitting over a dispersive channel. Further, the proposed equivalent channel polynomial matrix — by using polynomial matrix algebra— is inverted to obtain the solution to an equaliser that can mitigate both ISI and ICI. The inversion process is based on a polynomial matrix pseudo inverse due to the reduced-rank nature of the channel matrix. Some numerical examples are presented to demonstrate the effectiveness of the proposed equaliser in removing ISI and ICI.
• **Chapter 5** investigates the transmission of an FBMC/OQAM system over a MIMO channel. A polynomial matrix representing the equivalent response of the inner MIMO FBMC/OQAM system comprising the filter banks for transmultiplexing as well as the MIMO channel is formulated. The structure of the proposed polynomial matrix reflects the different types of interference: inter-antenna interferences (IAI), ISI, and ICI which degrades the system performance. Accordingly, an equaliser for MIMO-FBMC/OQAM is proposed to combat all types of interference characterised by the proposed polynomial matrix. The rank-deficiency of the equivalent channel matrix has motivated to obtain the polynomial matrix pseudo-inverse. Numerical examples show the ability of the proposed equaliser to mitigate for ISI, ICI, and IAI.

• **Chapter 6** gives final conclusions of the investigated points and the obtained results. Moreover, it outlines the future research work.
Chapter 2

Overview of Filter Bank Based Multicharrier and Multi-Antenna Schemes

In this chapter, the main structure of the FBMC/OQAM system is presented as it is the cornerstone on which this thesis is based. Moreover, a general overview of the multiple antenna architecture and its different advantages and disadvantages are presented to pave the way for combining it with the FBMC/OQAM. The spatial dimension provided by the multi-antenna architecture can be used to contribute to improve the transmission reliability of the FBMC/OQAM system as well as to increase the data throughput.
2.1 FBMC/OQAM Modulation

Amongst the different multicarrier modulation techniques, this thesis focuses on FBMC/OQAM, which is also known as OFDM/OQAM or staggered multitone (SMT) [27]. FBMC/OQAM is an attractive multicarrier modulation (MCM) approach, which has been developed over the course of several research projects sponsored by the European Commission such as PHYDYAS I and II, see e.g. [22, 56, 57, 60]. The choice of the FBMC/OQAM system to be investigated in this thesis is based on several advantages which make it a more appealing MCM technique for future wireless communications when compared to conventional OFDM with CP and other FBMC approaches, such as FMT. Mainly, FBMC/OQAM achieves maximum spectral efficiency since it avoids any form of redundancy through e.g. guard bands or guard periods compared to CP-OFDM or FMT. Moreover, FBMC/OQAM uses highly frequency-selective filters, and consequently exhibits less out of band emission compared to OFDM which uses a prototype filter with a periodic sinc characteristic on the frequency domain.

The FBMC/OQAM system is classified as a critically sampled multicarrier modulation system which is working in the transmultiplexer configuration as the input of the analysis filter bank (AFB) at the receiver side, which is fed by the output of the synthesis filter bank (SFB) at the transmitter side [58]. The general block diagram of the FBMC/OQAM system is shown in Fig. 2.1. It can be shown that FBMC/OQAM works through two main subsystems: a filter bank system and an OQAM pre- and post-processing. Each subsystem (filter bank and OQAM) is represented by a block at the transmitter side (OQAM pre-processing and SFB), as shown in Fig. 2.1(a), and another matching block in the receiver side (OQAM post-processing and AFB), as shown in Fig. 2.1(b). The low rate QAM signal $d_i[\ell] \in \mathbb{C}, i = 0 \cdots M - 1$, with symbol time index $\ell$ is mapped
Figure 2.1: Block diagram of an FBMC/OQAM system in (a) transmitter and (b) receiver.
onto \( u_i[n] \in \mathbb{C} \) by the OQAM pre-processing block, where \( M \) is the number of subchannels. Then, the OQAM signal \( u_i[n] \) is multiplexed by SFB to generate a high rate signal \( s[m] \in \mathbb{C} \), with time index \( m \) running \( 2K \) times faster than the index \( \ell \), where \( K = \frac{M}{2} \) is the upsampling and downsampling factor used in SFB and AFB respectively. The value of \( K \) reflects that FBMC/OQAM is a critically sampled system. On the other hand, in the absence of the OQAM system and using \( K > M \), the FBMC system becomes an oversampled system with guard bands leading to a loss in spectral efficiency. When considering an ideal channel, the detected low rate signal \( \hat{d}_i[\ell] \) is obtained by demultiplexing the received signal using the AFB then processed by the OQAM post-processing.

### 2.1.1 OQAM System

The OQAM system represents the initial and terminal processes of the FBMC/OQAM system as shown in Fig. 2.1, and plays a crucial role in the FBMC/OQAM system, where it establishes the orthogonality in the real field between the adjacent overlapping subchannels. On the transmitter side, the OQAM pre-processing block staggering between the in-phase (real) and quadrature (imaginary) components of each complex-valued QAM symbol in \( d_i[\ell] \) to generate two new symbols. Therefore, the output of the OQAM pre-processing \( u_i[n] \) is running at a rate that is twice as fast as that of the input QAM signals \( d_i[\ell] \) i.e. \( n = 2\ell \). As shown in Fig. 2.2, the sequence of the output OQAM symbols relies on the subchannel index. For odd subchannels with index \( 2\mu - 1, \mu = 1 \ldots \frac{M}{2} \), the output signal can be formulated as

\[
\begin{align*}
  u_{2\mu-1}[2\ell] &= \Re\{d_{2\mu-1}[\ell]\}, \\
  u_{2\mu-1}[2\ell+1] &= j\Im\{d_{2\mu-1}[\ell]\},
\end{align*}
\]
Chapter 2. FBMC and MIMO Overview

Figure 2.2: OQAM pre-processing for two adjacent subchannels, with $\mu = 1 \ldots \frac{M}{2}$.

where $\Re\{\cdot\}$ and $\Im\{\cdot\}$ denote the real and imaginary parts of a complex-valued symbol respectively.

In contrast, in the even subchannels with index $2\mu, \mu = 1 \ldots \frac{M}{2}$, the OQAM output is given by

\begin{align}
u_{2\mu}[2\ell] &= j\Im\{d_{2\mu}[\ell]\}, \quad (2.3) \\
&

u_{2\mu}[2\ell + 1] &= \Re\{d_{2\mu}[\ell]\}. \quad (2.4)
\end{align}

The OQAM post-processing is shown in Fig. 2.3, where the real and imaginary components of the AFB output $y_i[n]$ are alternatingly combined to form the estimated output signal $\hat{d}_i[\ell]$. Similar to the OQAM pre-processing, the de-
staggering operation is carried out based on the subchannel index as

\[
\hat{d}_{2\mu-1}[\ell] = \Re\{y_{2\mu-1}[2\ell]\} + j\Im\{y_{2\mu-1}[2\ell+1]\}, \quad (2.5)
\]

\[
\hat{d}_{2\mu}[\ell] = \Re\{y_{2\mu}[2\ell+1]\} + j\Im\{y_{2\mu}[2\ell]\}. \quad (2.6)
\]

The purpose of this staggering and de-staggering is to enable perfect reconstruction — in the absence of a dispersive channel and any synchronisation errors — of the inner filter bank system, which is otherwise fundamentally limited by the Balian-Low theorem [59]. This theorem states that perfect symbol density, timing- and frequency localisation (i.e. critical sampling) as well as orthogonality cannot be satisfied simultaneously. With the above symbol assignment, the orthogonality condition for complex-valued symbols is replaced by the less stringent orthogonality condition for the real parts only.


2.1.2 Synthesis and Analysis Filter Banks

As shown in Fig. 2.1, the synthesis filter bank is constructed of \( M \) parallel branches to multiplex the OQAM signals in \( u_i[n] \) over the corresponding \( i \)th subchannel. Each branch in the SFB is equipped with an upsampler and a filter \( F_i(z) \). The transmitted signal \( s[m] \) is composed by adding the SFB output signals. On the receiver side, the analysis filter bank consists of \( M \) parallel branches to perform the dual operations to the SFB. The received signal \( s[m] \) is first de-multiplexed to the corresponding subbands and then downsampled by a factor of \( K \) to generate the output signals \( y_i[n] \). Both the upsampling and downsampling factors are set to have the same value of \( K = \frac{M}{2} \) across all branches.

The filter bank system divides the available channel bandwidth equally amongst the signals over all branches of the SFB and AFB, and as such implements a uniform FBMC system. Consequently, the filters in the SFB, \( F_i(z) \), \( i = 0 \ldots (M - 1) \), can be generated by modulating complex exponential with a well designed prototype filter.

This thesis considers the design of the prototype filter presented in [28, 60], which has been developed as part of the physical layer for dynamic spectrum access and cognitive radio (PHYDYAS) project [60]. In this thesis, it is denoted as PHYDYAS prototype filter, which refers to a low pass finite impulse response (FIR) filter \( p[m] \) of order \( L_p = KM - 1 \) [58]

\[
p[m] = \frac{1}{VM} \left( a[0] + 2 \sum_{i=1}^{V-1} (-1)^i a[i] \cos \left( \frac{2\pi i}{VM} (m + 1) \right) \right), \tag{2.7}
\]

where \( V \) is the overlapping factor with the value set to be 4, \( m = 1 \ldots L_p \), and the \( a(i), i = 0 \ldots V - 1 \) are the frequency coefficients obtained based on the frequency
sampling technique used in the filter design [60]. These coefficients are optimised to obtain a highly frequency-selective filter and minimise the interference induced between the adjacent overlapped subchannels. The values of these coefficients are set as [28]

\[
a(0) = 1, \\
a(1) = 0.9719598, \quad a(2) = \frac{\sqrt{2}}{2}, \quad a(3) = \sqrt{1 - (a(1))^2} = 0.235147.
\]  

Fig. 2.4 illustrates a comparison between the magnitude response of the PHY-DYAS prototype filter used in FBMC/OQAM and that used in OFDM. It can be noted that FBMC/OQAM benefits from higher frequency selectivity filters compared to the OFDM.

Therefore, the modulated \(i\)th filter in the SFB can be expressed by

\[
f_i[m] = p[m] e^{j \frac{2\pi}{M} (m-D)}, \quad i = 1 \ldots M,
\]  

where \(D\) is the delay applied to the SFB to be causal [60], \(D = \frac{L_p-1}{2}\).

In the receiver, the \(i\)th filter in the AFB is the time-reversed complex-conjugated version of the corresponding filter in the SFB, such that

\[
h_i[m] = f_i^*[L_p - 1 - m] \\
= p[L_p - 1 - m] e^{-j \frac{2\pi}{M} (D-m)} \\
= p[m] e^{j \frac{2\pi}{M} (m-D)}.
\]  

As mentioned earlier, the FBMC/OQAM system is a critically sampled MCM
Figure 2.4: Magnitude responses of OFDM and FBMC/OQAM.
system that permits the spectral overlapping between the subcarriers. However, the design of the PHYDYAS prototype filter limits the spectral leakage to only affect directly adjacent subbands.

As an example for the real-valued orthogonality of the combined FBMC and OQAM system, Table 2.1 indicates the AFB output signals $y_i[n], i = 1 \ldots 5$ over the first five successive subchannels, in a FBMC/OQAM system with $M = 8$, when the corresponding middle subchannel input $d_3[\ell]$ at the transmitter is excited by an impulse, all other inputs set to zero, and under the assumption of an ideal channel. It can be noted that the received signal $y_3[n]$ is affected by the spectral leakage from $y_2[n]$ and $y_4[n]$ while next-adjacent subchannels ($i = 1$ and $i > 4$) have negligible effects on $y_3[n]$.

In case a single, even subchannel is excited, such as $d_4[\ell]$, Table 2.2 denotes the SFB output signals $y_i[n], i = 2 \ldots 6$. It worth to emphasise the crucial role of the OQAM system in eliminating the induced interference by alternatingly discarding the real and imaginary interfered symbols, which are represented by the shaded cells in the Tables 2.1 and 2.2.
Table 2.2: The SFB output $y[n]$ when $d_4$ is an impulse, with transmission over an ideal channel for FBMC/OQAM with $M = 8$.

<table>
<thead>
<tr>
<th></th>
<th>$n = -3$</th>
<th>$n = -2$</th>
<th>$n = -1$</th>
<th>$n = 0$</th>
<th>$n = 1$</th>
<th>$n = 2$</th>
<th>$n = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_2[n]$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\Re{y_3[n]}$</td>
<td>0.005</td>
<td>0</td>
<td>-0.125</td>
<td>0</td>
<td>0.239</td>
<td>0</td>
<td>-0.125</td>
</tr>
<tr>
<td>$\Im{y_3[n]}$</td>
<td>0</td>
<td>-0.043</td>
<td>0</td>
<td>0.206</td>
<td>0</td>
<td>-0.206</td>
<td>0</td>
</tr>
<tr>
<td>$y_4[n]$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\Re{y_4[n]}$</td>
<td>0</td>
<td>0.069</td>
<td>0</td>
<td>0.564</td>
<td>1</td>
<td>0.564</td>
<td>0</td>
</tr>
<tr>
<td>$\Im{y_4[n]}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$y_5[n]$</td>
<td>0.005</td>
<td>0</td>
<td>-0.125</td>
<td>0</td>
<td>0.239</td>
<td>0</td>
<td>-0.125</td>
</tr>
<tr>
<td>$\Re{y_5[n]}$</td>
<td>0</td>
<td>0.043</td>
<td>0</td>
<td>-0.206</td>
<td>0</td>
<td>0.206</td>
<td>0</td>
</tr>
<tr>
<td>$\Im{y_5[n]}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$y_6[n]$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

2.2 Multi-Antenna Transmission Schemes

The MCM schemes discussed so far aim to transmultiplex signals over a transmission channel, which can be dispersive and corrupted by additive white Gaussian noise (AWGN). The dispersive component of this channel has been characterised by a channel impulse response $c[m]$, which typically is spanned by a pair of transmit and receive antennas. However, most modern communication systems rely on multiple antennas, i.e. to transmit over a multiple-input multiple-output (MIMO) system instead of a single-input single-output (SISO) system. MIMO transmission offers a range of advantages; for example, Foschini and Gans [61], Foschini [62] and Telatar [63] established an increase in the system capacity when antenna arrays are used at both link terminals. This capacity increase can be exploited in various ways; for example Alamouti [64] and Tarokh [65] elaborated on the improved reliability that a MIMO communications system offers over a SISO one. Generally, this capacity increase can be exploited in the form of a multiplexing gain, an antenna gain, or a diversity gain [66].
In the time domain, a MIMO channel spanned by $N_T$ transmit and $N_R$ receive antennas can be denoted by a matrix $\mathbf{C}[m] \in \mathbb{C}^{N_R \times N_T}$ of impulse responses,

$$\mathbf{C}[m] = \begin{bmatrix}
    c_{1,1}[m] & \cdots & c_{1,N_T}[m] \\
    \vdots & \ddots & \vdots \\
    c_{N_R,1}[m] & \cdots & c_{N_R,N_T}[m]
\end{bmatrix}, \quad (2.11)$$

where $m$ stands for the time index $m$ and $c_{ij}[m]$ represents the impulse response between the $j$th transmitter and the $i$th receiver. When transmitting a signal vector $\mathbf{s}[m] \in \mathbb{C}^{N_T}$ over this MIMO channel $\mathbf{C}[m]$, corrupted by AWGN $\mathbf{n}[m] \in \mathbb{C}^{N_R}$, then the received signals $\mathbf{r}[m] \in \mathbb{C}^{N_R}$ can be expressed as

$$\mathbf{r}[m] = \mathbf{C}[m] * \mathbf{s}[m] + \mathbf{n}[m], \quad (2.12)$$

where $(*)$ denotes the convolution operation.

Figure 2.5: MIMO communication system using $N_T$ transmit and $N_R$ receive antennas.
2.3 FBMC over Dispersive Channels

The main objective of the OQAM pre- and post-processing is to obtain the orthogonality in the real field between the adjacent subcarriers. The cross terms induced by the spectral overlapping between the adjacent subchannels is eliminated in the OQAM system as long as the transmission channel is ideal. However, this orthogonality is destroyed when transmitting over dispersive channels. When transmitting FBMC/OQAM over a realistic SISO channel, the received signal \( s_m \) is distorted by the dispersion, i.e. the multipath fading of the channel \( c_m \in \mathbb{C} \) as well as contaminated by additive white Gaussian noise (AWGN) \( n_m \) as

\[
r[m] = c[m] \ast s[m] + n[m].
\] (2.13)

**Example.** The earlier example of transmitting a pulse in the \( i = 3 \)rd subcarrier as shown in Table 2.1 is now repeated over a dispersive channel of order four, and in the absence of AWGN. Previously, in the ideal channel case, interference was limited to the shaded components, which are discarded in the OQAM post-processing block. However, Tab. 2.3 shows the received signals \( y_i[n], i = 1 \ldots 5 \) in this dispersive case, and thus illustrates how interference now spreads to discarded and non-discarded components alike. The non-shaded components retaining interference, are now passed to the output of the OQAM post-processing block and represent the remaining interference in the received FBMC/OQAM signal, in terms of ISI within the \( i = 3 \)rd band, but also as ICI to the adjacent signals for \( i = 2 \) and \( i = 4 \).

When transmitting over a MIMO channel \( C[m] \in \mathbb{C}^{N_R \times N_T} \) with channel impulse responses \( c_{ij}[m] \) between the \( j \)th transmitter and the \( i \)th receiver, then the
Table 2.3: The SFB output $y[n]$ when $d_3$ is an impulse, with transmission over a dispersive channel for FBMC/OQAM with $M = 8$.

<table>
<thead>
<tr>
<th>$y_1[n]$</th>
<th>$n = -3$</th>
<th>$n = -2$</th>
<th>$n = -1$</th>
<th>$n = 0$</th>
<th>$n = 1$</th>
<th>$n = 2$</th>
<th>$n = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\mathcal{R}{y_2[n]}$</td>
<td>0.011</td>
<td>-0.116</td>
<td>-0.058</td>
<td>0.239</td>
<td>0.058</td>
<td>-0.137</td>
<td>-0.011</td>
</tr>
<tr>
<td>$\mathcal{I}{y_2[n]}$</td>
<td>0.039</td>
<td>0.035</td>
<td>-0.199</td>
<td>-0.068</td>
<td>0.213</td>
<td>0.034</td>
<td>-0.054</td>
</tr>
<tr>
<td>$\mathcal{R}{y_3[n]}$</td>
<td>0.053</td>
<td>0.003</td>
<td>-0.447</td>
<td>0.814</td>
<td>-0.510</td>
<td>0.049</td>
<td>0.050</td>
</tr>
<tr>
<td>$\mathcal{I}{y_3[n]}$</td>
<td>-0.016</td>
<td>0.030</td>
<td>0.135</td>
<td>-0.410</td>
<td>0.377</td>
<td>-0.094</td>
<td>-0.033</td>
</tr>
<tr>
<td>$\mathcal{R}{y_4[n]}$</td>
<td>-0.007</td>
<td>-0.076</td>
<td>0.065</td>
<td>0.121</td>
<td>-0.092</td>
<td>-0.047</td>
<td>0.034</td>
</tr>
<tr>
<td>$\mathcal{I}{y_4[n]}$</td>
<td>-0.030</td>
<td>0.031</td>
<td>0.114</td>
<td>-0.090</td>
<td>-0.093</td>
<td>0.068</td>
<td>0.009</td>
</tr>
<tr>
<td>$y_5[n]$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

received signal at the $i$th antenna is given by

$$r_i[m] = \sum_{j=1}^{N_T} c_{ij}[m] * s_j[m] + n_i[m].$$  \hspace{1cm} (2.14)

Therefore, the orthogonality between the subchannels is not only destroyed due to ISI and ICI as in SISO but also by the spatial cross-talk between the transmitted streams which is referred as inter-antenna interference (IAI). Therefore, in order to restore the orthogonality between the subchannels in both the SISO and MIMO cases, the OQAM system requires mitigation against the negative effects of the dispersive channels.

### 2.4 Conclusions

This chapter has reviewed FBMC/OQAM as a multicarrier modulation (MCM) schemes, consisting of an inner filter bank, and an outer OQAM system that stagers symbols, and by doing so enables full spectral efficiency by limiting or-
orthogonality to the real part only. It has been demonstrated that a SISO dispersive channel destroys this orthogonality, and introduces intersymbol interference (ISI) within a subcarrier, as well as inter-carrier interference (ICI) between adjacent subcarriers. Even if the channel is not dispersive but imposes a delay, the orthogonality may be compromised, and the system requires synchronisation in order to be transparent.

This thesis will therefore explore approaches to equalisation and synchronisation of such MCM schemes. Specifically, Chapter 3 will explore a per-subcarrier approach, which targets ISI. Chapter 4 will propose a more comprehensive equaliser that is capable of mitigating both ISI and ICI terms.

This chapter has also briefly touched on MIMO transmission. The MIMO channel, as will be demonstrated later, additionally introduces inter-antenna interference or cross-talk. Therefore, Chapter 5 will extend the work of Chapter 4 to the MIMO case, where a proposed equaliser, in addition to ISI and ICI, can also mitigate IAI.
Chapter 3

Per-Subband Equalisation
Comparison Between Different FBMC Systems

The previous chapter has provided an overview of an interesting multicarrier modulation scheme particularly FBMC/OQAM system. FBMC systems considered for the inclusion in several emerging communication applications e.g. future wireless communications (5G) [24], underwater acoustic communication [67], and optical communications [68], due to their aforementioned advantages of high spectral efficiency and robustness to synchronisation errors. Generally, FBMC is a transparent modulation system, i.e. it can retrieve the transmitted signals at the receiver perfectly when transmitting over an ideal channel. However, when transmitting over a dispersive channel, the received signals generally suffer from inter-symbol interference (ISI) and inter-carrier interference (ICI), which usually leads to degradation in the system performance. Therefore, it is mandatory to
utilise some countermeasures such as equalisation and timing synchronisation to channel dispersion. Therefore, this chapter investigates the application of simple per-subband equalisation for two types of FBMC: an oversampled FBMC system (OS-FBMC) and a critically sampled FBMC/OQAM system. To assess the performance, we compare the symbol error rate (SER) of the two FBMC systems when utilising different types of per-subband equalisers.

### 3.1 FBMC Equalisation

A switch from orthogonal frequency division multiplexing to more general filter bank based multicarrier (FBMC) methods is considered for 5G due to better resilience to synchronisation errors [29]. This advantage of FBMC systems may rely on redundancies in terms of guard bands. Sub-channels, however, are not free of inter-symbol interference, therefore requiring equalisation when transmitting over dispersive channels [69].

Amongst FBMC methods, the critically sampled FBMC/offset quadrature amplitude modulation (OQAM) system by [7] has gained attention because of its high spectral efficiency, for which e.g. [70], [71] have applied precoding and equalisation at the subband level. In contrast oversampled (OS) FBMC systems in e.g. [69] offer a lower spectral efficiency compared to FBMC/OQAM, but enable better synchronisation and a lower achievable minimum mean square error of a subsequent equaliser [72]. The purpose of this chapter is to compare the OS-FMBC case in [72] to the critically sampled case of an FBMC/OQAM system, whereby in both cases the aim is to employ in the receiver a simple adaptive filter in each subchannel to perform equalisation and synchronisation.
Equalisers generally require high orders to invert channel impulse responses of even moderate length [73] with as a rule of thumb recommending 10 equaliser coefficients for every sample of the channel impulse response. Also since the channel coefficients do not necessarily coincide with the sampling grid at the symbol rate, the equaliser is likely required to implement a fractional delay which may also require significant length [74]. These considerations apply to symbol spaced equalisers, where the adaptive filter operates at the receiver’s symbol rate. In contrast, operating fractionally spaced equalisers (FSE) on sub-channels can in theory lead to perfect channel equalisation even with a finite length equaliser, which typically can have a much shorter response than its symbol spaced counterpart [75].

Several researchers have investigated the application of the per sub-band equaliser in a FBMC system such as minimum mean square error (MMSE) [87,89] or decision feedback equalisation [51,91]. The fractionally spaced equalisers can be updated by different adaptive algorithms e.g. least mean square (LMS), recursive least squares (RLS), affine projection for trained adaptation, decision directed schemes, as well as blind algorithms including the constant modulus algorithm (CMA). Here, I use the later, which relies on a blind CM criterion and does not require any information on the transmit signals in the subbands other than that they consist of a CM alphabet such as quaternary phase shift keying (QPSK).

Therefore, the following sections will compare FMBC/OQAM and OS-FBMC systems using a fractionally spaced equaliser for synchronisation and equalisation. Since CM algorithms are robust but tend to converge much slower than training-based adaptive equalisers, a concurrent CM-decision directed (DD) scheme [76–79] will be employed, which incorporates a DD scheme that works as well as a training based approach if decisions are correct.
3.2 FBMC over a Dispersive Channel

The general block diagram of an FBMC system is depicted in Fig. 3.1. A total of \( M \) transmit signals \( s_m[n] \), \( m = 1 \cdots M \) are multiplexed by a synthesis filter bank, involving up-sampling by \( K \geq M \). The multiplexed signal \( s[k] \) propagates through a dispersive channel with impulse response \( c[k] \), and is corrupted by additive white Gaussian noise \( v[k] \). In the receiver, the signal \( r[k] \) is again demultiplexed by an analysis filter bank into \( M \) sub-channels \( r_m[n] \), \( m = 1 \cdots M \), involving decimation by \( K \).

The oversampling ratio \( K/M \geq 1 \) controls the redundancy and therefore bandwidth efficiency of the FBMC system. The pre- and post-processing blocks that are shown in Fig. 3.1 will take on specific roles for FBMC/OQAM and OS-FBMC, and their per subband equalisation.

FBMC/OQAM is a critically sampled system with maximum spectral efficiency as the transmitted signal \( s[k] \) runs at a rate \( M \) times the symbol rate [7]. FBMC/OQAM permits an overlap between directly adjacent sub-carriers in
order to achieve maximum spectral efficiency. This spectral overlap of adjacent sub-channels is compensated by transmitting OQAM symbols, where the real and imaginary parts are transmitted with a half-symbol period delay. The pre-processing in Fig. 3.1 thus consists of staggering $\text{Re}\{s_m[n]\}$ and $\text{Im}\{s_m[n]\}$, $m = 1 \cdots M$, such that the synthesis filter bank inputs run at twice the symbol rate. A matched de-staggering operation is contained in a post-processing block in the receiver, with inputs $\hat{r}_m[l]$ again running at twice the symbol rate.

Spectral guard bands in FBMC systems with oversampling, $K > M$, permit the use of a modulated filter bank without further pre-processing. Both FBMC systems — OS-FBMC and FBMC/OQAM — suffer from interference when transmitting over a dispersive channel. Therefore, a fractionally spaced equaliser per subband for both FBMC systems will be investigated to mitigate these interferences. In order to operate such a fractionally spaced equaliser, I wish to obtain a twice oversampled output $\hat{r}_m[l]$, with the post-processing containing a further decimation by two. Efficient implementations of such systems as in [80] can be extended with some modifications to the case where it is required to obtain outputs at twice the symbol rate, see e.g. [81].

### 3.3 Adaptive Equalisation for FBMC

The length of the channel impulse response $c[k]$ as experienced by the $m^{th}$ sub-channel will generally appear shortened by the oversampling factor $K$ compare to a transmission over the same channel at symbol rate; however, the channel is likely to include fractional delays w.r.t. the symbol time $n$, which can counteract this shortening [74]. The residual channel impulse response seen by the $m^{th}$ sub-channel will lead to intersymbol interference (ISI), but will also cause
a loss of timing synchronisation in the FBMC system, resulting in intercarrier interference (ICI). In order to equalise the channel on a per subband basis and enable robustness towards timing synchronisation errors, the following subsections will use a per subband equaliser with a fractionally spaced architecture as described by [82] and advocated for FBMC by e.g. [69], [72] operating on the signals \( \hat{r}_m[l] \), \( m = 1 \ldots M \) in Fig. 3.1. The deployment of such a fractionally spaced equaliser is specifically motivated by its enhanced resolution w.r.t. fractionally spaced delays, resulting in either fewer required equaliser coefficients or enhanced performance [75] w.r.t., for example, the minimum mean squared error of the equaliser.

### 3.3.1 Fractionally Spaced Equaliser

![Block diagram of a per-subband fractionally spaced equaliser.](image)

For both OS-FBMC and FBMC/OQAM, a total of \( M \) fractionally spaced equalisers are applied, one to each of the signals \( \hat{r}_m[l] \), \( m = 1 \ldots M \) as depicted in Fig. 3.2 [72]. In case of OS-FBMC, high selectivity of the filter banks and a guard band due to \( K > M \) means that the equaliser will not be exposed to any ICI as illustrated in Chapter 4 in Figs. 4.7 and 4.8. For FBMC/OQAM, the permitted spectral overlap between the adjacent subchannels will lead to induce
ICI when transmitting over a dispersive channel as shown in Figs. 4.5 and 4.6.

As shown in Fig. 3.2, the equalisation operation is carried out by two blocks $w_0[l]$ and $w_1[l]$ in two parallel branches. Several algorithms can be used to adapt the fractional delay equaliser coefficients. Here, $w_0[l]$ and $w_1[l]$ denote the polyphase components of the fractionally spaced equaliser and operate independently in every subband. In the first branch, the received signal $r[k]$ is first de-multiplexed by the AFB, then is filtered by the first polyphase component of the equaliser $w_0[l]$. A delayed version of the received signal $r[k]$ is de-multiplexed and fed to the second polyphase component of the equaliser in the second branch. The outputs of the two equalisers are added to produce sub-channel signals in case of OS-FBMC. For FBMC/OQAM, the equalised signals are de-staggered by the OQAM post-processing.

### 3.3.2 Concurrent CMA-DD Equaliser

The constant modulus algorithm (CMA) is a stochastic gradient based technique which considered as the most widespread blind channel equalisation principle [83]. Since the input signals of the FBMC $s[n]$ have quadrature amplitude modulation (QAM) constellations, the produced symbols have a constant modulus $\gamma$ which enables the use of the CMA equaliser for the FBMC. The cost function of the constant modulus algorithm $\xi_{CM}$ can be formulated as

$$\xi_{CM} = E\left\{\sum_{m=1}^{M} (\gamma^2 - |r_m[l]|^2)^2\right\},$$

where $E\{\cdot\}$ denotes the expectation operation. The optimum coefficients of the CM equaliser $w_{CM, \text{opt}}$ can be calculated by forcing the equaliser output $r_m[l]$ into
Figure 3.3: Block diagram of the filters inside a concurrent CMA-DD structure.

It can be noted that the CMA cost function is a biquadratic equation; therefore it is not guaranteed to be convex, and is likely to exhibit local minima. Nevertheless, for longer channels, the CMA equaliser may converge slowly. Therefore a CMA equaliser $w_{CM}$ concurrently operating with a decision-directed (DD) equaliser $w_{DD}$ is utilised such that $w = w_{CM} + w_{DD}$ as depicted in Fig. 3.3 [76, 77].

The cost function of the DD algorithm $\xi_{DD}$ can be formulated as

$$\xi_{DD} = E\left\{ \sum_{m=1}^{M} |q(r_m[l]) - r_m[l]|^2 \right\},$$

(3.3)

where $q(\cdot)$ is a decision function that maps its output to the nearest QAM constellations alphabet. Therefore, $w_{DD}$ can be optimised as

$$w_{DD, opt} = \arg \min_{w_{DD}} \xi_{DD}.$$
The concurrent CMA-DD equalisation process runs in an iterative manner to update $\mathbf{w}[n]$ which is started by initialising the filters’ coefficient vectors $\mathbf{w}_{CM}$ and $\mathbf{w}_{DD}$ by an appropriate length $L_f$ for both components such that $L_f \geq L_c$, where $L_c$ denotes the length of the channel $c[k]$. Moreover, the step sizes $\mu_{CM}$ and $\mu_{DD}$ are assigned appropriately according to the filter length $L_f$. Then, the output signal of the AFB $\tilde{r}_m[l]$ is filtered as

$$r_m[l] = \tilde{r}_m[l](w_{m,CM}^H[l] + w_{m,DD}^H[l]),$$

where $r_m[l]$ is the output of the equalisation process of the $m^{\text{th}}$ subband. The CMA update can be written as

$$w_{m,CM}[l + 1] = w_{m,CM}[l] + \mu_{CM} \sum_{m=1}^{M} \tilde{r}_m[l]e_{m,CM}^*[l],$$

where $e_{m,CM}[l]$ indicates the error signal during the CM equalisation of the $m^{\text{th}}$ subband which is formulated as

$$e_{m,CM}[l] = r_m[l](\gamma^2 - |r_m[l]|^2).$$

After the CM update, an intermediate signal $\hat{r}_m[l]$ is calculated as

$$\hat{r}_m[l] = \tilde{r}_m[l](w_{m,CM}^H[l + 1] + w_{m,DD}^H[l]).$$

The concurrent CMA-DD equaliser uses CMA update at every step; if the update does not alter the symbol decision, this decision is deemed correct, and an additional DD update is invoked as illustrated in Fig. 3.4. Using a DD-based normalised LMS algorithm (NLMS), its convergence is as fast as an NLMS provided
no decision errors are incurred as

\[ w_{m,DD}[l + 1] = w_{m,DD}[l] + \mu_{DD} \sum_{m=1}^{M} F(q(\hat{r}_m[l]) - q(r_m[l])\hat{r}_m[l]e^*_{m,DD}[n]), \quad (3.9) \]

where \( e_{m,DD}[l] = q(r_m[l]) - r_m[l] \) and \( F(\Phi) = 1 \) when \( \Phi = 0 \), otherwise \( F(\Phi) = 0 \). In other words, \( F(\Phi) \) controls the contributions of the DD algorithm to the whole equalisation system. The concurrent CMA-DD equaliser can be updated based on the update of its two components as

\[ w_m[l + 1] = w_{m,CM}[l + 1] + w_{m,DD}[l + 1]. \quad (3.10) \]

### 3.4 Simulation Results

The FBMC/OQAM and OS-FBMC systems are compared for \( M \in \{32, 64\} \) transmit signals consisting of uncorrelated quaternary phase shift keying sequences. The OS-FBMC system uses upsampling factors of \( K \in \{36, 70\} \), i.e. a redundancy of 12.5\% and 9.375\%, respectively. The channel \( c[k] \) is of length \( L_c = 6 \) with decaying power delay profile based on the channel model specification of COST 207 (Typical Urban) [84]. The channel \( c[k] \) was randomised, where 1000 channel realisations were used in order to be averaged over the simulation. Each channel realisation is assumed to be stationary during the processing of a random input QAM streams with length of 50000 symbols. Fig. 3.5 illustrates the magnitude response of one of the channel realisations used in the simulations.

Fractionally spaced CMA and concurrent CMA-DD equalisers are simulated over different instantiations of a channel and transmit signals, with an equaliser
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Figure 3.4: Flowchart of the per subband concurrent CMA-DD equaliser algorithm for FBMC.
length of $L_f = 10$ coefficients and the centre tap initialised to unity, see e.g. [73]. The step size for the CMA algorithm was selected empirically at approx. 10\% of its maximally possible value. For the concurrent CMA-DD algorithm, the CMA step size $\mu_{CM}$ is chosen to be 0.0001 which is much smaller than the DD step size $\mu_{DD}$ which is chosen to be 0.01 [77].

The CMA algorithm is very likely to result in a rotated constellation causing a phase ambiguity [77]. While the DD scheme could cause considerable error propagation due to the incorrect hard decision. Therefore, in the concurrent CMA-DD equaliser, the update of the DD is only held when the equaliser hard decisions before and after the CMA update are the same as shown in the flow chart in Fig. 3.4.
Symbol error ratio (SER) results are summarised in Figs. 3.6 and 3.7 when using the fractionally spaced CMA and concurrent CMA-DD equalisers respectively. Both figures were averaged over the all subchannels and over the various simulations once an approximate steady-state performance has been reached. For the FBMC/OQAM system with $M = 32$, updating the fractionally spaced equaliser with the CMA only led to a poor adaptation compared to the case of the OS-FBMC system, and hence the SER performance of the OS-FBMC outperform the SER performance of the FBMC/OQAM as shown in Fig. 3.6. The concurrent CMA-DD scheme yielded better adaptation, and the FMBC/OQAM and OS-FBMC systems both converged. Higher multiplexing with $M = 64$ provides slightly enhanced performance for both systems, as in this case, the effective channel length is shorter than for $M = 32$, thus easing the burden on the equaliser.
Importantly, according to Fig. 3.7, OS-FBMC gives a systematically better SER performance than FBMC/OQAM, which only starts to catch up for higher SNR values. Fig. 3.8 depicts the signal constellations of the 12th sub-channel which is affected by the lowest magnitude response of the dispersive channel $c[k]$ at SNR = 20dB. It can be noted that the concurrent CMA-DD equaliser applied to OS-FBMC performs more robustly than in case of the FBMC/OQAM system. Since FBMC/OQAM compared to OS-FMBC suffers not only from ISI but also ICI, and the selected equalisation algorithms belong to the family for stochastic gradients methods, the FBMC/OQAM equaliser experiences a greater level of gradient noise.
Figure 3.8: Constellations of the equalised signal of the 12th subband utilising a concurrent CMA-DD equaliser in (a) OS-FBMC and (b) FBMC/OQAM.
3.5 Concluding Remarks

In this chapter, the critically sampled FBMC/OQAM system has been compared with an oversampled FBMC system when applying per-channel equalisation using a fractionally spaced CMA and concurrent CMA-DD equalisers. Based on a concurrent CMA and DD updating, this equaliser has been adapted to provide ISI suppression and symbol synchronisation. While the OS-FBMC system is free of ICI, in the FBMC/OQAM approach ICI is present and creates an additional interference term; further, this leads to a higher excess error at low SNR.

Therefore, even though FBMC/OQAM strives for a higher spectral efficiency, it appears to sacrifice some of the robustness that is expected of FBMC systems for 5th generation wireless communications [17,20,23,24]. Therefore, these results motivated me to investigate an equalisation scheme that considers the cross-talk terms induced between the subbands in the FBMC/OQAM system causing ICI. To that end, the FBMC/OQAM system over SISO and MIMO channels is analysed by proposing an equivalent channel transfer function, which includes the filter bank components and channel in the form of a polynomial matrix as in (4.4) and (5.5) and can be used to easily characterise all interference types as illustrated in Figs, 4.10 and 5.3 for SISO and MIMO respectively. Further, the proposed equaliser is obtained by inverting the channel polynomial matrix as in (4.11) and (5.13).
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Synchronisation and Equalisation of FBMC/OQAM

The previous chapter has demonstrated the increased robustness of a per-subband equaliser applied to an OS-FBMC system compared to an FBMC/OQAM system if the transmission channel is dispersive, or simply if the overall system is not synchronised. The guard bands in the OS-FBMC system reduce inter-carrier interference (ICI) to a negligible level while on the contrary, FMBC/OQAM, as a critical sampled multicarrier system, suffers from ICI in addition to inter-symbol interference (ISI). Therefore, in order to better exploit FBMC/OQAM with its higher spectral efficiency, this chapter proposes an equalisation approach for FBMC/OQAM that aims to mitigate both ISI and ICI. The proposed approach describes the equivalent transmultiplexed channel including the filter banks as a polyphase matrix of transfer functions. Then, polynomial matrix algebra is used to equalise this system. Moreover, I demonstrate that the reduced-rank nature of the channel polynomial matrix in the proposed approach requires a polynomial
matrix pseudo-inverse. I demonstrate how the overall FBMC/OQAM system is orthogonalised, thus removing ISI and ICI by means of examples and computer simulations.

4.1 Background and Motivation

Multicarrier modulation techniques have been central to the development of wideband wireless communications standards for more than a decade. Within fifth generation communications systems, particularly filter bank-based multicarrier (FBMC) techniques are emerging as candidates for radio front-ends [16–26]. Such FBMC systems are popular because they offer increased robustness against synchronisation errors compared to e.g. orthogonal frequency division multiplexing (OFDM) systems [29]. The approach in [7] that combines FBMC with offset quadrature amplitude modulation (OQAM), referred to as an FBMC/OQAM system, has attracted attention as it is a critically sampled transceiver without any guard intervals, and hence theoretically is able to maximise spectral efficiency [26].

As explained in Chap. 2, FBMC/OQAM consists of two main blocks: a synthesis filter bank (SFB) in the transmitter and an analysis filter bank (AFB) in the receiver. The prototype filters are much more frequency-selective than e.g. in OFDM, which can significantly reduce the out-of-band emission and allow a flexible spectrum usage [2]. Since a critically sampled Discrete Fourier transform (DFT)-modulated filter banks themselves cannot be perfectly reconstructing, incorporating OQAM can lead to perfect reconstruction even under critical sampling and in the absence of guard bands. The latter enables maximum spectrum efficiency [6], but as a consequence, FBMC/OQAM must permit
an overlap of spectra between at least adjacent subcarriers as shown in Fig. 4.1.

Because of this spectral overlap, in a dispersive environment or an unsynchronised FBMC/OQAM transmission, each subcarrier in the receiver is affected by interference from at least adjacent subcarriers, resulting not just in inter-symbol interference (ISI) but also inter-carrier interference (ICI). The mitigation of this interference has received considerable attention in the research community, see e.g. [85–97].

This chapter proposed an equalisation approach to suppress the interference contaminating the transmission of an FBMC/OQAM system over a dispersive channel. The joint equalisation of an FBMC/OQAM system is similar to the concept of subband adaptive filtering in a critically sampled system [98], where
leakage between adjacent channels necessitates the use of cross-terms rather than pure per-band processing. Similar to [70], [71], a linear algebraic approach is used to equalise this broadband system, but here relies on the system description by polynomial matrices, which leads to the novel definition of a polynomial matrix pseudo-inverse to address the FBMC/OQAM interference mitigation.

This chapter is organised as follows: a general structure of the FBMC/OQAM system is introduced in Sec. 4.2. Then, the proposed equalisation approach is presented via the formulation of the channel polynomial matrix and obtaining its inverse in Secs 4.3 and 4.4. Due to the rank deficiency of the equivalent channel polynomial matrix, the polynomial pseudo-inverse is proposed in Sec. 4.5. The concluding remarks are presented in Sec 4.6.

4.2 FBMC/OQAM Transmission System

FBMC/OQAM consists mainly of two components: an inner filter bank, and an outer OQAM system, as shown in Fig. 4.2. In the inner system, a filter bank transmultiplexes a vector \( u[n] \in \mathbb{C}^M \) over a channel with impulse response \( c[\nu] \) to generate a demultiplexed output \( x[n] \in \mathbb{C}^M \), with the time index \( n \) running \( M/2 \) times slower than the index \( \nu \). The outer system consists of OQAM staggering and de-staggering blocks, which maps a transmit vector \( d[\ell] \in \mathbb{C}^M \) onto \( u[n] \), with index \( \ell \) now running \( M \) times slower than \( \nu \), and at half the speed of the index \( n \). The de-staggering then generates an output \( \hat{d}[\ell] \in \mathbb{C}^M \) from \( x[n] \).
4.2.1 Offset QAM

The functions of the OQAM component of the FBMC/OQAM system are carried out by two blocks: OQAM pre-processing in the transmitter and OQAM post-processing in the receiver. The input to the OQAM pre-processing are $M$ parallel QAM signals in $d[\ell]$, where $M$ is the number of subchannels. The complex-valued QAM symbols in $d[\ell]$ are demultiplexed into their real and imaginary components alternatingly. The sequence of the components is dependent on the sub-channel index, and alternates between adjacent channels.

The reverse process is executed by the OQAM post-processing, where the signals in $y[n]$ are demultiplexed and the imaginary and real components are alternatingly discarded. The discarding operation again depends on the sub-channel index i.e. alternately changes in odd and even indexed subcarriers, as explained in the numerical example in Chapter 2.
4.2.2 Filter Bank Multicarrier System

The inner component of the FBMC/OQAM transceiver is an $M$-channel DFT filter bank operated as a transmultiplexer, with the analysis filter bank (ASB) on the receiver side and the synthesis filter bank (SFB) in the transmitter as shown in Fig. 4.2. The input $u[n] \in \mathbb{C}^M$ and output $x[n] \in \mathbb{C}^M$ are operated at a $K = \frac{M}{2}$ times slower rate than the multiplexed data is transmitted over the channel $c[\nu]$. In contrast to FBMC/OQAM, the OS-FBMC system consists only of the inner filter bank without any outer pre- or postprocessing. Guard bands are inserted between the adjacent subbands with an up-sampling factor $K > M$. The input $d[\ell] \in \mathbb{C}^M$ and output $\hat{d}[\ell] \in \mathbb{C}^M$ are operated at a $K > M$ times rate than the multiplexed data is transmitted over the channel $c[\nu]$. Since the filter banks contain decimators, which are not linear time-invariant (LTI) system block but linear periodically time varying (LPTV) [99], the direct analysis using classical tools such as the $z$ transform is not applicable. However, a polyphase representation and the exploitation of noble identities [99] can bypass these restrictions. Therefore, a polyphase analysis of the FBMC system is performed below.
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In the receiver, the analysis filter bank (ASB) is formed by a DFT filter bank. In polyphase notation, the input is first demultiplexed by a serial to parallel converter (s/p) before feeding into a polyphase analysis matrix \( H(z) : \mathbb{C} \rightarrow \mathbb{C}^{M \times K} \), as seen in Figs. 4.3 and 4.4. This matrix consists of transfer functions describing a multiple-input multiple-output system, which can be factored into a network of polyphase components of the filter banks prototype filter, followed by the modulating transform, i.e. a DFT matrix [100,101].

In the transmitter, a matching DFT synthesis filter bank can also be expressed in polyphase notation. Here, the up-sampling by \( K \) is swapped with the filtering operation, such that a polyphase synthesis matrix first operates on the \( M \) inputs of \( u[n] \) for FBMC/OQAM as shown in Fig. 4.3 and directly on the \( M \) inputs of \( d[\ell] \) for OS-FBMC as shown in Fig. 4.4, before \( K \) outputs are multiplexed by a parallel to serial p/s converter, to generate the signal to be transmitted over the channel \( c[\nu] \). The polyphase synthesis matrix generally should be the inverse of polyphase analysis matrix. Here, the polyphase analysis matrix \( H(z) \) is selected to be paraunitary, such that \( H(z)H^P(z) = I \), where \( \{\cdot\}^P \) denotes the parahermitian operations, such that \( H^P(z) = H^H(1/z^*) \), i.e. consisting of a Hermitian transposition and time reversal. Then for the polyphase synthesis matrix we select \( H^P(z) : \mathbb{C} \rightarrow \mathbb{C}^{K \times M} \), such that the overall system becomes transparent i.e. the system inputs are equal to the system outputs.

The design of the prototype filter plays a crucial role in generating the sub-channels filters in both SFB and AFB [60]. As shown in Fig. 4.1, the prototype filter used in this chapter is based on the designs presented in [28,58,102] which will be denoted as the ‘physical layer for dynamic access and cognitive radio’ (PHYDYAS) prototype filter. These prototype filters have been used due to their high frequency selectivity; in particular the PHYDYAS prototype ensures...
that the cross-talk between non-adjacent subchannels is kept sufficiently small. Aliasing between adjacent subchannels cannot be entirely suppressed by the DFT filter bank but is removed due to the OQAM arrangement. However, any delay or time-dispersion of the channel $c[\nu]$ will destroy orthogonality and result in intersymbol (ISI) and inter-carrier interference (ICI) in the output $\hat{d}[l]$. Therefore, I explore a synchronisation and equalisation approach next.

### 4.3 Equalisation of an FBMC/OQAM System

#### 4.3.1 Equivalent Transmission System

First, the sub-channel transfer functions of the inner FBMC system are described in Figs. 4.2, 4.3, and 4.4 which can be represented as a polynomial matrix $F(z) : \mathbb{C} \rightarrow \mathbb{C}^{M \times M} \ast \circ F[n]$. Considering the channel impulse response $c[\nu]$ together with the multiplexer and demultiplexer in Figs. 4.3 and 4.4, this subsystem can be characterised by a pseudo-circulant polyphase matrix $C(z) : \mathbb{C} \rightarrow \mathbb{C}^{K \times K}$ [103],

![Figure 4.4: Polyphase components of the OS-FBMC system with synthesis and analysis filter banks and the channel impulse response $c[\nu]$.](image-url)
\[ C(z) = \begin{bmatrix}
    C_0(z) & C_1(z) & \ldots & C_{K-1}(z) \\
    -1C_{K-1}(z) & C_0(z) & \ldots & -1C_{K-2}(z) \\
    \vdots & \ddots & \ddots & \vdots \\
    z^{-1}C_1(z) & \ldots & z^{-1}C_{K-1} & C_0(z)
\end{bmatrix}, \quad (4.1) \]

which comprises the \( K \) polyphase components \( C_\mu(z) \) of the channel transfer function \( C(z) \). These are defined as

\[ C(z) = \sum_{\mu=0}^{K-1} C_\mu(z^K) z^{-\mu}, \quad (4.2) \]

or alternatively can be obtained from the channel impulse \( c[\nu] \) via

\[ C_\mu(z) = \sum_\nu c[K \nu + \mu] z^{-\nu}. \quad (4.3) \]

Using the polyphase synthesis and analysis matrices for the FBMC systems shown in Figs. 4.3 and 4.4, the equivalent system \( F(z) \) can be obtained as

\[ F(z) = H(z)C(z)H^p(z). \quad (4.4) \]

If \( F_{ij}(z) \) is the element in the \( i \)th row and \( j \)th column of \( F(z) \) in (4.4), for the FBMC/OQAM system, it represents the transfer function between the \( j \)th signal in the input vector \( u[n] \) and the \( i \)th signal in the output vector \( y[n] \), while for the OS-FBMC system, it represents the transfer function between the signals in \( d_j[\ell] \) and \( \hat{d}_i[\ell] \). Thus, the diagonal elements \( F_{mm}(z), m = 1 \ldots M \), represent the per-subchannel transfer functions. There is no interference between the subbands in OS-FBMC thanks to utilising guard bands as shown in Fig. 4.7, while due to the frequency selectivity of a prototype filter such as PHYDYAS, cross-talk is
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Figure 4.5: Magnitude response of subchannels in an FBMC/OQAM with $M = 4$ using PHYDYAS prototype filter.

Figure 4.6: Example of a $4 \times 4$ polynomial channel matrix $F(z)$ for an FBMC/OQAM system using PHYDYAS prototype filter.
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Figure 4.7: Magnitude response of subchannels in an OS-FBMC with $M = 4$.

Figure 4.8: Example of a $4 \times 4$ polynomial channel matrix $F(z)$ for an OS-FBMC system using upsampling factor $K = 5$. 
introduced but restricted to adjacent bands only as depicted in Fig. 4.5 such that

\[ F_{ij}(z) \approx 0, \quad \forall (M - 1) > | \mod M i - \mod M j | > 1, \]

\[ i, j = 1 \cdots M. \]  

(4.5)

The structure of \( F(z) \) of the FBMC/OQAM system using the PHYDYAS prototype is therefore tri-diagonal, including non-zero corner elements irrespective of the channel polyphase matrix \( C(z) \) as depicted in Fig. 4.6. On the other hand, the OS-FBMC system is free of ICI due to exploiting guard bands therefore, \( F(z) \) in this case will be a diagonal matrix as shown in Fig. 4.8.

**Example.** An example of \( F(z) \) for an FBMC/OQAM and OS-FBMC systems with \( M = 4 \) sub-channels is obtained for a channel \( c[\nu] \) of length 4 with random Gaussian channel coefficients. The components of \( F(z) \) are determined by channel sounding, and are depicted in Figs. 4.6 and 4.8. Moreover, \( F(z) \) can be obtained also using (4.1-4)

### 4.3.2 Equalisation of FBMC System

Because the first stage of the OQAM post-processing alternatingly discards the real and imaginary parts of \( y_m[n], m = 1 \cdots M \), achieving a transparent system such that

\[ \hat{d}[\ell] \approx d[\ell - \Delta\tau], \]  

(4.6)

where \( \Delta\tau \in \mathbb{N} \) represents some delay. The condition (4.6) exploits the alternate discarding of real and imaginary parts of \( y[n] \) in the OQAM post-processing, and reflects the overall synchronisation and equalisation of the FBMC/OQAM system and leads to a simple solution below.
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Since an equaliser must cancel ICI, it requires cross-talk terms akin to $F(z)$. Therefore, this chapter proposes a polynomial matrix equaliser $W(z)$ inserted between the AFB and OQAM post-processing in the receiver, as shown in Fig. 4.2. This assumes that $F(z)$ is available, i.e. that it can either be obtained via channel sounding directly, or synthesised according to (4.4) based on the measured channel impulse response $c[\nu]$ with $H(z)$ known. This equaliser is obtained by calculating a polynomial singular value decomposition (PSVD, [52,104,105]),

$$F(z) \approx U(z) \Sigma(z) V^P(z),$$  \hspace{1cm} (4.7)

where $U(z)$ and $V(z)$ are paraunitary or lossless matrices such that

$$U(z)U^P(z) = U^P(z)U(z) = I,$$  \hspace{1cm} (4.8)

$$V(z)V^P(z) = V^P(z)V(z) = I.$$  \hspace{1cm} (4.9)

The matrix $\Sigma(z)$ is diagonal,

$$\Sigma(z) = \text{diag}\{\sigma_1(z) \cdots \sigma_M(z)\},$$  \hspace{1cm} (4.10)

and contains the polynomial singular values $\sigma_m(z), m = 1 \ldots M$.

Based on the polynomial SVD in (4.7), the equaliser $W(z)$ can be determined as

$$W(z) = F^\dagger(z) \approx V(z) \Sigma^\dagger(z) U^P(z),$$  \hspace{1cm} (4.11)

where $\{\cdot\}^\dagger$ denotes the pseudo-inverse process which will be discussed later in this chapter. Therefore, the inversion of $F(z)$ reduces to the calculation of its PSVD, and the inversion of the singular values.
4.4 Polynomial Matrix Inversion via PSVD

To calculate $W(z) = F^\dagger(z)$ first requires determining the PSVD of $F(z)$ via (4.7).

Three general options have been discussed for the calculation of PSVD in the literature: there is a direct iterative calculation [104], an iterative calculation using a polynomial QR approach [105], and the route via two polynomial eigenvalue decompositions (PEVDs) [52]. The availability of enhanced PEVD algorithms such as the sequential matrix diagonalisation (SMD) approach [53] or multiple-shift SMD [106] have motivated the latter.

Like other PEVD algorithms, SMD is applicable to polynomial matrices $A(z)$ that possess the parahermitian property, such that $A(z) = A^P(z)$. By forming two such parahermitian matrices, and two approximate PEVDs [52, 107] using e.g. the SMD algorithm [53] can be calculated:

$$R_1(z) = F(z)F^P(z) \approx U(z)S_1(z)U^P(z) ,$$

$$R_2(z) = F^P(z)F(z) \approx V(z)S_2(z)V^P(z).$$

This determines the two paraunitary matrices for (4.7). If $F(z)$ is square, it is expected that

$$\Sigma(z) = S_1(z)S_1^P(z) = S_2(z)S_2^P(z).$$

However, unless $\Sigma(z)$ is constrained (e.g. to be minimum phase), it cannot be directly extracted from $S_1(z)$ and $S_2(z)$. Instead

$$\Sigma(z) = V(z)F(z)U^P(z)$$

can be evaluated in order to determine the polynomial singular values in $\Sigma(z)$. 
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To determine $\Sigma^\dagger(z)$ requires the inversion of the polynomial singular values in (4.11), i.e.

$$\Sigma^\dagger(z) = \text{diag}\{\sigma_1^{-1}, \sigma_2^{-1}, \ldots \sigma_M^{-1}\}.$$ (4.16)

Since $\sigma_m(z)$, $m = 1 \ldots M$ is generally non-minimum phase, zeros of $\sigma_m(z)$ inside the unit circle will lead to causal components of $\sigma_m^{-1}(z)$, while roots of $\sigma_m(z)$ outside the unit circle will result in anti-causal components of $\sigma_m^{-1}(z)$. The inversion can be performed by several approaches, akin to the inversion of polynomial eigenvalues in [108], such as by calculating the roots of $\sigma_m^{-1}(z)$, determining their residues for a partial fraction expansion, and then approximating the poles by appropriately truncating their causal or anti-causal geometric series representations.

Here, for an inverse $w_m(z)$ of the $m$th eigenvalue,

$$\sigma_m(z) w_m(z) \approx z^{-\Delta}$$ (4.17)

is required, where $\Delta$ is a suitable delay. As a rule of thumb for inverse system identification, it is recommended that $\Delta = \frac{L}{2}$ where $L$ is the length of the inverse, in order to account for the non-minimum phase nature of $\sigma_m(z)$ [73].

To use a least squares approximation, a vector $\sigma_m \in \mathbb{C}^K$ holds the $K$ coefficients of $\sigma_m(z)$, $m = 1 \ldots M$. The aim is to find a vector $w_m \in \mathbb{C}^L$ holding the $L$ coefficients of $w_m(z)$ such that

$$w_{m,\text{opt}} = \arg \min_{w_m} \| [I_{L-K+1} \otimes (\sigma_m^T J_K)] w_m - p \|_2,$$ (4.18)

with $J_K$ an $K \times K$ reverse identity matrix, $\otimes$ denoting a Kronecker product, and $p \in \mathbb{N}^{L-K+1}$ a pinning vector containing zeros except for a one in the $\Delta$th position. A solution can be found by a pseudo-inversion of the convolutional
such that $w_{m,\text{opt}} = A_m^\dagger P$ [109]. Alternatively, an iterative method such as the recursive least squares (RLS) algorithm can be invoked [110].

**Example.** Applying a polynomial singular value decomposition as laid out above for the earlier example of an $M = 4$ FMBC/OQAM equivalent transmission matrix $F(z)$ in Fig. 4.6 yields the matrix $\Sigma(z)$ characterised in Fig. 4.9. The matrix is sufficiently diagonalised, but reveals a rank deficiency of $F(z)$, as half of the singular values are zero. Inspecting the source model for $F(z)$ in (4.4), since the inner factor $C(z)$ is an $\frac{M}{2} \times \frac{M}{2}$ polynomial matrix, the overall rank cannot exceed $\frac{M}{2}$. To avoid the inversion of singular values that are either zero everywhere, or have zeros within a vicinity of the unit circle, the pseudo-inversion of a polynomial matrix has to be explored.

### 4.5 Polynomial Matrix Pseudo-Inverse

Within this chapter, the aim has been to invert a square polynomial $F(z)$. To add both robustness to the inversion approach but also to include more general, rectangular matrices $F(z) : \mathbb{C} \rightarrow \mathbb{C}^{N \times M}$, a polynomial matrix pseudo-inverse is discussed as an extension of the pseudo-inverse of a constant matrix [109]. For general $N \times M$ matrices, the PEVD steps (4.12) and (4.13) will yield paraunitary matrices $U(z) : \mathbb{C} \rightarrow \mathbb{C}^{N \times N}$ and $V(z) : \mathbb{C} \rightarrow \mathbb{C}^{M \times M}$. However, instead of directly inverting the diagonal components of $\Sigma(z) : \mathbb{C} \rightarrow \mathbb{C}^{N \times M}$ as suggested earlier, I select

$$\Sigma^{-1}(z) = \text{diag}\{w_1(z), \cdots, w_{\min(M,N)}(z)\},$$

(4.20)
Figure 4.9: Example of $4 \times 4$ diagonal matrix $\Sigma(z)$, containing its diagonal terms $\sigma_m[n] \bullet -o \sigma_m(z)$, with all cross-terms zero or very nearly so.
where \( w_m(z) \) now is the inverse of \( \sigma_m(z) \) for finite \( \sigma_m(z) \), and \( w_m(z) = 0 \) for \( |\sigma_m(z)| < \epsilon_1 \ \forall z \), with \( \epsilon_1 \) a small constant.

For a numerical evaluation, the \( L \) coefficients of \( w_m(z) \) are collated in the vector \( w_m \), and with the earlier definitions of the singular value vectors \( \sigma_m \), the convolutional matrix \( A_m \), and the pinning vector \( p \), the inverse is determined as

\[
\begin{align*}
\mathbf{w}_m &= \begin{cases} 
0 & \text{for } \|\mathbf{\sigma}_m\|_2 \leq \epsilon_1, \\
\mathbf{A}_m^H(\mathbf{A}_m\mathbf{A}_m^H + \epsilon_2\mathbf{I}_L)^{-1}\mathbf{p} & \text{for } \|\mathbf{\sigma}_m\|_2 > \epsilon_1.
\end{cases}
\end{align*}
\]

The small constant \( \epsilon_1 > 0 \) determines a threshold below which a singular value is treated as numerically zero. A second constant, \( \epsilon_2 \), implements a regularisation to mitigate spectral zeros in \( \sigma_m(z) \) or zeros close to the unit circle. A larger value for \( \epsilon_2 \) may result in faster decaying responses in \( w_m(z) \), but also introduces a bias into the original solution in ((4.18)).

**Example.** For an \( M = 8 \) channel FBMC/OQAM system using the PHYDYAS prototype filter over a dispersive channel \( c[\nu] \) of length 4, the equivalent channel polynomial matrix \( \mathbf{F}(z) \) is shown in Fig. 4.10. Because the spectral overlapping between the subbands is limited to the direct adjacent neighbours, the polynomial channel matrix \( \mathbf{F}(z) \) has the form of a tri-diagonal matrix with the two corner elements being non-zero.

The polynomial matrix \( \mathbf{\Sigma}(z) \) is obtained according to (4.15) as depicted in Fig. 4.11. \( \mathbf{\Sigma}(z) \) appears to be a diagonal matrix with reduced rank \( \left( \frac{M}{2} = 4 \right) \) as discussed earlier. According to (4.11), the resulting pseudo-inverse polynomial matrix \( \mathbf{W}(z) = \mathbf{F}^\dagger(z) \) with a structure of a tri-diagonal plus the two non-zero corner elements is shown in Fig. 4.12. The multiplication output of \( \mathbf{F}(z) \) with \( \mathbf{W}(z) \) is not an identity matrix as shown in Fig. 4.13 due to the rank deficiency.
Figure 4.10: Example of a $8 \times 8$ polynomial channel matrix $F(z)$ for a FBMC/OQAM system using PHYDYAS prototype filter over a dispersive channel $c[\nu]$ with length of 4.

Figure 4.11: Example of $8 \times 8$ diagonal matrix $\Sigma(z)$, containing its diagonal terms $\sigma_m[n] \bullet \sigma_m(z)$, with all cross-terms zero or very nearly so over a dispersive channel $c[\nu]$ with length of 4.
of $F(z)$. However, when including the OQAM pre- and post-processing, and considering the MIMO channel matrix between the input $d[\ell]$ and $\hat{d}[\ell]$, such that

$$\hat{d}[\ell] = G[\ell] \ast d[\ell],$$

(4.22)

the system in Fig. 4.14 emerges, which is now free of ISI and ICI.

For the resulting pseudo-inverse, the $\frac{M}{2}$ finite singular values possess zeros close to the unit circle are leading to amplification of the noise in the equaliser. Therefore, the usage of the constant $\epsilon_2$ in the equalisation process aims to minimise that amplification. Based on the simulation of the proposed equalisation approach applied for an FBMC/OQAM system with $M = 4$ over 2000 realisations of Gaussian channel of order 10, the measured SER when using different values of the regularisation constant $\epsilon_2$ at SNR of 15 dB is drown in Fig. 4.15.
Figure 4.13: Example for the joint channel transmission matrix $\mathbf{F}(z)$ and its pseudo-inverse $\mathbf{F}^*(z)$ for an $M = 8$ channel FMBC/OQAM system including a dispersive channel $c[\nu]$ of length 4 when using PHYDYAS prototype filter.

Figure 4.14: Example for the overall equalised polynomial matrix $\mathbf{G}^*[\ell]$, for an FMBC/OQAM system with $M = 8$ over a dispersive channel $c[\nu]$ of length 4 when using the PHYDYAS prototype filter.
It can be noted that there is an optimum value of ($\epsilon_2 = 0.2$) which achieves the minimum SER. The impact of $\epsilon_2$ has significant effects on the inversion process as shown in Fig. 4.16. In Fig. 4.16, $\psi$ is a factor that reflects the level of the residual interference in the output polynomial matrix $G[\ell]$ when compared to the identity matrix $I$ as

$$\psi = \| \sum_{\ell} G[\ell] - I\delta[\ell] \|_F. \quad (4.23)$$

Throughout the simulation, the probability density function (PDF) of the factor $\psi$ was calculated when using $\epsilon_2 = \{0, 0.2\}$ as shown in Fig. 4.16. It can be noted the improvements of using $\epsilon_2 = 0.2$ on the PDF($\psi$) compared to the case of not using $\epsilon_2$ at all. Fig. 4.17 depicts a comparison in the symbol error ratio (SER) performances of a per-subband equaliser and the proposed equaliser when applied
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Figure 4.16: The PDF of $\psi$ with and without using a regularisation coefficient $\epsilon_2$ during the inversion process of $F(z)$ for an FBMC/OQAM system with $M = 4$ using PHYDYAS prototype filter over a dispersive channel with length of 10.

Figure 4.17: SER performances of a per-subband equaliser and the proposed multiband equaliser for FBMC/OQAM with $M = 4$ over a dispersive channel $c[\nu]$ of length 10.
to an FBMC/OQAM system using the PHYDYAS prototype filter with $M = 4$ subbands over a dispersive channel of length 10. It can be noted that the proposed equaliser achieves better SER performance than the per-subband equaliser due to considering the cross-talk terms in the proposed equalisation approach while the performance of the per-subband equaliser is negatively affected by the residual interference induced by the permitted spectral overlapping between subcarriers in FBMC/OQAM. Moreover, the SER performance was enhanced due to using the regularisation constant $\epsilon_2 = 0.2$.

4.6 Concluding Remarks

This chapter has analysed an FBMC/OQAM system, which is known to suffer from ISI and ICI between at least adjacent subchannels in presence of a dispersive channel impulse response. A polynomial matrix formulation has been proposed for an equivalent channel transfer function, which includes the filter bank components and channel. The equalisation of this system was attempted by means of polynomial matrix algebra. Since the matrix in the proposed approach is rank deficient by default, a polynomial pseudo-inverse was introduced to address this problem. The equalisation leads to a solution, that together with OQAM pre- and post-processing can eliminate ISI and ICI.
Chapter 5

Equalisation of Multi-Antenna FBMC/OQAM

As it has been pointed out in previous chapters, filter bank based multicarrier orthogonal quadrature amplitude modulation (FBMC/OQAM) as a transmultiplexing technique has attracted a lot of attention. This is due to its distinction from other multicarrier modulation techniques in terms of its attaining of maximum spectral efficiency, which is a critical demand in the development of modern communication systems. As the previous chapter has highlighted, intersymbol interference (ISI) and inter-carrier interference (ICI) result from the transmission over dispersive single-input-single-output (SISO) channels. When using FBMC/OQAM techniques in a multiple-input-multiple-output (MIMO) environment, the challenge of dealing with ISI and ICI is further exacerbated by the presence of spatial interference. This chapter therefore first describes the transfer functions (including all temporal and spatial interference terms) by polynomial matrices. The equalisation of this system can then be performed by a proposed
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polynomial matrix pseudo-inverse. Two numerical examples for this approach are presented.

5.1 Introduction

Filter bank based multicarrier (FBMC) modulation methods are a strong candidate for 5th generation communications systems and beyond because of their robustness to synchronisation errors when compared to orthogonal frequency division multiplexing (OFDM) systems [24, 29]. Different from OFDM, in FBMC subcarriers retain a higher frequency-selectivity. Even though recent practical measurements indicate that for a well-synchronised FBMC system, single tap equalisers may be sufficient [111], generally significant dispersion has to be considered [70, 71], if not through long channel impulse response then through insufficient timing synchronisation of the receiver [35]. As a result, significant inter-symbol interference (ISI) arises.

Amongst the different FBMC choices, a critically sampled DFT filter bank combined with judicious interleaving of real and imaginary parts akin to offset-quadrature amplitude modulation (OQAM) has attracted attention as it reaches maximum spectrum efficient yet retains orthogonality at least for the real part of the transmitted symbols [7]. Due to critical sampling, at least adjacent subbands overlap spectrally, causing inter-carrier interference (ICI) in the receiver. Thus equalisers cannot operate per-band but need to incorporate cross-terms with at least adjacent bands akin to early subband filtering schemes such as [98]. Nevertheless, the high spectral efficiency of FBMC/OQAM has motivated numerous solutions that aim to solve this problem [2, 35, 111, 112].
When considering FBMC/OQAM for transmission over MIMO channels, the interference situation is worsened by additional inter-antenna interference (IAI) terms in addition to ISI and ICI. This is generally seen as a significant problem, and substantial efforts have been undertaken to combat these interference terms — see e.g. early works in [113], or more recently in [70, 71] or the review in [2]. The majority of these publications has targetted the joint design of precoders and equalisers, which can enable significant benefits if the channel is known to both receiver and transmitter.

In the absence of channel state information at the transmitter, often efforts have to be restricted to equalisation, and the aim of this chapter is to propose such an approach. The proposed design is based on the modelling of the inner part of the FBMC/OQAM system — including the filter banks and the MIMO channel, which are responsible for dispersion and synchronisation errors — by an equivalent polynomial channel matrix. The algebraic techniques are used for such matrices to find an equaliser. The polynomial notation and problem formulation of a broadband communication systems is not new — see e.g. [114] for a SISO and [71] for a MIMO precoder and equaliser — but solutions to such problems have not been straightforward: Mertins [114] only formulates the problem without solving it, while Mestre et al. [71] use a frequency domain approach — a so-called analytic singular value decomposition [115, 116]. I here rely on novel polynomial matrix formulations [50] and associated algorithms [52, 53, 103, 117] to calculate a polynomial matrix pseudo-inverse as equaliser as a MIMO extension of the work in [35]. The advantage of these polynomial matrix techniques lies in the coherent treatment of the problem, which avoids the challenge of association of bin-wise solutions from DFT bin to DFT bin such as encountered in [71].
This chapter is organised as follows: Sec. 5.2 reviews the MIMO FBMC/OQAM system model, which motivates the description of the MIMO channel combined with the synthesis and analysis filter banks of the FBMC/OQAM system by an equivalent channel matrix in Sec. 5.3. The equalisation of the MIMO-FBMC/OQAM system via the pseudo-inversion of this equivalent channel matrix is the topic of Sec. 5.4, followed by numerical examples in Secs. 5.5 and 5.6. Concluding remarks are presented in Sec. 5.7.

5.2 System Model

An FBMC/OQAM system for a MIMO channel with $N_T$ transmitters and $N_R$ receivers is outlined in Fig. 5.1. For a brief description of FBMC/OQAM, with reference to Fig. 5.1, for simplicity I first assume the single input single output case with $N_T = N_R = K = 1$, and $W[n] \circ \bullet W(z) = I_M$.

In the inner, shaded part of the FBMC system in Fig. 5.1, a DFT-modulated filter bank with a synthesis filter bank (SFB) and an analysis filter bank (ASB) multiplexes a signal vector $u[n] \in \mathbb{C}^M$ across the channel, employing an upsampling ratio of $M/2$. In the receiver, the signal is demultiplexed into $x[n] \in \mathbb{C}^M$. For a DFT filter bank to permit maximum symbol density (and hence maximum spectral efficiency) while satisfying good localisation in both time and frequency domains, the orthogonality of the system has to be relaxed. In FBMC/OQAM the relaxation of conditions is achieved by restricting orthogonality to the real part only by judiciously assigning alternating real and imaginary values in $d[\ell] \in \mathbb{C}^M$ to $u[n] \in \mathbb{C}^M$ through a staggering and de-staggering process [7] akin to an OQAM modulation. As a result, the index $n$ runs twice as fast as the time index $\ell$. Through this, partial orthogonality is enforced, such that $\hat{d}[\ell] = d[\ell]$ if the
Figure 5.1: FBMC/OQAM system transmultiplexing signals over a MIMO channel $C[n]$ with $N_T$ transmitters and $N_R$ receivers, and with an equaliser $W[n]$. 
channel is transparent.

The MIMO scenario assumes that $K$ spatial transmit channels can be formed, where $K = \min\{N_T, N_R\}$. An FBMC/OQAM block is applied to each of the transmitters and receivers, as shown in Fig. 5.1. An equaliser $W[n] \in \mathbb{C}^{MK \times MN_R}$, applied prior to the OQAM de-staggering in the receiver, has the aim of equalising and synchronising the overall system. This is similar to the equaliser and synchroniser in [35], but here also aims to mitigate spatial or inter-antenna-interference.

## 5.3 Equivalent Polynomial Channel Matrix

In order to later define the equaliser $W(z) \circ W[n]$, first the inner FBMC component of Fig. 5.1 is described. For this, a polyphase notation of the analysis and synthesis filter banks is utilised. With $M$ channels and an oversampling factor of 2, the polyphase analysis matrix $H(z) : \mathbb{C} \rightarrow \mathbb{C}^{M \times M/2}$ is an $M \times M/2$ polynomial matrix. Similarly, a synthesis filter bank can be described by a polyphase synthesis matrix $G(z) : \mathbb{C} \rightarrow \mathbb{C}^{M/2 \times M}$, where for a DFT filter bank, the polyphase synthesis matrix $G(z)$ is the parahermitian of the polyphase analysis matrix, i.e.

$$G(z) = H^p(z) = H^H(1/z^*) .$$

(5.1)

To form filter banks, these polyphase realisations are combined with parallel-to-serial (p/s) and serial-to-parallel (s/p) converters, as depicted in Fig. 5.2.

If $C_{nR,nT}(z)$ is the channel transfer function between the $n_T$th transmitter, $n_T = 1 \ldots N_T$, and the $n_R$th receiver, $n_R = 1 \ldots N_R$, the MIMO system transfer function between the p/s input vector $s_{nT}[n]$ and the s/p output vector $r_{nR}[n]$ is
the pseudo-circulant matrix $C_{n_R,n_T}(z) : \mathbb{C} \rightarrow \mathbb{C}^{M/2 \times M/2}$ [35, 103],

$$
C_{n_R,n_T}(z) = \begin{bmatrix}
C_0(z) & C_1(z) & \cdots & C_{M-1}(z) \\
z^{-1}C_{M-1}(z) & C_0(z) & \cdots & C_{M-2}(z) \\
\vdots & \ddots & \ddots & \vdots \\
z^{-1}C_1(z) & \cdots & z^{-1}C_{M-1}(z) & C_0(z)
\end{bmatrix}. \tag{5.2}
$$

For notational brevity, the subscripts $\{\cdot\}_{n_R,n_T}$ have been omitted from the r.h.s. of the above equation, which comprises of the $M/2$ type-I polyphase components $C_{\mu}(z)$, $\mu = 1 \ldots M/2$ of $C_{n_R,n_T}(z)$ [99] such that

$$
C_{n_R,n_T}(z) = \sum_{\mu=0}^{M-1} C_{\mu}(z^{M/2}) z^{-\mu} \tag{5.3}
$$

describes the channel between the $n_T$th transmitter and $n_R$th receiver.

Figure 5.2: Inner component of the MIMO FBMC/OQAM system in polyphase notation.

The overall MIMO transfer function between the concatenated filter bank...
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inputs \([u_H^H[n] \ldots u_{N_T}^H[n]]^H\) in the transmitter and the concatenated vector of filter bank outputs \([x_1^H[n] \ldots x_{N_R}^H[n]]^H\) in the receiver is described by the matrix \(F[n] \circ \bullet F(z)\), which forms the shaded system part in Figs. 5.1 and 5.2. With the demultiplexed MIMO channel matrix \(C(z) : \mathbb{C} \rightarrow \mathbb{C}^{(N_RM/2) \times (N_TM/2)}\),

\[
C(z) = \begin{bmatrix}
C_{1,1}(z) & \cdots & C_{1,N_T}(z) \\
\vdots & \ddots & \vdots \\
C_{N_R,1}(z) & \cdots & C_{N_R,N_T}(z)
\end{bmatrix} \quad (5.4)
\]

which spans the system between \([s_H^H[n] \ldots s_{N_T}^H[n]]^H\) and \([r_1^H[n] \ldots r_{N_R}^H[n]]^H\) in Fig. 5.2, the channel matrix \(F(z)\) becomes

\[
F(z) = (I_{N_R} \otimes H(z)) C(z) (I_{N_T} \otimes H^H(z)), \quad (5.5)
\]

where \(\otimes\) denotes the Kronecker product.

A few properties of \(F(z)\) can be inferred from its structure in (5.5). Firstly, even though \(F(z) : \mathbb{C} \rightarrow \mathbb{C}^{(N_RM) \times (N_TM)}\), the reduced dimension of \(C(z)\) forces the polynomial rank [118] of \(F(z)\) to

\[
\text{rank}\{F(z)\} \leq \frac{KM}{2}, \quad (5.6)
\]

where \(K = \min\{N_R, N_T\}\). Secondly, if the DFT filter bank described by \(H(z)\) is constructed for a standard FBMC/OQAM system via [102], then energy will only leak between adjacent bands at most. Therefore, \(F(z)\) will be sparse with a block structure, where each \(M \times M\) sub-block only contain nonzero elements along its diagonal, its first off-diagonals, and in its upper right and lower left corner elements.
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Example. The channel matrix $F[n]$ for a MIMO-FBMC/OQAM system with a $2 \times 2$ random MIMO channel containing impulse responses of length 5, and $M = 4$ subbands is shown in Fig. 5.3. The transfer function $F(z)$ is an $8 \times 8$ sparse polynomial matrix. The two lower left hand and upper right hand $4 \times 4$ blocks of $F[n]$ represent the inter-antenna interference paths, thus creating a matrix structure that differs from the nearly tri-diagonal system of Chap. 4. The Channel polynomial matrix $F[n]$ can be obtained either by sounding the channel or algebraically by calculating it according to (5.5).
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5.4 MIMO FBMC/OQAM Equalisation

Based on the equivalent channel model derived in Sec. 5.2, the equalisation of this system will be explored. The overall setup in Fig. 5.1 contains a subblock $W[n] \rightarrow W(z)$ which directly follows the equivalent channel $F[n] \rightarrow F(z)$ prior to OQAM de-staggering of the retrieved $K$ spatial channels of the system. The purpose of this equaliser block is to restore the orthogonality of the real part of the combined system $W(z)F(z)$. Due to the rank-deficiency of $F(z)$, this equaliser relies on the pseudo-inverse, which is calculated via the singular value decomposition of a polynomial matrix [52, 104]. While the SVD of a polynomial matrix can also be calculated directly [104], the approach here — akin to Chap. 4 — evaluates the PEVD of two matrices $R_1(z) : \mathbb{C} \rightarrow \mathbb{C}^{MN_R \times MN_R}$ and $R_2(z) : \mathbb{C} \rightarrow \mathbb{C}^{MN_T \times MN_T}$ such that

$$R_1(z) = F(z)F^P(z) \approx U(z) \Lambda_1(z) U^P(z)$$

(5.7)

$$R_2(z) = F^P(z)F(z) \approx V(z) \Lambda_2(z) V^P(z) .$$

(5.8)

The factorisations on the r.h.s. of (5.7) and (5.8) are polynomials EVDs with paraunitary $U(z) : \mathbb{C} \rightarrow \mathbb{C}^{MN_R \times MN_R}$ and $V(z) : \mathbb{C} \rightarrow \mathbb{C}^{MN_T \times MN_T}$, such that

$$U(z)U^P(z) = U^P(z)U(z) = I_{MN_R}$$

(5.9)

$$V(z)V^P(z) = V^P(z)V(z) = I_{MN_T} .$$

(5.10)

The approximation signs in (5.7) and (5.8) account for the approximate nature of the decomposition achieved by iterative polynomial EVD algorithms in e.g. [52,53,103,117] but also for the fact that the true EVD of the parahermitian matrices $R_1(z)$ and $R_2$ is almost always infinite in length [50], such that only approximations by polynomials are possible. The terms $\Lambda_i(z), i = 1, 2$ are diag-
onal parahermitian matrices that approximate the – again likely infinite [50] —
eigenvalues of $R_1(z)$ and $R_2$ by Laurent polynomials.

With the help of (5.7) and (5.8) via the evaluation $S(z) = U^P(z)F(z)V(z)$, the approximate polynomial SVD is determined as

$$F(z) \approx U(z)\Sigma(z)V^P(z). \quad (5.11)$$

The diagonal matrix $\Sigma(z)$ is not necessarily square: $\mathbb{C} \rightarrow \mathbb{C}^{MN_T \times MN_R}$,

$$\Sigma(z) = \text{diag}\{\sigma_1(z), \sigma_2(z), \ldots \sigma_{MK}(z)\}, \quad (5.12)$$

holds the approximate singular values of $F(z)$ [52], extracted from the diagonal of $S(z)$ by neglecting any of its remaining small off-diagonal elements.

The approximate pseudo-inverse of $F(z)$ is now possible via its SVD in (5.11), such that

$$F^\dagger(z) \approx V(z)\Sigma^\dagger(z)U^P(z). \quad (5.13)$$

Pseudo-inverting $\Sigma(z)$ means inverting all singular values $\sigma_i(z), i = 1 \ldots MK$, as long as these are non-zero, and matrix transposition such that $\Sigma^\dagger(z) : \mathbb{C} \rightarrow \mathbb{C}^{MN_T \times MN_R}$. Due to the rank deficiency of $F(z)$, at least half of the singular values will be zero, i.e. $\sigma_i(z) = 0 \ \forall \ i = (MK/2 + 1) \ldots MK$. The inversion of polynomial terms can be accomplished by partial fraction expansion of $1/\sigma_i(z)$ and approximation of first order terms by geometric series [108], or adaptively using LMS or RLS algorithms [35].
Figure 5.4: Matrix $\Sigma[n] \circ \bullet \Sigma(z)$ of approximate singular values of $F[n]$ as characterised in Fig. 5.3.

5.5 Numerical Example I

A first example elaborates on the equivalent polynomial channel matrix $F(z)$ as characterised in Fig. 5.3. The matrix $\Sigma[n] \circ \bullet \Sigma(z)$ of approximate singular values is calculated via the multiple-shift SMD algorithm [117], and yields the coefficients shown in Fig. 5.4. The singular values are arranged in descending order, noting that algorithms such as SMD encourage (or in the case of SBR2 can be proven to converge to [119]) spectral majorisation. With $K = 2$, the $MK/2 = 4$ non-zero singular values can be found in the top upper left-hand corner of $\Sigma(z)$.

The spectra of the non-zero singular values, i.e. the evaluation of $\sigma_i(z)$ on the unit circle for $z = e^{j\Omega}$, is shown in Fig. 5.5, which shows the approximate spectral
majorisation, such that

\[ \sigma_i(e^{j\Omega}) \gtrapprox \sigma_{i+1}(e^{j\Omega}) , \quad i = 1 \ldots 3, \ \forall \ \Omega . \]  

(5.14)

If singular values exhibit strong attenuation or even spectral nulls, their inversion should include a regularisation term \( \epsilon_2 \) as in (4.20), which is particularly aiming to avoid noise amplification by the equaliser in the presence of channel noise. Fig. 5.6 depicts the impact of \( \epsilon_2 \) on the SER performance of the equalised system shown in Fig. 5.8 at SNR = 17dB, the optimum value of \( \epsilon_2 \) in this example is 0.05. The optimum value of \( \epsilon_2 \) can be obtained via simulating the equalisation process of an FBMC/OQAM system over many channel realisations e.g. 1000 realisations using different values of \( \epsilon_2 \) and averaging the measured SER at a certain SNR e.g. 17 dB. It can be noted from Fig. 5.6 that for the of values of \( \epsilon_2 \) in the range [0, 0.05], the SER performance improved when \( \epsilon_2 \) increases and obtaining the
optimum SER performance at the value of 0.05. However, when increasing the value of $\epsilon_2 > 0.05$, the SER performance decays. The impact of using $\epsilon_2 = 0.05$ on the inversion process of $F(z)$ to obtain the equaliser polynomial matrix $W(z)$ is depicted in Fig. 5.9 which can be obtained according to (4.23). Fig. 5.9 reflects the slight difference in the PDF($\psi$) when using $\epsilon_2 = 0.05$ and the case when not using the regularisation term during the inversion process of $F[n]$. The SER performance of the equalised MIMO-FBMC/OQAM system using $\epsilon_2 = \{0, 0.5\}$ is shown in Fig. 5.10.

The response of the concatenation of the equivalent polynomial channel matrix and the equaliser, $W(z)F(z) \circ W[n] * F[n]$, is shown in Fig. 5.7. Since $F(z)$ is rank deficient, the system inversion cannot yield an identity matrix. As shown in Fig. 5.7, it can be noted that the up right and down left $4 \times 4$ elements in the polynomial matrix possess approximately zero elements i.e. the IAI is
suppressed due to equalisation process. Moreover, the top left and bottom right
\(4 \times 4\) elements are shown to be a tri-diagonal non-zeros elements in addition to
the two corner elements similar to the case of SISO-FBMC/OQAM. However,
sounding the overall MIMO-FBMC/OQAM system of Fig. 5.1 between the inputs \(d_i[\ell]\) and outputs \(\hat{d}_j[\ell]\), \(i, j = 1, 2\), i.e. I measure the system \(A[\ell]\) such that
\[
\hat{d}[\ell] = A[\ell] * d[\ell]
\]
with \(d[\ell] = [d_1^H[\ell], \ d_2^H[\ell]]^H\) and \(\hat{d}[\ell] = [\hat{d}_1^H[\ell], \ \hat{d}_2^H[\ell]]^H\) as shown
in Fig. 5.1, it yield the response depicted in Fig. 5.8. This response approximates
an identity matrix, i.e. inter-symbol, inter-carrier, as well as inter-antenna interference terms have been suppressed by the proposed equaliser.

Figure 5.7: Overall response of the equivalent channel \(F(z) \circ \circ F[n]\), includ-
ing inner FBMC system of Fig. 5.2, and the equaliser \(W(z) \circ \circ W[n]\).
Figure 5.8: Response $A[\ell]$ of the overall MIMO-FBMC/OQAM system as highlighted in Fig. 5.1.

Figure 5.9: The PDF of $\psi$ with and without using a regularisation constant $\epsilon_2$ during the inversion process of $\Sigma(z)$. 
5.6 Numerical Example II

In this section, another example is presented for an FBMC/OQAM system using $M = 4$ over a dispersive MIMO channel $C(z)$ utilising 2 antennas at the transmitter ($N_T = 2$) and 3 antennas at the receiver ($N_R = 3$). The MIMO channel polynomial matrix $C(z)$ is of order 5 with a Gaussian distribution coefficients. Fig. 5.11 depicts the equivalent channel polynomial matrix $F(z)$ with a size of $(N_R M \times N_T M)$ according to (5.5) which also can be obtained by channel sounding. As shown in Fig. 5.11, the channel polynomial matrix $F[n]$ has a rectangular structure in this case different from that in the previous example shown in Fig. 5.3 due to using 3 antennas in the receiver. Accordingly, the poly-

Figure 5.10: SER Vs SNR for an FBMC/OQAM system over $2 \times 2$ MIMO channel when using regularisation coefficient $\epsilon_2 = \{0, 0.05\}$ during the equalisation process.
nominal matrix $\Sigma(z)$ has also rectangular form and contains the singular values of $F(z)$ on its main diagonal as shown in Fig. 5.12. The polynomial matrix $\Sigma(z)$ is approximate diagonal matrix and obtained via PSVD for the polynomial channel matrix $F(z)$ based on (5.7-11). Due to the rank deficiency of $F(z)$, the polynomial matrix $\Sigma(z)$ possess only 4 non zero elements on its main diagonal representing the polynomial singular elements which are spectrally majorised as depicted in Fig. 5.13.

The equaliser for that system is based on the proposed approach which explained in Section 5.4 by inverting the non-zero singular values $\sigma_i(z), i = 1\ldots \frac{KM}{2}$, to obtain the polynomial equaliser matrix $F^\dagger(z)$ according to (5.13). The output of the inner system equalisation $W(z)F(z)$ is shown in Fig. 5.14 which indicates the suppressing of ICI. The overall equalised system after applying the OQAM algorithm $A(z)$ is shown in Fig. 5.15 which appear to be an approximate identity matrix -i.e all types of interferences (ISI, ICI, and IAI) are suppressed.
Figure 5.11: The equivalent polynomial channel matrix $\mathbf{F}[n]$ of an $2 \times 3$ MIMO FBMC/OQAM system with $M = 4$ over a dispersive MIMO channel of length 5.
Figure 5.12: The diagonal matrix $\Sigma(z) \circ \Sigma[n]$ which contains the singular values of $F(z)$ as depicted in Fig. 5.11.
Figure 5.13: Magnitude response of the non-zero singular values of $F(z)$ in Fig. 5.11.
Figure 5.14: The joint channel polynomial matrix $F(z)$ and its pseudo inverse $F^\dagger(z)$.

Figure 5.15: Response $A[\ell]$ of the overall $2 \times 3$ MIMO-FBMC/OQAM system as highlighted in Fig. 5.11.
5.7 Conclusions

This chapter has investigated the equalisation of an FBMC/OQAM system when extended to a multiple-input multiple-output channel. The equivalent response of the inner MIMO-FBMC/OQAM system comprising the filter banks for transmultiplexing as well as the MIMO channel itself, was presented in the form of a polynomial matrix which reflects the different types of distortion (inter-symbol, inter-carrier, and inter-antenna interferences) affecting the system performance. Our proposed equaliser is based on this equivalent channel model characterised by a polynomial matrix. Its structurally imposed rank-deficiency has motivated pseudo-inverse. The presented numerical examples have shown that this system is capable of equalising the overall MIMO-FBMC/OQAM system.
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Conclusions and Future Work

6.1 Conclusions

This thesis has investigated filter bank based multicarrier (FBMC) modulation, which in the evolving 5th generation wireless communications systems is a competitor to conventional OFDM. FBMC systems generally offer higher frequency selectivity and better robustness towards synchronisation errors compared to OFDM. However, unlike OFDM, in dispersive channel conditions, FBMC approaches still retain some frequency selectivity, thus necessitating equalisation. Amongst these FBMC approaches, FBMC orthogonal quadrature amplitude modulation (FBMC/OQAM) is a particular, critically sampled FBMC system, which exhibits maximum spectral efficiency. This thesis therefore has focussed on the equalisation of FBMC/OQAM systems.

Chapter 3 has compared FBMC/OQAM with an oversampled FBMC system over a dispersive SISO channel, with a per-subband equaliser. This equaliser
was chosen to have fractional spacing in order to permit better equalisation/synchronisation in case the channel imposed a non-integer symbol period delay. Updated by the CMA and the concurrent CMA-DD algorithms, the equalisers were able to suppress the ISI. The simulation results showed the equalisation robustness of the OS-FBMC system, which due to its guard bands is ICI free, compared to FBMC/OQAM which suffers from ICI between next-adjacent bands. Although the OQAM system is capable of suppressing the interference between adjacent subchannels when transmitting over an ideal channel, the orthogonality of the system is lost when transmitting over dispersive channels.

Chapters 4 and 5 have derived the equivalent channel transfer function for FBMC/OQAM modulation over SISO and MIMO channels, respectively, which includes the filter bank components and channel, and is modelled in the form of a polynomial matrix. Hence, an equaliser for such FBMC/OQAM systems is proposed which inverts the channel polynomial matrix. The rank deficiency of the channel polynomial matrix requires the use of a polynomial pseudo-inverse instead, which is derived in this thesis. The proposed equaliser in addition to the OQAM system is shown to approximately suppress ISI and ICI in case of SISO transmission.

When transmitting with FBMC/OQAM over a MIMO channel, the received signal will not only be distorted by ISI and ICI, as in SISO, but will also suffer from inter-antenna interference which degrades the system performance significantly. The different types of MIMO-FBMC/OQAM interference (ISI, ICI, and IAI) are reflected in the equivalent channel polynomial matrix, which has been derived in Chapter 5. In order to mitigate all interference terms in the MIMO-FBMC/OQAM system, the pseudo inverse of the channel polynomial matrix is extended to the MIMO case. Numerical examples elaborate that all interference
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types affecting MIMO-FBMC/OQAM system can be effectively mitigated.

With the FBMC/OQAM equalisation solutions proposed in this thesis, it is possible to utilise this spectrally efficient transmultiplexing scheme over dispersive channels. These schemes are particularly attractive if channel state information can only be relied upon in the receiver.

6.2 Future Work

Based on the topics presented in this thesis, further investigations of the FBMC/OQAM issues in the SISO and MIMO environments can be studied. Some ideas to the future work are presented below.

**Power allocation and bit loading.** When transmitting over a dispersive channel, the FBMC/OQAM subcarriers will be affected by different fading levels. If, as in the SER simulations of Chapters 3 and 4, the system transmit power is equally allocated among the subchannels which are loaded with the same symbol constellation, the average performance of the overall system will be dominated by the worst subchannel performance [120, 121]. In order to improve the performance and/or maximise the capacity of the FBMC/OQAM system, the resources (power, bits) can be reallocated among the subchannels according to their SNR. As a starting point, several algorithms presented in e.g. [95, 120, 122, 123] can be investigated to be adapted to the FBMC/OQAM system in conjunction with the proposed equaliser approach in this thesis to improve the system performance and/or increase the capacity.
Forward error correction coded FBMC/OQAM. Throughout the thesis, the investigated FBMC/OQAM system was using uncoded symbols. Forward error correction codes would play an important role in enhancing the system performance. Some work has been done in the context of FBMC in [124–126], therefore applying coded symbol streams to the equalised FBMC/OQAM system can be expected to lead to enhancements in the overall system reliability, and therefore help to assess the proposed equalisation and synchronisation solutions as part of an overall communication systems.

Computational complexity evaluation of the proposed equalisation schemes. Computational complexity is an important aspect if the proposed scheme was to be adopted for a practical application. Therefore, the first step would be the measurements of the computational complexity of the proposed equalisation schemes in terms of multiply-accumulates (MACs), or, since this is difficult for iterative polynomial matrix factorisation algorithms such as SBR2 or SMD, the CPU time. In a second step, the system complexity would be improved by investigating less complex and efficient PSVD algorithms based on recent efforts in [127–130], or the reduction of the polynomial order based on e.g. [131–133].

Performance comparison of the proposed equalisation approaches with realistic benchmarks. It would be very interesting to compare the performance of the proposed equalisation scheme with the approaches investigated in [2, 39, 70, 112], even though some of these schemes perform both equalisation and precoding, and as such also require channel state information in the transmitter.
### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3G</td>
<td>3rd generation wireless communications</td>
</tr>
<tr>
<td>4G</td>
<td>4th generation wireless communications</td>
</tr>
<tr>
<td>5G</td>
<td>5th generation wireless communications</td>
</tr>
<tr>
<td>AFB</td>
<td>analysis filter bank</td>
</tr>
<tr>
<td>AWGN</td>
<td>additive white Gaussian noise</td>
</tr>
<tr>
<td>SER</td>
<td>symbol error rate</td>
</tr>
<tr>
<td>CMA</td>
<td>constant modulus algorithm</td>
</tr>
<tr>
<td>CMT</td>
<td>cosine modulated multitone</td>
</tr>
<tr>
<td>CP</td>
<td>cyclic prefix</td>
</tr>
<tr>
<td>DAB</td>
<td>digital audio broadcasting</td>
</tr>
<tr>
<td>DD</td>
<td>decision-direct</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier transform</td>
</tr>
<tr>
<td>DVB</td>
<td>digital video broadcasting</td>
</tr>
<tr>
<td>FBMC</td>
<td>filter bank multicarrier</td>
</tr>
<tr>
<td>FCE</td>
<td>fractionally spaced equaliser</td>
</tr>
<tr>
<td>FMT</td>
<td>filtered multitone</td>
</tr>
<tr>
<td>FIR</td>
<td>finite impulse response</td>
</tr>
<tr>
<td>FSE</td>
<td>fractionally spaced equalisers</td>
</tr>
<tr>
<td>IAI</td>
<td>interantenna interference</td>
</tr>
<tr>
<td>ICI</td>
<td>intercarrier interference</td>
</tr>
<tr>
<td>ISI</td>
<td>intersymbol interference</td>
</tr>
<tr>
<td>LTE</td>
<td>long term evolution</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>MCM</td>
<td>multicarrier modulation</td>
</tr>
<tr>
<td>MIMO</td>
<td>multiple input multiple output</td>
</tr>
<tr>
<td>OFDM</td>
<td>orthogonal frequency division multiplexing</td>
</tr>
<tr>
<td>OS-FBMC</td>
<td>oversampled filter-bank based multicarrier</td>
</tr>
<tr>
<td>OQAM</td>
<td>offset quadrature amplitude modulation</td>
</tr>
<tr>
<td>PHYDYAS</td>
<td>physical layer for dynamic access and cognitive radio</td>
</tr>
<tr>
<td>PEVD</td>
<td>polynomial eigenvalue decomposition</td>
</tr>
<tr>
<td>PSVD</td>
<td>polynomial singular value decomposition</td>
</tr>
<tr>
<td>RLS</td>
<td>recursive least squares</td>
</tr>
<tr>
<td>SMD</td>
<td>sequential matrix diagonalisation</td>
</tr>
<tr>
<td>SNR</td>
<td>signal to noise ratio</td>
</tr>
<tr>
<td>SISO</td>
<td>single-input single-output</td>
</tr>
<tr>
<td>SMT</td>
<td>staggered multitoned</td>
</tr>
<tr>
<td>SFB</td>
<td>synthesis filter bank</td>
</tr>
<tr>
<td>WLAN</td>
<td>wireless local area networks</td>
</tr>
<tr>
<td>WiMAX</td>
<td>worldwide interoperability for microwave access</td>
</tr>
</tbody>
</table>
Mathematical Notation

General Notations

- \( a \) scalar quantity
- \( \mathbf{a} \) vector quantity
- \( \mathbf{A} \) matrix quantity
- \( a[n] \) a function of the discrete variable \( n \)
- \( \mathbf{A}(z) \) z-transform of a discrete function \( A[n] \)
- \( \mathbf{A}(e^{j\omega}) \) discrete Fourier transform of \( A[n] \)

Relations and Operators

- \( \bullet \circ \) transform pair, e.g. \( F[n] \bullet \circ F(z) \)
- \( (\cdot)^* \) complex conjugate
- \( (\cdot)^T \) transpose operation,
- \( (\cdot)^P \) Parahermitian operation, e.g. \( (\mathbf{F}^P(z) = \mathbf{F}^H(1/z^*) \)
- \( (\cdot)^{-1} \) inverse
- \( (\cdot)^\dagger \) pseudo-inverse
- \( |\cdot| \) magnitude operator
- \( \| \cdot \|_F \) Frobenius norm of \( \cdot \)
- \( \| \cdot \|_2 \) Euclidean norm of \( \cdot \)
Mathematical Notation

\[ \uparrow K \text{ upsampling by a } K \text{ factor} \]
\[ \downarrow K \text{ downsampling by a } K \text{ factor} \]
\[ \otimes \text{ Kronecker product} \]
\[ \mathfrak{R}(\cdot) \text{ the real part of the complex quantity } (\cdot) \]
\[ \mathfrak{I}(\cdot) \text{ the imaginary part of the complex quantity } (\cdot) \]
\[ * \text{ convolution operation} \]
\[ \text{diag}(\cdot) \text{ diagonal matrix with elements } (\cdot) \]
\[ \text{min}(\cdot) \text{ select the minimum value in } (\cdot) \]
\[ \text{rank}\{\mathbf{F}\} \text{ rank of } \mathbf{F} \text{ (number of linearly independent rows in } \mathbf{F}) \]

Sets and Spaces

\[ \mathbb{C} \text{ set of complex numbers} \]
\[ \mathbb{C}^{M\times N} \text{ set of } M \times N \text{ matrices with complex entries} \]
\[ \mathbb{R} \text{ set of real numbers} \]
\[ \mathbb{R}^{M\times N} \text{ set of } M \times N \text{ matrices with real entries} \]

Symbols and Variables

\[ \mu_{CM} \text{ CM step size} \]
\[ \mu_{DD} \text{ DD step size} \]
\[ \psi_{CM} \text{ CM step size} \]
\[ \psi_{DD} \text{ DD step size} \]
\[ \Sigma(z) \text{ diagonal matrix contains the polynomial singular values } \sigma_m(z) \]
\[ \epsilon_1 \text{ threshold constant} \]
\[ \epsilon_2 \text{ regularisation constant} \]
\[ \gamma \text{ constant modules} \]
\[ \sigma_m(z) \text{ transfer function of the } m\text{th polynomial singular values of } \mathbf{F}(z) \]
Mathematical Notation

\[ F_i(z) \] transfer function of the \( i \)th filter in the SFB

\[ \mathbf{F}(z) \] FBMC/OQAM channel polynomial matrix

\[ H_i(z) \] transfer function of the \( i \)th filter in the AFB

\[ \mathbf{I} \] identity matrix

\[ L_c \] channel length

\[ L_f \] filter length

\[ L_P \] length of the prototype filter \( P[m] \)

\[ M \] number of subchannels of the FBMC system

\[ N_T \] number of transmit antennas in a MIMO system

\[ N_R \] number of receive antennas in a MIMO system

\[ V \] overlapping factor

\[ P[m] \] prototype filter impulse response

\[ W_{i(CM)} \] \( i \)th polyphase component of the FS-CMA equaliser, \( i = 0, 1 \)

\[ \mathbf{W}[n] \] FBMC/OQAM equaliser polynomial matrix
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