Automatic Speaker Characterization
Automatic Identification of Gender, Age, Language and Accent from Speech Signals

Mohamad Hasan Bahari

Dissertation presented in partial fulfillment of the requirements for the degree of Doctor in Engineering

May 2014
Automatic Speaker Characterization

Automatic Identification of Gender, Age, Language and Accent from Speech Signals

Mohamad Hasan BAHARI

Examination committee:
- Prof. dr. ir. Carlo Vandecasteele, chair
- Prof. dr. ir. Hugo Van hamme, supervisor
- Prof. dr. ir. Patrick Wambacq, co-supervisor
- Prof. dr. ir. Dirk Van Compernolle
- Prof. dr. ir. Marc Moonen
- Prof. dr. David van Leeuwen

(Radboud University Nijmegen, The Netherlands)

Dr. Najim Dehak
(Massachusetts Institute of Technology, USA)

Dissertation presented in partial fulfillment of the requirements for the degree of Doctor in Engineering

May 2014
Preface

Listening to an utterance raises judgments about speaker characteristics such as gender, dialect, age and emotional state. However, the capability of making accurate judgments differs from person to person and requires expert knowledge. In this research, we tried to develop accurate methods to identify different characteristics of speakers automatically. Although this is an ambitious goal and requires dealing with many challenges, its wide range of commercial, forensic and medical applications motivated us to explore this field. This work was supported by the European Commission through the Marie-Curie ITN-project Bayesian Biometrics for Forensics (BBfor2). As a Marie-Curie fellow, I had the opportunities to pursue the project goals by visiting the Computer Science and Artificial Intelligence Laboratory of Massachusetts Institute of Technology (MIT) and the Centre for Language and Speech Technology, Radboud University Nijmegen (RUN).

This thesis could not be successful without the help and the support of many people. First of all, I would like to express my deep gratitude to my supervisor Prof. Hugo Van hamme and co-supervisor Prof. Patrick Wambacq for their continuous support and enthusiastic help. The knowledge, intuition and advice of Prof. Van hamme have inspired me to accomplish this long journey. I would like to thank my co-supervisor within the BBfor2 network Prof. David van Leeuwen for his help, support and useful suggestions.

Many thanks to Dr. Mitchell Mclaren, who brought me to the amazing research area of the i-vector framework, provided me the required software and guided me during my visit to RUN.

I would as well give my gratitude to my supervisors at MIT, Dr. Najim Dehak and Prof. Jim Glass for supporting my visit, valuable advice and constant encouragement. Development and evaluation of non-negative factor analysis framework was not possible without the diligence and scrutiny of Dr. Najim Dehak and Prof. Van hamme.
Thanks to Dr. Kris Demuynck, Dr. Rahim Saeidi, Prof. Lucas Burget, Prof. Jim Glass, Dr. Douglas Reynolds, Dr. Fred Richardson and Dr. Pedro Torres-Carrasquillo for their help, useful discussions, insightful questions and valuable comments on my work.

Thanks to Prof. David van Leeuwen, Dr. Najim Dehak, Prof. Marc Moonen and Prof. Dirk Van Compernolle for their willingness to serve on my jury and for their comments and suggestions to improve the thesis.

I am grateful to all members of the SPRAAK group for building up a friendly working environment and interesting discussions.
Abstract

Speech signals carry important information about a speaker such as age, gender, language, accent and emotional/psychological state. Automatic recognition of speaker characteristics has a wide range of commercial, medical and forensic applications such as interactive voice response systems, service customization, natural human-machine interaction, recognizing the type of pathology of speakers, and directing the forensic investigation process. This research aims to develop accurate methods and tools to identify different physical characteristics of the speakers. Due to the lack of required databases, among all characteristics of speakers, our experiments cover gender recognition, age estimation, language recognition and accent/dialect identification. However, similar approaches and techniques can be applied to identify other characteristics such as emotional/psychological state.

For speaker characterization, we first convert variable-duration speech signals into fixed-dimensional vectors suitable for classification/regression algorithms. This is performed by fitting a probability density function to acoustic features extracted from the speech signals. Since the distribution of acoustic features is complex, Gaussian mixture models (GMM) are applied to model the distribution of acoustic features. Due to lack of data, it is not possible to build a separate acoustic model for short utterances. Therefore, parametric utterance adaptation methods have been applied to adapt the universal background model (UBM) to the characteristics of utterances. The parameters of each adapted GMM characterize the corresponding utterance. An effective approach involves adapting UBM to speech signals using the Maximum-A-Posteriori (MAP) scheme. Then, the Gaussian means of the adapted GMM are extracted and concatenated to form a Gaussian mean supervector for the given utterance. Finally, a classification or regression algorithm is used to identify the speaker characteristics. While effective, Gaussian mean supervectors are of a high dimensionality resulting in high computational cost and difficulty in obtaining a robust model in the context of limited data. In the field of speaker recognition, recent advances using the i-vector framework have increased the classification
accuracy considerably. This framework, which provides a compact representation of an utterance in the form of a low-dimensional feature vector, applies a simple factor analysis on GMM means. Motivated by this success, the i-vector framework is applied to the age estimation problem. In this approach, each utterance is modeled by its corresponding i-vector. Then, a within-class covariance normalization (WCCN) technique is used for session variability compensation. Finally, a least squares support vector regression (LSSVR) is applied to estimate the age of speakers. The proposed method is trained and tested on telephone conversations of the National Institute for Standard and Technology (NIST) 2010 and 2008 speaker recognition evaluation databases. Evaluation results show that the proposed method yields significantly lower mean absolute estimation error and a higher Pearson correlation coefficient between chronological speaker age and the estimated speaker age compared to different conventional schemes. Finally, the effect of some major factors influencing the proposed age estimation system, namely utterance length and spoken language are analyzed.

Our experiments on age estimation show that GMM weights carry important information about the speaker. However, the state-of-the-art language/speaker recognition systems usually do not use this information. In this research, a non-negative factor analysis (NFA) approach is developed for GMM weight decomposition and adaptation. This modeling suggests a new low-dimensional utterance representation method, which uses a factor analysis similar to that of the i-vector framework. The obtained subspace vectors are then applied in conjunction with i-vectors to the language/dialect recognition problem. The suggested approach is evaluated on the NIST 2011 and RATS language recognition evaluation (LRE) corpora and on the QCRI Arabic dialect recognition evaluation (DRE) corpus. The assessment results show that the proposed adaptation method yields more accurate recognition results compared to three conventional weight adaptation approaches, namely maximum likelihood re-estimation, non-negative matrix factorization, and a subspace multinomial model. Experimental results also show that the intermediate level fusion of i-vectors and NFA subspace vectors improves the performance of the state-of-the-art i-vector framework.

Motivated by the success of the NFA framework in Language/dialect recognition we introduce a hybrid architecture of the NFA approach and the i-vector frameworks for the speaker age estimation problem. Evaluation on the NIST 2010 and 2008 SRE corpora shows that the proposed hybrid architecture improves the results of the i-vector framework considerably.
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<th>Abbreviation</th>
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<tr>
<td>MIDA</td>
<td>Mutual Information Discriminant Analysis</td>
</tr>
<tr>
<td>MITLL</td>
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<tr>
<td>MSA</td>
<td>Modern Standard Arabic</td>
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<td>NBC</td>
<td>Naive Bayesian Classifier</td>
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<td>Non-negative Factor Analysis</td>
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<td>Non-negative Matrix Factorization</td>
</tr>
<tr>
<td>ABBREVIATIONS</td>
<td>DESCRIPTION</td>
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<td>----------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>OD</td>
<td>Ordinal Distance</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PPRLM</td>
<td>Parallel PRLM</td>
</tr>
<tr>
<td>PRLM</td>
<td>Phone Recognizer followed by Language Models</td>
</tr>
<tr>
<td>QCRI</td>
<td>Qatar Computing Research Institute</td>
</tr>
<tr>
<td>QP</td>
<td>Quadratic Programming</td>
</tr>
<tr>
<td>RATS</td>
<td>Robust Automatic Transcription of Speech</td>
</tr>
<tr>
<td>RBF</td>
<td>Radial Basis Function</td>
</tr>
<tr>
<td>SBS</td>
<td>Special Broadcast Services</td>
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<tr>
<td>SDC</td>
<td>Shifted Delta Cepstral</td>
</tr>
<tr>
<td>SMM</td>
<td>Subspace Multinomial Model</td>
</tr>
<tr>
<td>SNMF</td>
<td>Supervised NMF</td>
</tr>
<tr>
<td>SRC</td>
<td>Sparse Representation Classifier</td>
</tr>
<tr>
<td>SRE</td>
<td>Speaker Recognition Evaluations</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machines</td>
</tr>
<tr>
<td>SVR</td>
<td>Support Vector Regression</td>
</tr>
<tr>
<td>UBM</td>
<td>Universal Background Model</td>
</tr>
<tr>
<td>VTLN</td>
<td>Vocal Tract Length Normalization</td>
</tr>
<tr>
<td>WCCN</td>
<td>Within Class Covariance Normalization</td>
</tr>
<tr>
<td>WPPCA</td>
<td>Weighted-Pairwise PCA</td>
</tr>
<tr>
<td>WSNMF</td>
<td>Weighted Supervised NMF</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Motivations and Goals

Speech signals carry important information about a speaker such as age, gender, language, accent and emotional/psychological state. Automatic identification of speaker characteristics has a wide range of commercial, medical and forensic applications in real-world scenarios \[1–6\]. For example, in a multilingual call-center, a call should be directed to an agent, whose language matches the customer \[2\]. To find the best agent for a call, an automatic dialect/accent recognition system can be considered to avoid typical misunderstandings in the agent-customer conversation. In this case, an automatic age estimation can also be applied as elderly customers usually prefer an agent with a slow speech rate \[6\].

Targeted advertising through the Internet, where user-computer and user-company vocal interaction has increased significantly during the last decades, is another scenario of application. In this case, information about the user’s language/accent, age and gender can help to offer appropriate products and services \[6\].

In video games, knowledge about a user’s characteristics can help to adapt the game to him/her. For example, the preference for the game music might differ significantly between a male teenager compared and an adult female.

Speaker characterization is also applied to diagnosis, analysis and monitoring of different diseases such as autism and Parkinson’s disease. Different applications of speech technology in medical scenarios are reported in \[7–14\].
Automatic identification of speaker characteristics can improve the performance of automatic speech recognition (ASR) systems. A fundamental challenge of using ASR systems in real world markets such as telephone networks and personal computers is their significant performance drop for non-native speakers [15, 16]. Consequently, accent/dialect recognition systems can be applied to avoid this problem.

Speaker profiling is also required in many forensic scenarios [3]. Law enforcement agencies have been concerned about different biometric techniques to confirm the identity of an individual. Different biometric characteristics can be used for forensic identification such as fingerprint patterns, face characteristics, hand geometry, signature dynamics and voice patterns. Choosing a method depends on its reliability in a particular application and the available data. In some criminal cases, available evidence might be in the form of recorded conversations. Speech patterns can include important information for law enforcement personnel [3]. For example, a person’s speech pattern can provide information about his/her age, gender, dialect, emotional or psychological state and membership of a particular social or regional group. Therefore, speech can be used for speaker identification which is highly demanded in many cases such as kidnapping, threatening calls and false alarms [3].

This research aims to develop accurate methods and tools to identify different characteristics of the speakers. Due to lack of required databases, among all characteristics of speakers, our experiments cover gender recognition, age estimation, language recognition and accent/dialect recognition. However, similar approaches and techniques can be applied to identify other characteristics such as emotional/psychological state.

1.2 Ethical Issues

Similar to other biometric technologies, there are serious ethical issues in the use of speaker characterization technology concerning the personal privacy and the use of personal data. This technology has the capability to limit personal freedom, privacy, anonymity and democratic rights. Therefore, civil liberty organizations and the public have to be seriously concerned about the use of these technologies. Academics, lawyers and civil liberty organizations play an important role to develop workable and deployable approaches to use this technology in a safe and secure manner.
1.3 Challenges

Although experimental studies reveal different acoustic/linguistic cues for each characteristic, the relation of these cues to the target characteristic is usually complex and affected by many other factors such as speech content, language, ethnicity, and emotional condition [17–19]. These issues make automatic speaker profiling very challenging for both humans and machines [17, 20, 21].

Figure 1.1, which shows a simplified model for human speech production, helps to display the underlying difficulties in speaker characterization. In this problem, the recorded speech signal is the only available information and the task is to identify the speaker’s characteristics without any information about the articulatory system inputs, other physical and psychological states of the articulatory system and channel characteristics.

Technical factors such as available speech duration, environment, recording device and channel conditions also influence the identification accuracy. In other words, in a typical practical scenario, the quality of the available speech signal and the recording conditions are not controlled and the duration of the speech signal may vary from a few seconds to several hours.

1.4 Related Work

Different approaches have been developed to identify speaker characteristics during the last decades. The first works on this field started in the early 1970s [22, 23]. However, it remains a challenging task due to similarities of acoustic phonetics, phonotactics, and prosodic cues across different characteristics. Furthermore, in many practical cases we have no control over the available speech duration, channel characteristics, and noise level.

Speaker characterization approaches can be divided into phonotactic and acoustic approaches [24]. A phone recognizer followed by language models (PRLM) and parallel PRLM (PPRLM) techniques developed within the language recognition area, are successful phonotactic methods focusing on phone sequences.

Figure 1.1: A simplified human speech production model and recording channel.
as important information of different speaker characteristics such as language, accent/dialect, belonging to a particular social/regional group and even to an age category [25]. Phonotactic approaches are not useful for identification of paralinguistic speaker characteristics such as smoking habit and height. Phonotactic features and acoustic (spectral and/or prosodic) features provide complementary cues, state-of-the-art methods usually apply a combination of both through a fusion of their output scores [24].

The acoustic approaches, which are the main focus of this thesis, enjoy the advantages of requiring no specialized language knowledge [24]. This type of approaches, which can also be applied to identify paralinguistic speaker characteristics, have been widely used in different speaker characterization problems [24, 26–30]. For example, in [31–33] different types of acoustic features and support vector machines (SVM) have been used for speaker age group recognition. In [34], Gaussian mixture model (GMM) mean supervectors and SVM were applied. In the field of speaker recognition, recent advances using i-vectors have increased the recognition accuracy considerably [35]. An i-vector is a compact representation of an utterance in the form of a low-dimensional feature vector. The same idea was also effectively applied to spoken language recognition [36].

Annual paralinguistic challenges held at INTERSPEECH provide a forum for state-of-the-art methods in speaker characterization such as emotional state and age recognition [6, 29]. In these challenges, GMM mean supervectors [37], GMM weight supervectors [38], Maximum-Mutual-Information (MMI) training [30], Joint Factor Analysis (JFA) [30] and fuzzy SVM modeling [39] have been suggested to enhance acoustic modeling quality. A summary of the submitted approaches to these challenges and the obtained results can be found in [6].

1.5 Problem Formulation

In the speaker profiling problem, we are given a training dataset $S^{tr} = \{(X_1, y_1), \ldots, (X_s, y_s), \ldots, (X_S, y_S)\}$, where $X_s$ denotes the $s^{th}$ utterance of the training dataset, and $y_s$ denotes a label vector that shows the correct label of the utterance (the speaker characteristic that we aim to identify). The goal is to approximate a function ($g$), such that for an unseen observation $X^{tst}$, $\hat{y} = g(X^{tst})$ is as close as possible to the true label.

The solutions of this problem can be categorized into model-based and template-based approaches, which are described in Sections 1.6 and 1.7 respectively.
1.6 Model-Based Speaker Characterization

In this category of speaker characterization approaches, to approximate function \( g \), we first convert variable-duration speech signals into fixed-dimensional vectors suitable for classification/regression algorithms, which is usually performed by finding the parameters of a statistical model for the speech signals.

### 1.6.1 Statistical Modeling and Signal Representation

To convert variable-duration speech signals into fixed-dimensional vectors, a probability density function (PDF) is fitted to acoustic features extracted from the speech signals such that the parameters of the fitted PDF to an utterance characterize the speaker. Since the distribution of acoustic features is complex, a GMM is applied to model the distribution of the acoustic features. Figure 1.2 shows the underlying idea of fitting a GMM to the acoustic features extracted from an utterance.

Due to the lack of data, fitting a separate GMM-based acoustic model to a short utterance cannot be performed accurately, especially in the case of GMMs with a high number of Gaussians. Therefore, parametric utterance adaptation methods are usually applied to adapt a universal background model (UBM) to characteristics of utterances in training and testing databases as shown in Figure 1.3. A UBM has the following data likelihood function \( \mathcal{X} = \)
\{x_1, \ldots, x_t, \ldots, x_T\}:

\begin{align*}
p(x_t|\lambda) &= \sum_{c=1}^{C} b_c p(x_t|\mu_c, \Sigma_c) \\
\lambda &= \{b_c, \mu_c, \Sigma_c\}, \quad c = 1, \ldots, C
\end{align*}

where \(x_t\) is the acoustic vector at time \(t\), \(b_c\) is the mixture weight for the \(c^{th}\) mixture component, \(p(x_t|\mu_c, \Sigma_c)\) is a Gaussian probability density function with mean \(\mu_c\) and covariance matrix \(\Sigma_c\), and \(C\) is the total number of Gaussians in the mixture. The parameters of the UBM \(-\lambda-\) are estimated on a large amount of training data including many speakers of different characteristics. The parameters of each adapted GMM (Gaussian weights, means and covariances) characterize the corresponding utterance. Different methods have been suggested for Gaussian mean and Gaussian weight adaptation, which are briefly introduced as follows:

**Mean Adaptation**

In this research, the UBM mean and the adapted mean of the \(c^{th}\) Gaussian are denoted by \(\mu_c\) and \(m_c\) respectively. The main approaches to adapt Gaussian means are

- **Maximum likelihood re-estimation** [41]

  In this method, the adapted GMM Gaussian means are estimated by maximizing the likelihood of Eq. 1.1 for the adaptation data over the Gaussian means. Since it is not clear which training sample contributes to which Gaussian, this optimization is challenging. Therefore, rather than directly maximizing the log-likelihood of Eq. 1.1, the auxiliary function of Eq. 1.2, namely complete-data log-likelihood is introduced and an iterative Expectation-Maximization (EM) algorithm is applied [42]. In each E-step of this algorithm, given the predecessor

![Figure 1.3: Adapting UBM to an utterance.](image-url)
estimate of the model parameters (starting from UBM parameters), the auxiliary function of Eq. 1.2 is formed by calculating the occupation counts $\gamma_{c,t}$ (Eq. 1.3) for all mixture components. In the M-step, model parameters are updated by maximizing the auxiliary function found on the E-step. It is shown that the maximization of the auxiliary function over the model parameters (mean, covariance and weights), increases the data likelihood of Eq. 1.1 [42]. The new model is then considered as the initial model in the next iteration and this iterative process is continued until convergence. The new model in each step is obtained by maximizing the auxiliary function of Eq. 1.2.

$$\Phi(\lambda, m_c) = \sum_{t=1}^{\tau} \sum_{c=1}^{C} \gamma_{c,t} \log [b_c p(x_t|m_c, \Sigma_c)], \quad (1.2)$$

where $\gamma_{c,t}$ is the occupation count for the $c^{th}$ mixture component and the $t^{th}$ segment. Occupation counts are calculated as follows:

$$\gamma_{c,t} = \frac{b_c p(x_t|m_c, \Sigma_c)}{\sum_{c=1}^{C} b_c p(x_t|m_c, \Sigma_c)} \quad (1.3)$$

Finally, the adapted means $m_c$ after the first EM iteration, which are found by maximizing the auxiliary function, are obtained as follows:

$$m_c = \frac{\sum_{t=1}^{\tau} x_t \gamma_{c,t}}{\sum_{t=1}^{\tau} \gamma_{c,t}} \quad (1.4)$$

As can be interpreted from Eq. 1.4, a Gaussian mean is updated if its corresponding phonetic context is covered in the adaptation utterance. Consequently, maximum likelihood re-estimation approach does not lead to an accurate adapted model for short utterances.

- **Maximum-a-posteriori (MAP)** [43]

Maximum-a-posteriori (MAP) is another approach of Gaussian means adaptation. This method involves a two-step estimation process similar to that of the maximum likelihood re-estimation method. The first steps of MAP and maximum likelihood re-estimation are identical. However, in the second step of the MAP algorithm, the obtained sufficient statistics estimated in the first step are combined with the statistics of the prior mixture parameters using a mixing coefficient $\eta^\mu$ controlling the balance between the prior and new information. In this approach, the adapted means $m_c$ after the first iteration are obtained
as follows:

\[ m_c = \frac{\gamma_c m^*_c + \eta^T \mu_c}{\gamma_c + \eta^T} \quad (1.5) \]

\[ m^*_c = \frac{\sum_{t=1}^{\tau} x_t \gamma_{c,t}}{\sum_{t=1}^{\tau} \gamma_{c,t}} \quad (1.6) \]

\[ \gamma_c = \sum_{t=1}^{\tau} \gamma_{c,t} \quad (1.7) \]

As can be interpreted from Eq. 1.5, the mixtures with high posterior probabilities rely more on the new data and mixtures with low posterior probabilities rely more on the prior distribution.

- **Maximum likelihood linear regression (MLLR)** [44]

  MLLR is a speaker adaptation approach assuming the following linear transformation that maps the UBM means to their speaker-adapted equivalents.

  \[ m_c = W \begin{bmatrix} \mu_c \\ 1 \end{bmatrix} = W \mu^+_c, \quad (1.8) \]

  where \( W \) is a transformation matrix of proper size estimated based on the maximum likelihood criterion such that the following auxiliary function is maximized.

  \[ \Phi(\lambda, W) = \sum_{t=1}^{\tau} \sum_{c=1}^{C} \gamma_{c,t} \log b_{c,t}(x_t | W \mu^+_c, \Sigma_c), \quad (1.9) \]

  In the case of short utterances, the elements of \( W \) might be poorly estimated. Consequently, we will have a poor mapping, which leads to an inaccurate adapted model [45, 46]. Therefore, it is too risky to use conventional MLLR for short utterances.

- **The i-vector framework** [35]

  The i-vectors framework [35] developed within the field of speaker recognition is another Gaussian mean adaptation approach. This method assumes that the adapted Gaussian means supervector, which is obtained by extraction and concatenation of Gaussian means, can be decomposed as

  \[ m = u + Tv, \quad (1.10) \]

  where \( u \) is the mean supervector of the UBM, \( T \) spans a low-dimensional subspace and \( v \) are the factors that best describe the utterance-dependent mean
offset $Tv$. In this framework, $T$ and $v$ are estimated using the EM algorithm. In the E-step, $T$ is assumed to be known, and we update $v$. Similarly in the M-step, $v$ is assumed to be known and we try to update $T$.

The vector $v$ is treated as a latent variable with the standard normal prior and the i-vector is its MAP point estimate which is obtained by maximization of the following auxiliary function over $v$

$$\Omega(\lambda, v) = \sum_{t=1}^{T} \sum_{c=1}^{C} \gamma_{c,t} \log b_c(x_t | \mu_c + T_cv, \Sigma_c) N(v),$$

where $N(v)$ denotes the standard normal distribution of $v$ and $T_c$ are the rows of the subspace matrix $T$, which correspond to the $c^{th}$ Gaussian mean. In the E step, the posterior distribution of $v$ is Gaussian with the following mean $v_\mu$ and covariance matrices $v_\sigma$ [47]:

$$v_\sigma = \left[ I + \sum_c \gamma_c T_c' \Sigma_c^{-1} T_c \right]^{-1},$$

$$v_\mu = v_\sigma \sum_c \left[ T_c' \Sigma_c^{-1} \sum_t \gamma_{c,t} (x_t - m_c) \right],$$

where $I$ denotes an identity matrix of appropriate size and $m_c$ and $\Sigma_c$ are adapted mean and covariance of the $c^{th}$ Gaussian, which are updated during each EM iteration starting from UBM parameters.

In the M-step, the subspace matrix $T$ is estimated via maximization of the following auxiliary function over $T$

$$\tilde{\Omega}(\lambda, T) = \sum_{s=1}^{S} \sum_{t=1}^{T} \sum_{c=1}^{C} \gamma_{c,t,s} \log b_{c,s}(x_{t,s} | \mu_c + T_cv_s, \Sigma_{c,s}).$$

The procedure for training $T$ can be found in [47].

In this approach, the i-vectors are the low-dimensional representation of an audio recording that can be used for classification and estimation purposes.

**Weight Adaptation**

In this research, the UBM weight and the adapted weight of the $c^{th}$ Gaussian are denoted by $b_c$ and $w_c$ respectively. The main approaches to adapt Gaussian weights are
• **Maximum likelihood re-estimation** [41]

The maximum likelihood re-estimation approach is also applied to adapt Gaussian weights in a similar way as Gaussian means. In this method, the auxiliary function of Eq. 1.2 is maximized over $w_c$. Since $p(x_t|\mu_c,\Sigma_c)$ remains unchanged in this maximization process, the auxiliary function Eq. 1.2 can be simplified to

$$
\Phi(\lambda, w_c) = \sum_{t=1}^{\tau} \sum_{c=1}^{C} \gamma_{c,t} \log w_c, \quad (1.15)
$$

Finally, the adapted weights $w_c$ after the first EM iteration are obtained as follows:

$$
w_c = \frac{1}{\tau} \sum_{t=1}^{\tau} \gamma_{c,t} \quad (1.16)
$$

• **Maximum-a-posteriori (MAP)** [43]

We can apply the MAP approach to adapt Gaussian weights in a similar way as Gaussian means. In this method, the adapted weights $w_c$ after the first iteration are obtained as follows:

$$
w_c = \frac{\gamma_c w^*_c + \eta^b h_c}{\gamma_c + \eta^b} \quad (1.17)
$$

$$
w^*_c = \frac{1}{\tau} \sum_{t=1}^{\tau} \gamma_{c,t}, \quad (1.18)
$$

where $\eta^b$ is a mixing coefficient controlling the balance between the prior and new information and $\varphi$ is a scaling factor to ensure the obtained adapted weights sum up to unity. As can be interpreted from Eq. 1.17, the mixtures with high posterior probabilities rely more on the new data and mixtures with low posterior probabilities rely more on the prior distribution.

• **Non-negative matrix factorization (NMF)** [48]

The main assumption of the NMF based method [48] is that for a given utterance,

$$
w_c = B_c h, \quad (1.19)
$$

where $B_c$ is a non-negative row vector forming the $c^{th}$ row of the non-negative subspace matrix $B$, and $h$ is a low-dimensional and non-negative vector representing the utterance. In this method, $B_c$ and $h$ are initialized randomly, and then updated in an alternating method [49] to maximize the objective function Eq. 1.15. The adapted GMM weights are constrained to be non-negative and sum up to one. Since all elements of subspace matrix $B$, and
subspace vector $h$ are non-negative, the adapted weights using NMF are also non-negative. To keep the sum of adapted GMM weights equal to one, the columns of subspace matrix $B$ are normalized to sum up to one after updating it in each iteration. This normalization is also performed for the subspace vector $h$. Details of this parameter re-estimation method can be found in [48].

The subspace matrix $B$ is estimated over a large training dataset. It is then used to extract a subspace vector $h$ for each utterance in train and test datasets.

- *Subspace multinomial model (SMM) [50]*

Kockmann et al. introduced the SMM approach for Gaussian weight adaptation and decomposition with application to prosodic speaker verification [50]. The main assumption of this method is that for a given utterance,

$$w_c = \frac{\exp(z_c + A_c q)}{\sum_{j=1}^{C} \exp(z_j + A_j q)}, \quad (1.20)$$

where $z_c$ is the $c^{th}$ element of the origin of the supervector subspace, $A_c$ is the $c^{th}$ row of the subspace matrix and $q$ is a low-dimensional vector representing the utterance.

In this method, $A_c$ and $q$ are estimated using a two-stage iterative algorithm similar to EM to maximize the objective function (1.15). For each stage of the EM-like algorithm, an iterative optimization approach similar to that of the Newton-Raphson scheme is applied. Details of this parameter re-estimation approach, which involves calculation of the Hessian matrix and estimating the subspace vectors, can be found in [50].

The subspace matrix $A$ is estimated over a large training dataset. It is then used to extract a subspace vector $q$ for each utterance in train and test datasets.

**Interpretation of the adapted Gaussian means and weights**

Assuming the UBM represents the acoustic space of the sufficiently large training dataset, adapted Gaussian means show the pronunciation type of different speech components, e.g. phonemes. However, many speech components are unobserved—or weakly observed—in adaptation utterance, hence their corresponding Gaussian means remain unchanged during the adaptation process. Consequently, they do not contribute in speaker characterization process appropriately.

Adapted Gaussian weights indicate the existence level of the corresponding speech components in the adaptation utterance, i.e. the weights of unobserved Gaussians are zero and they increase as the observations (existence levels) of corresponding speech components in the adaptation utterance rise. Therefore,
despite of Gaussian means, the weights of unobserved or weakly observed Gaussians contribute in speaker characterization process by carrying information about the existence level of the corresponding speech components.

During the last decade, research in the field of speaker/language recognition focused on Gaussian means [24, 51] However, Gaussian weights carry complementary information to the Gaussian means and applying it may improve the identification accuracy. This is among the main intentions of this work.

**Session Variability Compensation**

Session compensation is one of the most dominant topics in the speaker recognition field [35, 52]. The main reason of using session compensation techniques is removing different session variabilities from the feature vectors (such as GMM supervectors or i-vectors) to allow the subsequent modeling approaches to better observe important between-class information. In the context of speaker characterization, session variation is anything that makes features corresponding to speakers of the same target characteristic appear different such as phonetic content, transmission channel, recording device and emotional state. Two widely used approaches for session variability compensation are linear discriminant analysis (LDA) [53] and within-class covariance normalization (WCCN) [54]. LDA provides a transformation such that the ratio of the transformed between-class-scatter and the transformed within-class-scatter is maximized. WCCN transforms the within-class covariance of the vector space to an identity matrix [54]. In doing so, directions of relatively high within-class variation will be attenuated, and thus prevented from dominating the space [54].

**Training and Testing**

The principle of the model-based speaker characterization approach is illustrated in Figure 1.4. As it can be interpreted from this figure, in the training phase, each utterance in the training dataset is converted to a vector representing the corresponding utterance. Then, a session variability compensation approach is applied to remove the session variability as described in Section 1.6.1. Finally, the obtained vectors along with their corresponding label (target characteristic of speaker) are used to train the classifier/regression algorithm. In the testing phase, the same utterance representation approach applied in the training phase is used to model the utterance of an unseen speaker. Then, the trained session compensation method is used to remove the session variability. Finally, the trained classifier/regression algorithm uses the obtained vector to identify speaker characteristic.
1.7 Template-Based Speaker Characterization

In these category of speaker characterization approaches, function $g$ is approximated directly from acoustic features extracted from the speech signals, i.e. there is no statistical model between acoustic/prosodic features and classifier/regression algorithm. The block-diagram of this type of methods is shown in figure 1.5. An example of using this approach can be found in [17], where classification and regression trees (CART) is applied to recognize speaker age group from acoustic and prosodic features. In [55] a Bayesian classifier is applied for speaker age group recognition from acoustic features.

The most important advantage of this category of speaker characterization methods is its conceptual simplicity compared to model-based approaches. However, depending on the acoustic/prosodic feature extraction frame-size and length of training utterances, the number of input-output patterns can be very high, which increases the computation time dramatically.

1.8 Summary of Contributions

In this thesis, we focus on model-based approaches and design new tools and techniques to identify different characteristics of speakers from speech signals.
The main contributions of this thesis are summarized as follows:

1. Designing a new i-vector-based approach for speaker age estimation, which improves the accuracy of the state-of-the-art speaker age estimation methods with statistical significance.

2. Analyzing the effect of major factors influencing the automatic age estimation systems.

3. Exploring the availability of information in GMM weights by applying them to speaker gender detection, age estimation and native language recognition problems. Our experiments show that GMM weights carry less, yet complementary, information to Gaussian means and i-vectors.

4. Proposing a new subspace approach for GMM weight adaptation, namely non-negative factor analysis (NFA). Motivated by the results of our experiments indicating that GMM weights carry complementary information to Gaussian means, we developed the NFA framework to use this information effectively. NFA applies a constrained factor analysis and suggests a new low-dimensional utterance representation approach based on Gaussian weights.

5. Proposing an intermediate-level fusion of the i-vector and the NFA frameworks to improve the recognition accuracy of state-of-the-art i-vector-based approach in language and dialect recognition tasks.

6. Proposing a hybrid architecture of i-vector and NFA frameworks for speaker age estimation, which improves state-of-the-art i-vector based system accuracy.

---

1This method was the winner of International Speech Communication Association best student paper award at INTERSPEECH 2012
considerably.

7. Introducing Ordinal Distance of two arbitrary vectors in Euclidean space and proposing an application independent performance metric, namely normalized ordinal distance, for ordinal, probabilistic-ordinal and partial-ordinal classification problems based on the defined ordinal distance. OD and NOD can be applied in identification of many speaker characterization problems with ordinal nature such as age group recognition, identifying the level of intoxication and height group estimation.

1.9 Outline of the Thesis

The dissertation is organized in 8 chapters based on author’s published, accepted and submitted peer-reviewed papers during the course of this project.

Chapter 2 introduces a new approach for speaker age estimation based on the i-vector framework. In this method, each utterance is modeled by its corresponding i-vector. Then, a Within Class Covariance Normalization (WCCN) technique is applied for session variability compensation. Finally, least squares support vector regression (LSSVR) is applied to estimate the age of speakers. The proposed method is trained and tested on telephone conversations of the National Institute of Standards and Technology (NIST) 2010 and 2008 speaker recognition evaluations databases. In this Chapter, we apply tests of significance to ensure the effectiveness of the proposed scheme compared to conventional methods. We also investigate the impact of major speech or speaker related factors influencing the automatic age estimation systems in a typical practical case, namely the available speech sample duration and the spoken language.

Chapter 3 proposes a new gender detection and age recognition technique. The proposed method in Chapter 2 and all baseline systems were developed using Gaussian means. While a GMM is characterized by Gaussian means, covariances and weights, state-of-the-art systems usually do not use weights or covariances. In Chapter 3 our aim is to test the available information in Gaussian weights and its effectiveness in the case of speaker age and gender recognition. In this method, speakers are modeled by their corresponding hidden Markov model (HMM) weight supervectors. Then, weighted supervised non-negative matrix factorization (WSNMF) is applied to recognize the gender-age group of speakers and to reduce the dimension of the input HMM weight supervectors. Finally, a LSSVR is employed to estimate the age of speakers using the obtained low-dimensional vectors. Evaluation results on a corpus of read and spontaneous speech in Dutch, namely N-best, confirms the effectiveness of the proposed scheme.
In Chapter 4 three utterance modeling approaches, namely Gaussian mean supervector, i-vector and Gaussian weight supervector, are applied to the native language recognition (L1-recognition) problem. For each utterance modeling method, three different classifiers, namely the support vector machine (SVM), the naive Bayesian classifiers (NBC) and the sparse representation classifiers (SRC), are employed to find out suitable matches between the utterance modeling schemes and the classifiers. Our experiments in this chapter are performed using English utterances of speakers, whose native language is Russian, Hindi, American English, Thai, Vietnamese and Cantonese. These utterances are drawn from the National Institute of Standards and Technology (NIST) 2008 Speaker Recognition Evaluation (SRE) database. It is shown that the concatenation of i-vectors, GMM mean supervectors, and GMM weight supervectors improve the accuracy of accent recognition compared to each of them separately.

An extensive comparison of weight supervectors, mean supervectors and i-vectors is performed in Chapter 4. Our experiments in this chapter show that Gaussian weights, which entail a lower dimension compared to Gaussian mean supervectors, carry less, yet complementary, information to GMM means. Inspired from the results of chapters 4 and 3 we tried to improve the effectiveness of Gaussian weight based systems by introducing a new subspace method for GMM weight adaptation based on a factor analysis similar to that of the i-vector framework. Chapter 5 introduces a non-negative factor analysis (NFA) approach for GMM weight decomposition and adaptation. This modeling suggests a new low-dimensional utterance representation method, which uses a factor analysis similar to that of the i-vector framework. The obtained subspace vectors are then applied in conjunction with i-vectors to the language/dialect recognition problem. The suggested approach is evaluated on the NIST 2011 and RATS language recognition evaluation (LRE) corpora and on the QCRI Arabic dialect recognition evaluation (DRE) corpus. In this chapter, the proposed GMM weight subspace vectors are fused with i-vectors effectively to form new vectors representing the utterances. The experimental results show that the proposed fusion improves the performance of the state-of-the-art i-vector framework for the language and dialect recognition tasks.

Motivated by the success of the NFA framework, in Chapter 6 we have introduced a hybrid architecture of the NFA approach and the i-vector frameworks for speaker age estimation problem. Evaluation on NIST 2010 and 2008 SRE corpora, show that the proposed hybrid architecture improves the results of the i-vector framework considerably.

Chapter 7 introduces a new performance metric for ordinal, probabilistic-ordinal and partial-ordinal classification problems. An important drawback in many speaker characterization problems such as age group recognition,
identifying the level of intoxication and height group estimation is that there is an intrinsic ordering between the classification categories. Measurement of classification performance in this type of problems, namely ordinal classification, is challenging and conventional performance metrics such as error rate, cost of log-likelihood ratio and mean squared error do not reflect the effectiveness of the classifier appropriately. To solve this problem, Chapter 7 introduces a new performance metric for ordinal classification problems, namely normalized ordinal distance ($E_{nO}^p$). This performance metric is conceptually simple, computationally inexpensive and application-independent. The advantages of the proposed method over the conventional approaches and its different characteristics are shown using several numerical examples.

The thesis ends with a conclusion in Chapter 8.
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Chapter 2

Age estimation from telephone speech using i-vectors

This chapter is based on the following articles:
2.1 Abstract

In this chapter, a new approach for age estimation from speech signals based on i-vectors is proposed. In this method, each utterance is modeled by its corresponding i-vector. Then, a Within-Class Covariance Normalization technique is used for session variability compensation. Finally, a least squares support vector regression (LSSVR) is applied to estimate the age of speakers. The proposed method is trained and tested on telephone conversations of the National Institute for Standard and Technology (NIST) 2010 and 2008 speaker recognition evaluation databases. Evaluation results show that the proposed method yields significantly lower mean absolute estimation error and higher Pearson correlation coefficient between chronological speaker age and estimated speaker age compared to different conventional schemes. Finally, the effect of some major factors influencing the proposed age estimation system, namely utterance length and spoken language are analyzed.

2.2 Introduction

Speech signals carry important information about the speaker such as gender, age, language, dialect, emotional or psychological state. In this research, we focus on speaker age estimation, which has a wide range of commercial applications such as interactive voice response systems, targeted advertising, service customization, and natural human-machine interaction [1]. Speaker age estimation also plays an important role in directing the investigation process in many forensic cases such as kidnapping, threatening calls, and false alarms [2].

Experimental studies reveal major effects of vocal aging on the speech signal such as lowered speaking rate and increased jitter and shimmer [3], and has shown to negatively influence speaker recognition performance [4]. However, the relation of these acoustic cues with speaker age is usually complex and affected by many other factors such as speech content, language, gender, weight, height, emotional condition, smoking and drinking habits [3, 5, 6]. Furthermore, in many practical cases we have no control over the available speech duration, content, language, etc.. These issues make automatic speaker age estimation very challenging for both humans and machines [3, 7, 8].

Figure 1.1, which shows a simplified model for human speech production, helps to display the underlying difficulties in speaker age estimation. In this problem, the recorded speech signal is the only available information and the task is to estimate one of the physical states of the articulatory system, namely the speaker’s age, without any information about the system inputs, channel
characteristics and the other psychological and physical states of the articulatory system such as gender, emotional state and smoking habit.

Technical factors such as available speech duration, environment, recording device and channel conditions also influence the estimation accuracy. In other words, in a typical practical scenario, the quality of the available speech signal and the recording conditions are not controlled and the duration of the speech signal may vary from a few seconds to several hours.

2.2.1 Related Work

Studies on the influence of ageing on voice started in the late 1950s [9]. However, the first automatic speaker age recognition systems were developed around four decades later in the early 2000s [10–13]. During this decade, many different techniques, mostly inspired from the automatic speaker and language recognition fields, have been suggested for categorizing speakers based on their age groups. For example, using different types of acoustic features and Support Vector Machines (SVM) [14–16], Gaussian Mixture Model (GMM) mean supervectors and SVM [17], nuisance attribute projection [18], anchor models [18] and parallel phoneme recognizers [19]. The age sub-challenge of the Interspeech 2010 paralinguistic challenge provided a forum for presenting state-of-the-art methods in speaker age group classification [20]. Participants of the age sub-challenge tried to categorize speakers of telephony data in the “aGender” corpus into four age groups — 7 to 14 (Child), 15 to 24 (Youth), 25 to 54 (Adult) and 55 to 80 (Senior) years old. In this sub-challenge, GMM mean supervectors [21], GMM weight supervectors [22], Maximum-Mutual-Information (MMI) training [23] and fuzzy SVM modeling [24] have been suggested to enhance acoustic modeling quality. A brief overview of different proposed methods in this sub-challenge is presented in [8], which also introduces an age group recognition approach using acoustic and prosodic level information fusion.

In speaker age group recognition, crisp borders are assumed between different age groups. For example, in the mentioned age sub-challenge, a speaker with age 54 belongs to the adult group and a 55 year old speaker belongs to the senior category. These two speakers who have only one year of age difference and share many similarities are considered to be from two different categories, while a 80 year old speaker with distant characteristics is in the same category as the 55 year old speaker. This setup causes many problems in training, testing, and performance measurement. To avoid these troubles, recently it has been suggested to use regression for age estimation [1, 5–7, 25]. A probabilistic interpretation of the posterior distribution of age estimation and its calibration is presented in [26].
2.2.2 Motivations, Goals and Summary of Contributions

One effective approach to age estimation from speech involves modeling speech recordings with Gaussian Mixture Model (GMM) mean supervectors to use them as features in Support Vector Regression (SVR) [1, 7]. Similar Support Vector Machine (SVM) techniques have been successfully applied to different speech processing tasks such as speaker recognition [27]. While effective, GMM mean supervectors are of a high dimensionality resulting in high computational cost and difficulty in obtaining a robust model in the context of limited data. Consequently, dimension reduction through PCA-based methods has been found to improve performance in age estimation from GMM mean supervectors [1]. In the field of speaker recognition, recent advances using so-called i-vectors [28] have increased the classification accuracy considerably. An i-vector is a compact representation of an utterance in the form of a low-dimensional feature vector. The same idea was also applied in speaker or language and dialect recognition effectively [29, 30]. In [31], we successfully replaced GMM mean supervectors by low-dimensional i-vectors to model utterances in an SVR based speaker age estimation system. The results of evaluation on the NIST 2010 and 2008 SRE databases illustrated that the i-vector based speaker age estimator increases the estimation accuracy.

In this chapter, we extended our previous work by
1. Applying Within Class Covariance Normalization (WCCN) [32] technique for session variability compensation. In [31], we have applied WCCN to normalize utterances of each age group. This method was not successful. In this chapter we updated our strategy to use WCCN for normalizing utterances of each speaker rather than age group.
2. Replacement of SVR by least squares SVR (LSSVR) to improve the computational cost.
3. Updating the evaluation setup such to increase the size of training dataset, which helps the classifier to observe more variability of the data.
4. Using standard z-test to analyze the statistical significance of the obtained improvement by the proposed method.
5. Investigate the effect of utterance length on the proposed automatic speaker age estimation system.
6. Investigate the language mismatch on the proposed method.

The rest of this chapter is organized as follows. In Section 2.3 the problem of speaker age estimation and different conventional approaches addressing this issue are described. In section 2.4, the proposed approach is elaborated. Section 2.5 explains our experimental setup. The evaluation results and an investigation of parameters affecting speaker age estimation are presented and discussed in section 2.6. The chapter ends with conclusions in section 2.7.
2.3 Age Estimation from Speech

In speaker age estimation, we are given a training dataset of speech recordings $S^{tr} = \{(X_1, y_1), \ldots, (X_s, y_s), \ldots, (X_S, y_S)\}$. In this set, $X_s$ and $y_s$ denote the $s^{th}$ utterance of the training dataset and its corresponding speaker age, respectively. The goal is to design an estimator function $g$, such that for an utterance of an unseen speaker $X^{tst}$, the actual speaker age is predicted accurately.

2.3.1 Baseline Approaches

In this chapter, we use three baseline approaches with which we compare our proposed regression techniques:

**Prior:** The most basic choice for the estimator function is the average age of the training data, $g(x^{tst}) = \frac{1}{S} \sum_s y_s$. This estimator, labeled as prior in the rest of this chapter, intuitively provides a reference level of accuracy.

**GMM-R:** Different methods have been introduced to reach an effective speaker age estimation \[1\]–\[5\]. For example, Bocklet et al. introduced GMM-R to estimate the age of children from GMM mean supervectors derived from their utterances \[7\]. Given an utterance, Maximum A Posteriori adaptation (MAP) is applied to adapt a Universal Background Model (UBM) to the speech characteristics of the speaker \[27\]. The component means of the obtained GMM are then extracted and concatenated to form a GMM mean supervector representing the utterance. Finally, an SVR is applied as a function approximator to estimate the speakers’ age.

**GMM-PCA-R and GMM-WPPCA-R:** The approach of GMM-R was adopted and extended by Dobry et al. \[1\] by applying dimension reduction techniques to the supervector. Methods such as Principal Component Analysis (PCA) and Weighted-Pairwise PCA (WPPCA) were applied and investigated. It was concluded that WPPCA, which is a supervised dimensionality reduction approach working based on nuisance attribute projection \[1\], yields more accurate results. These speaker age estimators, labeled GMM-PCA-R and GMM-WPPCA-R, are used as contrastive baseline systems in this chapter.

2.4 Age Estimation using i-vectors

This section briefly describes the main components of the i-vector based age estimation approach, namely SVR and LSSVR, the i-vector framework and WCCN. Then, the proposed method is elaborated and finally the proposed scheme is presented.
2.4.1 Regression

In this section, SVR and LSSVR are briefly introduced.

Support Vector Regression

Support Vector Regression (SVR) is a function approximation approach developed as a regression version of the widely known classification paradigm, namely Support Vector Machines (SVM) \[33, 34\]. While SVMs perform the classification task by determining the maximum margin separation hyperplane between two classes, SVRs carry out the regression task by finding the optimal regression hyperplane in which most of training samples lie within an ε-margin around this hyperplane \[34\]. In a typical regression problem a training dataset \( S^{tr} = \{(w_1, y_1), \ldots, (w_s, y_s), \ldots, (w_S, y_S)\} \) is given, where \( w_s \) denotes a vector of observed features of the data item and \( y_s \) denote model input and corresponding output of the \( s^{th} \) data point respectively. The objective of the regression analysis is to determine a function \( f(w) \), so as to predict the desired outputs accurately. In the primal form of SVR the following relation is considered for \( f(w) \):

\[
f(w) = \varpi' \Phi(w) + z
\]  

(2.1)

where \( \Phi(w) \) denotes a mapping function in the feature space, \( \varpi \) is a row vector with the same dimension of \( \Phi(w) \), \( z \in \mathbb{R} \) is a constant and and \( ' \) represents the transpose operator. Using Vapnik’s ε-insensitive loss function the model training—estimation of \( \varpi \) and \( z \)—is formulated as to minimize

\[
\frac{1}{2} \| \varpi \|^2 + \lambda \sum_{s=1}^{S} (\xi_s + \xi_s^*)
\]  

(2.2)

subject to

\[
\begin{cases}
y_s - \varpi' \Phi(w_s) - z \leq \epsilon + \xi_s \\
\varpi' \Phi(w_s) + z - y_s \leq \epsilon + \xi_s^*, \\
\xi_s, \xi_s^* \geq 0.
\end{cases}
\]

(2.3)

where \( \xi_s \) and \( \xi_s^* \) are slack variables vanishing during the optimization process, \( \epsilon > 0 \) controls the ε-insensitive zone used for fitting the training data and \( \lambda > 0 \) determines the trade-off between the flatness of \( f(a) \) and the cost of tolerating deviations larger than \( \epsilon \).
For high dimensional data, this constrained minimization problem can be solved more efficiently by introducing a dual set of variables and solving the following dual optimization problem [34]

$$\max_{\alpha, \alpha^*} - \frac{1}{2} \sum_{m,s=1}^{S} (\alpha_s - \alpha_s^*) (\alpha_m - \alpha_m^*) \langle \Phi(w_s), \Phi(w) \rangle$$

$$- \epsilon \sum_{s=1}^{S} (\alpha_s - \alpha_s^*) + \sum_{s=1}^{S} (\alpha_s - \alpha_s^*) y_s,$$

subject to the constraints

$$\left\{ \begin{array}{l}
\sum_{s=1}^{S} (\alpha_s - \alpha_s^*) = 0 \\
0 \leq \alpha_s \leq \lambda, \quad n = 1, \cdots, N , \\
0 \leq \alpha_s^* \leq \lambda, \quad n = 1, \cdots, N
\end{array} \right.$$ 

(2.5)

where $\langle \cdot, \cdot \rangle$ describes the dot product and $\alpha$ and $\alpha^*$ are the dual set of variables. The resulting SVR model is

$$f(w) = \sum_{s=1}^{S} \beta_s \langle \Phi(w_s), \Phi(w) \rangle + z$$

(2.6)

$$= \sum_{s=1}^{S} \beta_s K(w_s, w) + z,$$

(2.7)

where $K(w_s, w)$ is the kernel function. Any function meeting the Mercer’s condition can be used as the kernel function [33, 34]. Parameters $\beta_s = \alpha_s - \alpha_s^*$ are calculated through solving the dual optimization problem and have the following relation to $\omega$

$$\omega = \sum_{s=1}^{S} \beta_s \Phi(w_s).$$

(2.8)

Since both the primal and dual optimization problem are convex, a unique optimal solution can be found efficiently using numerical methods such as quadratic programming (QP) [34]. Computing parameters $\beta_s$ and $z$ is explained in [34] in detail.

In the baseline systems GMM-PCA-R and GMM-WPPCA-R [1], SVR model training and testing is implemented using LIBSVM [35] and the hyper-parameters of the SVR such as the minimal error margin $\epsilon$ and error cost
factor $\lambda$ are tuned using the $N$-fold cross validation technique on the training dataset. In this research, we use the same toolbox and apply the same approach to tune the hyper-parameters.

**Least Squares Support Vector Regression**

Least Squares Support Vector Machine (LSSVM), which is a variant of SVM, was introduced by Suykens and Vandewalle [36]. It is employed as a machine learning tool for classification, clustering and regression tasks. Compared to SVM, LSSVM benefits from a faster training process because the quadratic programming problem of SVM is reduced to that of solving a system of linear equations. Furthermore, the LSSVM formulation involves fewer tuning parameters [37]. A continuous function can be fitted to the training data with a Least Squares Support Vector Regressor (LSSVR), a technique which shares many of the advantages of LSSVM classification. In primal form of LSSVR, which is the same as SVR, the following relation is considered for $f(w)$

$$f(w) = w'\Phi(w) + z.$$  \hspace{1cm} (2.9)

In LSSVR, a least squares loss function is applied instead of Vapnik’s $\epsilon$-insensitive loss function to simplify the formulations to minimize

$$\frac{1}{2} \|w\|^2 + \frac{1}{2} \vartheta \sum_{s=1}^{S} e_s^2,$$  \hspace{1cm} (2.10)

subject to

$$y_s = w'\Phi(w_s) + z + e_s,$$  \hspace{1cm} (2.11)

where $\vartheta$ is an error cost factor playing the same role of $\lambda$ in the SVR formulation and $e_s \in \mathbb{R}$ are error variables.

Similar to SVR, for high dimensional data this optimization problem can be solved more efficiently by introducing the Lagrangian variables $\nu$ and solving the following dual optimization problem [36]

$$\Psi(w, z, e, \nu) = \frac{1}{2} \|w\|^2 + \frac{1}{2} \vartheta \sum_{s=1}^{S} e_s^2$$

$$-\sum_{s=1}^{S} \nu_s \{w'\Phi(w_s) + z + e_s - y_s\}.$$  \hspace{1cm} (2.12)

One can solve this optimization problem directly by taking the partial derivative of $\Psi$ with respect to $w$, $z$, $e$ and $\nu$ and setting the results to zero which leads
to solving a linear system of equations. Inserting the obtained results in 2.9 leads to the regression function

\[ f(w) = \sum_{s=1}^{S} \nu_s \langle \Phi(w_s), \Phi(w) \rangle + z \]  
(2.14)

\[ = \sum_{s=1}^{S} \nu_s K(w_s, w) + z, \]  
(2.15)

where \( K(w_s, w) \) is the kernel function and \( \nu \) and \( z \) are the solution to optimization problem 2.12.

LSSVR has two advantages and one drawback compared to SVR. The first advantage of LSSVR is that its model training is faster as its dual form corresponds to solving a linear system which involves less computation time compared to a QP problem of SVR. The second advantage is that the LSSVR is faster to tune as its formulation involves fewer hyperparameters to tune (the minimal error margin \( \epsilon \) is not used here). A drawback of this simplification is the loss of sparseness (\( \nu \) is less sparse compared to \( \beta \)), which has been highlighted in literature [38, 39].

In this research, the LSSVR models training and testing is implemented using LSSVMlab [36] and the Hyperparameters of the LSSVR are tuned on the training set using the \( N \)-fold cross validation technique.

### 2.4.2 The i-vector framework

The age estimation approaches described in section 2.3.1 are based on GMM mean supervectors and have been shown to yield reasonable performance. In the related field of speaker recognition, GMM supervectors are commonplace. Recent progress in this field, however, has found an alternate method of modeling GMM supervectors that provides far superior speaker recognition performance [28]. This technique, referred to as i-vector framework, assumes the GMM mean supervector, \( \mathbf{m} \), that best represents a set of features in an utterance can be decomposed as

\[ \mathbf{m} = \mathbf{u} + \mathbf{Tv} \]  
(2.16)

where \( \mathbf{u} \) is the mean supervector of the UBM, \( \mathbf{T} \) spans a low-dimensional subspace (400 dimensions in this work) and \( \mathbf{v} \) are the factors that best describe the utterance-dependent mean offset \( \mathbf{Tv} \). The vector \( \mathbf{v} \) is commonly referred to as the i-vector and has a standard normal distribution. Subspace \( \mathbf{T} \) is estimated via factor analysis to represent the directions that best separate different speech recordings in a large development dataset. An efficient procedure for training
T and MAP adaptation of i-vectors can be found in [40]. In this approach, i-vectors are the low-dimensional representation of an audio recording that can be used for classification and regression purposes.

2.4.3 i-vector Session Compensation

Session compensation is one of the most dominant topics in the speaker recognition field [28, 41]. The main reason of using session compensation techniques is removing different session variabilities from the feature vectors (such as GMM supervectors or i-vectors) to allow the subsequent modeling approaches to better observe important between-class information. In this chapter, we use Within-Class Covariance Normalization (WCCN) to normalize the within-class covariance of the i-vector space to the identity matrix [32]. In doing so, directions of relatively high within-class variation will be attenuated and thus prevented from dominating the space [32]. The WCCN transformation matrix \( B_W \) is found through Cholesky decomposition of

\[
\left[ \frac{1}{j} \sum_{j=1}^{j} \frac{1}{N_j} \sum_{i=1}^{N_j} \left( v_i^j - \bar{v}_j \right) \left( v_i^j - \bar{v}_j \right)' \right]^{-1} = B_W B_W',
\]

where \( v_i^j \) is the \( i^{th} \) i-vector in the \( j^{th} \) speaker, \( \bar{v}_j = \frac{1}{N_j} \sum_{i}^{N_j} v_i^j \) is the mean of the observations for the \( j^{th} \) speaker, \( N_j \) denotes the number of utterances of the \( j^{th} \) speaker and \( j \) is the total number of speakers in the training dataset.

2.4.4 Train and Test

The principle of the proposed age estimation approach is illustrated in Figure 2.1. As it can be interpreted from this figure, in the training phase, each utterance in the training dataset is converted to an i-vector. Then, WCCN is used to remove the session variability as described in Section 2.4.3. Finally, the obtained vectors along with their corresponding chronological speaker age are used to train the regressor. In the testing phase, an i-vector is extracted from the utterance of an unseen speaker. Then, WCCN is used to remove the session variability. Finally, the trained regressor uses the obtained vector to estimate the chronological age of test speaker.

The use of i-vectors for age estimation has several distinct advantages over GMM supervectors. Firstly, the relatively low dimensionality of i-vectors (400) significantly reduces the computational burden of model training and estimation compared to a GMM supervector dimensionality of greater than 12,000 used
in this work. Secondly, subspace adaptation of i-vector $v$ results in a more reliable estimation of the true model means $m$ in the context of limited training data [29].

2.5 Experimental Setup

2.5.1 Database

The National Institute of Standards and Technology (NIST) has held annual or biannual Speaker Recognition Evaluations (SRE) for the past two decades. With each SRE, a large database of telephone conversations (and more recently microphone speech) are released along with an evaluation protocol. These conversations typically last five minutes and originate from a large number of participants for whom meta data is recorded—including participant age and language. The NIST databases where chosen for this work due to the large number of speakers meeting the i-vector framework requirement for a considerable amount of development data to estimate subspace matrix $T$ accurately. In our experiments, first a development dataset is formed, which includes over 30,000 speech recordings sourced from NIST 2004–2006 SRE databases, to estimate the parameters of UBM and the subspace matrix ($T$).
Figure 2.2: *Age histogram of telephone speech utterances for NIST 2010 and 2008 SRE Databases.*

The procedure of obtaining the applied UBM and subspace matrix is presented in [41].

To form the train and test datasets for speaker age estimation, telephone recordings from the common protocols of the NIST 2010 and 2008 SRE corpora are used. The core protocol, short2-short3, from the 2008 database contains 3772 telephone recordings from 1154 speakers for whom the age is between 20 and 70. The language label of 3726 utterances is given in this database. Among these, 2656 utterances are English and the remaining 1070 utterances are from 26 different non-English languages including Russian, Italian and Japanese. Similarly, the extended core-core protocol of the 2010 database contains 5479 telephone speech segments from 422 speakers for whom the age is between 20 and 70. All utterances of this database are English. There is no overlap between speech recordings extracted from the NIST 2010 and NIST 2008 SRE databases.

Figure 2.2 illustrates the age histograms of male and female speakers in the NIST 2010 and 2008 SRE databases.
2.5.2 Performance Metric

The effectiveness of the applied methods is evaluated using the Mean Absolute Error ($E_{ma}$) of the estimated speakers' age and Pearson's correlation coefficient ($\rho$) between the chronological speakers' age and the estimated speakers' age. The measure $E_{ma}$ is calculated using:

$$E_{ma} = \frac{1}{\kappa} \sum_{k=1}^{\kappa} |\hat{y}_k - y_k|,$$

where $\hat{y}_k$ and $y_k$ are the estimated and the chronological age of the $k^{th}$ utterance of the testing dataset respectively. $\kappa$ is the total number of utterances in the testing dataset. Further,

$$\rho = \frac{1}{\kappa - 1} \sum_{k=1}^{\kappa} \left( \frac{\hat{y}_k - \mu_{\hat{y}}}{\sigma_{\hat{y}}} \right) \left( \frac{y_k - \mu_y}{\sigma_y} \right),$$

where $\mu_{\hat{y}}$ and $\sigma_{\hat{y}}$ are the mean and the standard deviation of the speakers' estimated age respectively. Similarly $\mu_y$ and $\sigma_y$ denote the mean and the standard deviation of the speakers' chronological age respectively.

We also apply the standard z-test to analyze the statistical significance level of differences between the mean absolute errors of applied systems.

2.6 Results and Discussion

This section presents the evaluation results of the baseline systems and compares them to the introduced i-vector based age estimation system.

The applied GMM in all experiments consist of 512 mixture components. To study the effect of the acoustic features, two types of feature vectors have been tested for the baseline systems. The first type, labeled MFCC$_{26D}$, consists of 13 Mel-Frequency Cepstrum Coefficients (MFCCs) including appended energy with their first order derivatives, forming a 26 dimensional acoustic feature vector. The second type, MFCC$_{60D}$, consists of 20 MFCCs including appended energy with their first and second order derivatives, forming a 60 dimensional acoustic feature vector. In both cases, a hamming window is used and the sampling rate, frame rate, frame size and number of Mel frequency channels are 8000 Hz, 100 Hz, 0.02 s and 30 respectively. To have more reliable features, Wiener filtering, speech activity detection [42] and feature warping [43] have been applied as front-end processing. The former type, MFCC$_{26D}$, matches the configuration of features applied in [1] and the latter type, MFCC$_{60D}$, is very common in state-of-the-art i-vector based speaker recognition systems.
Table 2.1: The $E_{ma}$ (in years) and $\rho$ of male and female speakers’ age estimation using SVR and LSSVR.

<table>
<thead>
<tr>
<th>Regression Method</th>
<th>Female $E_{ma}$</th>
<th>Female $\rho$</th>
<th>Male $E_{ma}$</th>
<th>Male $\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR 1</td>
<td>7.59</td>
<td>0.80</td>
<td>7.97</td>
<td>0.69</td>
</tr>
<tr>
<td>SVR 2</td>
<td>7.48</td>
<td>0.80</td>
<td>7.92</td>
<td>0.70</td>
</tr>
<tr>
<td>LSSVR</td>
<td>7.44</td>
<td>0.80</td>
<td>7.87</td>
<td>0.70</td>
</tr>
</tbody>
</table>

2.6.1 SVR and LSSVR

In this section, an experiment is performed to investigate the performances of SVR and LSSVR for regression in this problem and choose the regression method with more accurate estimation results for the rest of the experiments in this chapter.

In this experiment, the NIST 2008 and 2010 SRE databases are used for training and testing respectively and the acoustic features are MFCC$_{26D}$. Each utterance in the training and testing datasets is modeled using its corresponding GMM mean supervector. Then, an SVR or an LSSVR are applied as a function approximator to estimate the speakers’ age.

Like the baseline systems GMM-PCA-R and GMM-WPPCA-R, SVR model training and testing is performed using LIBSVM [35] and the SVR Hyperparameters $\epsilon$ and $\lambda$ are tuned using the 5-fold cross-validation. Since it is shown in [1] that the radial basis function (RBF) kernel leads to more accurate estimation compared to the linear kernel, we apply the RBF kernel in our experiments. Two methods are applied to determine the width of the Gaussian functions. In the first scheme, which is adopted from [1], the width of the Gaussian functions was set to $\sqrt{\text{det}(\Sigma_{\text{trn}})/2}$, where $\Sigma_{\text{trn}}$ is the training feature vectors covariance matrix and $\text{det}(\cdot)$ denotes determinant operator. It was mentioned in [1] that $\sqrt{\text{det}(\Sigma_{\text{trn}})/2}$ was found to be optimal on a number of empirical experiments. The results of this method, labeled as SVR 1, are listed in the first row of Table 2.1. In the second approach, labeled as SVR 2, the 5-fold cross-validation is used to tune the width of the Gaussian functions.

The applied LSSVR in this experiment also uses the RBF kernel and 5-fold cross-validation is applied to tune its error cost factor and Gaussian width.

Table 2.1 shows the obtained results using SVR 1, SVR 2 and LSSVR in this experiment. This table shows that LSSVR estimates the speakers’ age more accurately compared to SVR 1 and SVR 2 in this experiment. LSSVR is selected for the rest of experiments in this chapter rather than conventional SVR due to
Table 2.2: The average $E_{ma}$ (in years) of male and female speakers’ age estimation for the baseline systems using MFCC$_{26D}$ and MFCC$_{60D}$ feature vectors.

<table>
<thead>
<tr>
<th>System Configuration</th>
<th>Female MFCC$_{26D}$</th>
<th>Male MFCC$_{26D}$</th>
<th>Female MFCC$_{60D}$</th>
<th>Male MFCC$_{60D}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior</td>
<td>10.57</td>
<td>10.57</td>
<td>10.08</td>
<td>10.08</td>
</tr>
<tr>
<td>GMM-R</td>
<td>6.19</td>
<td>6.60</td>
<td>6.93</td>
<td>7.53</td>
</tr>
<tr>
<td>GMM-PCA-R</td>
<td>6.26</td>
<td>6.21</td>
<td>6.79</td>
<td>6.71</td>
</tr>
<tr>
<td>GMM-WPPCA-R</td>
<td>6.25</td>
<td>6.17</td>
<td>6.74</td>
<td>6.74</td>
</tr>
</tbody>
</table>

the obtained marginal improvement and faster and easier model training and tuning.

2.6.2 Baseline Systems Results

In this section, the performances of baseline systems, namely prior, GMM-R, GMM-PCA-R and GMM-WPPCA-R, are investigated.

To evaluate the baseline systems on all available utterances, 15-fold cross-validation is used. Therefore, first all speakers in the NIST 2008 and 2010 SRE databases are divided into 15 disjoint folds. Then, 15 independent experiments are run so that in each experiment, a new fold is used as the testing dataset and the remaining 14 folds are used as training dataset. The average $E_{ma}$ and $\rho$ of male and female speakers’ age estimation using the baseline systems in all 15 experiments with both types of acoustic features are listed in tables 2.2 and 2.3 respectively. In this experiment, PCA and WPPCA have been tested over different target dimensions between 100 and 1000. Tables 2.2 and 2.3 only include the best results, which were obtained for target dimensions 300 and 400 for GMM-PCA-R and GMM-WPPCA-R respectively.

Results in tables 2.2 and 2.3 indicate that the GMM-R system is remarkably more accurate than the prior system. This shows that the GMM supervectors contain speaker information including age. The Tables 2.2 and 2.3 also show that the PCA and WPPCA based systems outperform the GMM-R system, thus demonstrating the benefit of dimension reduction of the GMM supervectors prior to regression. Unlike [1] our experiments do not show remarkable advantage for using WPPCA over PCA. It is also interpreted from tables 2.2 and 2.3 that increasing the acoustic dimension from 26 to 60 slightly improves the estimation accuracy for GMM-PCA-R and GMM-WPPCA-R. Therefore, in the rest of our experiments we focused on the second type of acoustic features, MFCC$_{60D}$. 
Table 2.3: The average $\rho$ of male and female speakers’ age estimation for the baseline systems using MFCC$_{26D}$ and MFCC$_{60D}$ feature vectors.

<table>
<thead>
<tr>
<th>System Configuration</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MFCC$_{26D}$</td>
<td>MFCC$_{60D}$</td>
</tr>
<tr>
<td>Prior</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>GMM-R</td>
<td>0.78</td>
<td>0.73</td>
</tr>
<tr>
<td>GMM-PCA-R</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>GMM-WPPCA-R</td>
<td>0.77</td>
<td>0.78</td>
</tr>
</tbody>
</table>

2.6.3 i-vectors for Age Estimation

The results of the proposed method for speakers’ age estimation are presented in this section.

Figures 2.3 and 2.4 present the $E_{ma}$ of the estimated age and the $\rho$ between the chronological speakers’ age and the estimated speakers’ age using the proposed method and the baseline systems for different target dimensions respectively. These figures show that the proposed method, labeled i-vector-WCCN-R, is more accurate than the other state-of-the-art approaches. Note that this improvement.

Figure 2.3: The $E_{ma}$ of female and male speakers’ age estimation using the proposed method and baseline systems versus target dimension.
was obtained without any optimization over the target dimension in the i-vector framework. Therefore, in figures 2.3 and 2.4, the result of proposed method is only shown for dimension 400. In the standard i-vector framework, the optimization over the target dimension is usually very time-consuming and computationally expensive.

The $\rho$ and $E_{ma}$ of age estimation using the proposed approach are 0.772 and 6.08 respectively. Therefore, the proposed method improves $\rho$ by 12.9%, 2.0% and 2.6% relative to GMM-R, GMM-PCA-R and GMM-PCA-R respectively. The $E_{ma}$ is also improved by 41%, 13%, 5% and 4.8% relative to Prior, GMM-R, GMM-PCA-R and GMM-PCA-R respectively. A standard z-test for comparing two means show that the $E_{ma}$ of the i-vector based system method is significantly lower than that of the best baseline system, namely GMM-PCA-R, at the 99% confidence level. Details of this test are presented in Appendix I.

We also investigated using i-vectors without session variability compensation, like our earlier work [31]. In this case, the $\rho$ and $E_{ma}$ are 0.76 and 6.22 respectively. This experiment shows that session variability compensation using WCCN relatively improves the $\rho$ and $E_{ma}$ by 1.5% and 2.2% respectively.

![Figure 2.4](image)

**Figure 2.4:** *Pearson correlation coefficient between estimated and true age of female and male speakers using the proposed method and baseline systems versus target dimension.*
2.6.4 The Effect of Utterance Length

In a typical practical case, the duration of the available speech sample may vary from a few seconds to several hours. Although there is literature on the effect of available utterance duration on speaker recognition systems [44], there is no published research on this topic for automatic speaker age estimation systems. In this section, we analyze the performance of the proposed i-vector based speaker age estimation system with respect to speech duration in the terms of $E_{ma}$ and $\rho$.

In this experiment, first all speakers in the NIST 2008 and 2010 SRE databases are divided into 15 disjoint folds. Then, 15 independent experiments are run so that in each experiment, a new fold is used as testing dataset and the rest 14 folds are used as training dataset. Each utterance in the testing dataset typically contains around 80 seconds of active speech. In order to study the effect of test sample duration, we synthesized test datasets of 5, 10, 20 and 40 seconds by truncating the feature streams after speech activity detection. For consistency in our results, the test samples that contained less than 40 seconds of nominal speech using our speech detection algorithm were discarded from all results reported in this experiment. The procedure and details of obtaining corresponding i-vectors for truncated test samples is explained in [45].

The corresponding $E_{ma}$ and $\rho$ values are presented in figures 2.5 and 2.6. The performance of the proposed method decreases as the test utterance duration is reduced. This is more evident when the utterance duration is less than 10 seconds. However, the results of the proposed method remain significantly more accurate than the prior even for the utterances of 5 seconds length.

2.6.5 The Effect of Language

Braun and Cerrato performed a number of experiments to evaluate the ability of human listeners in estimating speakers’ age across different languages [46]. They concluded that the age can be estimated almost as accurately when the listeners are familiar with the language of the speaker as when they are not. However, Schotz considered the language as an important source influencing the acoustic analysis of speaker age [3]. Feld et al. studied the effect of language mismatch between train database and test samples on automatic speaker age estimation systems. In this section, we analyze the effect of language mismatch on the proposed i-vector based age estimation system.

In this experiment, the train database is NIST 2010 SRE, which includes 5634 English utterances from 445 speakers. There are two test databases in this experiment, the English and non-English parts of the NIST 2008 SRE database.
RESULTS AND DISCUSSION

Figure 2.5: The $E_{ma}$ of female and male speakers’ age estimation using the proposed method and Prior baseline system versus the test utterance length.

Figure 2.7 illustrates the age histograms of the English and non-English speakers of the NIST 2008 SRE database. To eliminate the effect of utterance length, we synthesized test samples of 40 seconds by truncating the feature streams after speech activity detection. The $E_{ma}$ and $\rho$ of this experiment for both English and non-English test sets are listed in table 2.4.

Results in table 2.4 indicate that language mismatch between train database and test samples causes a large performance degradation in both $E_{ma}$ and $\rho$. It is obvious that the $E_{ma}$ for the English test set is significantly less than that of the non-English test set for both male and female utterances.

Table 2.4: The $E_{ma}$ and $\rho$ for both English and non-English test sets.

<table>
<thead>
<tr>
<th>System Configuration</th>
<th>Female</th>
<th></th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>English</td>
<td>Non-English</td>
<td>English</td>
</tr>
<tr>
<td>$E_{ma}$</td>
<td>6.92</td>
<td>8</td>
<td>7.72</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.66</td>
<td>0.42</td>
<td>0.50</td>
</tr>
</tbody>
</table>
Figure 2.6: Pearson correlation coefficient between estimated and true age of female and male speakers using the proposed method versus the test utterance length.

2.7 Conclusions

In this chapter, utterance modeling with i-vectors, which was successfully applied to speaker recognition, has been used in conjunction with a WCCN and a LSSVR to address speaker age estimation. For the evaluation, telephone utterances of NIST 2010 and 2008 SRE databases have been used. Assessment results show that the accuracy of the proposed approach is significantly better than different conventional methods. The experiments on analyzing the effect of utterance duration reveals that the performance of the proposed method degrades as the utterance length decreases especially for samples shorter than 20 seconds. However, it is still more accurate than the prior baseline system even for utterances of 5 seconds in length. Analyzing the effect of language shows that the language mismatch between train and test databases significantly decreases the performance of the age estimation system.
2.8 Appendix I

In this appendix, a statistical analysis is presented to compare the mean absolute errors of age estimation obtained by the i-vector-SVR and GMM-PCA-R.

Since the values of populations variances are unknown, tests for the comparison of two means should be conducted with the $t$-test normally. However, both sample sizes are greater than 30 in this case and we can work with the standard normal distribution ($z$-test) instead of Student distribution ($t$-test). In the standard $z$-test for comparison of two means, the $z$ value is calculated as follows:

$$ z = \frac{\bar{x}_1 - \bar{x}_2}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}} \quad (2.20) $$

where $\bar{x}_1$, $s_1$, and $n_1$ denote the mean, the variance and total number of samples in the first set respectively. Similarly, $\bar{x}_2$, $s_2$, and $n_2$ are the mean, the variance and sample size in the second set respectively.

In the comparison of the mean absolute errors of age estimation obtained by the i-vector-SVR ($\bar{x}_1$) and GMM-PCA-R ($\bar{x}_2$), the null hypothesis is $\bar{x}_2 \leq \bar{x}_1$ and the alternative hypothesis is $\bar{x}_2 > \bar{x}_1$. With significance levels $\alpha = 0.01$ and
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Figure 2.7: Age histogram of English and non-English speakers in the NIST 2008 SRE database.
Table 2.5: The mean and the standard deviation of age estimation absolute error using i-vector-SVR and GMM-PCA-R over male and female utterances.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Parameter</th>
<th>Proposed method</th>
<th>GMM-WPPCA-R</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>$\bar{x}_i$</td>
<td>6.53</td>
<td>6.74</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>$s_i$</td>
<td>5.36</td>
<td>5.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$n_i$</td>
<td>3883</td>
<td>3883</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>$\bar{x}_i$</td>
<td>5.78</td>
<td>6.17</td>
<td>4.13</td>
</tr>
<tr>
<td></td>
<td>$s_i$</td>
<td>4.78</td>
<td>4.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$n_i$</td>
<td>5292</td>
<td>5292</td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>$\bar{x}_i$</td>
<td>6.10</td>
<td>6.41</td>
<td>4.15</td>
</tr>
<tr>
<td></td>
<td>$s_i$</td>
<td>5.05</td>
<td>5.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$n_i$</td>
<td>9175</td>
<td>9175</td>
<td></td>
</tr>
</tbody>
</table>

$\alpha = 0.05$, the critical value of $z$ are 2.33 and 1.645 respectively for a one tail test.

The mean and the standard deviation of age estimation absolute error using i-vector-SVR and GMM-PCA-R over male and female utterances are listed in Table 2.5.

As it is shown in Table 2.5, the obtained $z$ for male and female utterances is greater than the critical value of $z$ for significance levels $\alpha = 0.05$ and $\alpha = 0.01$ respectively. Therefore, the null hypothesis is rejected and it is concluded that the alternative hypothesis is true.

In the test of significance, we are trying to compare GMM-WPPCA-R and the proposed method. Consequently, all results of the proposed method (regardless of gender) can be considered in one class and all the results of GMM-WPPCA-R are assumed to be in the other class. The last row of Table 2.5 shows the mean and the standard deviation of age estimation absolute error using the proposed method and GMM-WPPCA-R over all utterances regardless of gender (labeled both). The obtained $z$ value of this experiment is 4.15 which is greater than the critical value of $z$ for significance level $\alpha = 0.01$.
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Chapter 3

Gender and age recognition using Gaussian weights

This chapter is based on the following articles:
3.1 Abstract

This chapter proposes a new approach for speaker gender and age identification. In this method, utterances are modeled using hidden Markov model (HMM) weight supervectors. Then, a weighted supervised non-negative matrix factorization (WSNMF) is applied to reduce the dimension of the input space and recognize the age-gender category of the speaker. Finally, a least squares support vector machine regressor (LSSVR) is employed to estimate the age of speakers using the obtained low-dimensional vectors. Evaluation results on a corpus of read and spontaneous speech in Dutch confirm the effectiveness of the proposed scheme.

3.2 Introduction

Speech patterns reflect different characteristics of the speaker. For example, a person’s speech pattern can provide information about his/her age, gender, dialect, emotional state and even membership of a particular social or regional group [1]. Profiling a person along different characteristics from his/her voice patterns is required in many commercial applications.

In this research, we focus on speaker age and gender. Since the perceptions of gender and age have a significant mutual impact on each other, these two characteristics are studied together in many publications [3-4].

Computerized speech-based age estimation is challenging from different points of view. First, usually there exists a difference between the age of a speaker as perceived, namely the perceptual age, and their actual age, namely the chronological age. Second, developing a robust age estimation method requires a labeled, wide age-range and balanced database. Third, voice patterns are affected by many parameters, such as smoking and gender, i.e. there is a significant intra-speaker variability that is not related to or only correlated with age.

The problem of age group recognition has been addressed previously [2,3,14,15]. For example, Bocklet and his colleagues introduced a method based on a Gaussian mixture model (GMM) mean supervector and a Support Vector Machine (SVM) to classify speakers into seven age-gender categories [2]. They used Mel Frequency Cepstral Coefficients (MFCCs) as features in their recognizer. Although this method was attractive from several aspects, it demands working with very large dimensions for a GMM with a large number of mixtures. In [3], the GMM universal background model is merged with the SVM classifier and the problem of high dimensional supervectors is tackled by using Gaussian
mixture weight supervectors, which have a lower dimension compared to mean or variance supervectors. In [14], Supervised Non-Negative Matrix Factorization (SNMF) was employed to classify speakers based on their age group and genders. In this method, HMM weight supervectors were applied instead of GMM weight or GMM mean supervectors. Zhang et al. reported age and gender recognition results with the use of an unsupervised Non-negative Matrix Factorization (NMF) over Gaussian mixture weight supervectors in [18]. In their approach, the acoustic features consist of Mel Spectra with mean normalization and Vocal Tract Length Normalization (VTLN) [19], augmented with their first and second order time derivatives. Although their method could recognize the gender of speakers with high accuracy, it is not very successful for age estimation. They also conclude that adding VTLN decreases the accuracy of gender detection but it helps in age recognition.

In this chapter, a new gender detection and age estimation approach is introduced. To develop this method, we first determine an acoustic model for each speaker of the database by adapting the speaker independent model to the data of each utterance using the maximum likelihood (ML) re-estimation approach. Then, Gaussian mixture weights are extracted and concatenated to form a supervector for each utterance. Next, WSNMF is employed to reduce the dimension of the input space. Finally, the age of a speaker is estimated using a least squares support vector machine regressor (LSSVR) over the low-dimensional vectors obtained using WSNMF.

This chapter is organized as follows. Section 2 introduces WSNMF and LSSVR. In Section 3, the proposed approach is elaborated. The evaluation results are illustrated in Section 4. The chapter finishes with a conclusion in Section 5.

### 3.3 Background

In this section, the applied mathematical tools including WSNMF and LSSVR are briefly reviewed.

#### 3.3.1 Weighted Supervised NMF

NMF is a popular machine learning algorithm [6], which is successfully applied to different sound and speech processing applications [7-8]. During the last decade, different extensions of NMF such as Supervised NMF (SNMF) [8] and Weighted Supervised NMF (WSNMF) [4] have been developed to solve real world problems. SNMF and WSNMF are originally developed for supervised pattern
recognition. However, they can also be applied as dimensionality reduction methods.

**WSNMF for pattern recognition**

The problem addressed by a WSNMF pattern recognizer is defined as follows. Assume that we are given a training dataset \( S^{tr} = \{(w_1, y_1), \ldots, (w_s, y_s), \ldots, (w_S, y_S)\} \), where \( w_s \) denotes a vector of observed features of the data item and \( y_s \) denotes a label vector, i.e. a vector containing one in the \( d^{th} \) row if \( w_s \) belongs to the \( d^{th} \) class and zeros elsewhere. A vector can be a member of multiple classes, i.e. \( y_s \) can have multiple non-zero elements. The goal is to approximate a classifier function \( g \), such that for an unseen observation \( w^{tst} \), \( \hat{y} = g(w^{tst}) \) is as close as possible to the true label. If all elements of \( S^{tr} \) are non-negative, this problem can be solved by SWNMF directly. First, training data is used to form a matrix \( W^{tr} \) as follows:

\[
W^{tr}_{up} = [y_1 \ldots y_S] \\
W^{tr}_{dwn} = [w_1 \ldots w_S] \\
W^{tr} = \begin{bmatrix} W^{tr}_{up} \\ W^{tr}_{dwn} \end{bmatrix}
\]

Then, the non-negative matrix \( W^{tr} \), which is of size \( M \times S \), is decomposed into two new non-negative matrices, namely \( B^{tr} \) and \( H^{tr} \) of size \( M \times Z \) and \( Z \times S \) respectively.

\[
\begin{bmatrix} W^{tr}_{up} \\ W^{tr}_{dwn} \end{bmatrix} \approx \begin{bmatrix} B^{tr}_{up} \\ B^{tr}_{dwn} \end{bmatrix} H^{tr}
\]

\[
B^{tr} = \begin{bmatrix} B^{tr}_{up} \\ B^{tr}_{dwn} \end{bmatrix}
\]

This factorization is performed by minimizing the following extended Kullback-Leibler divergence:

\[
\Delta^{kl}(W^{tr}, B^{tr}H^{tr}) = \\
\sum_{m,s} \Gamma_{m,s} \left[ W^{tr}_{m,s} \log \left( \frac{W^{tr}_{m,s}}{(B^{tr}H^{tr})_{m,s}} \right) (B^{tr}H^{tr})_{m,s} - W^{tr}_{m,s} \right] + \rho \sum_{z,s} H^{tr}_{z,s}
\]
The last term penalizes large entries in $H^{tr}$, so $\rho$ controls the sparsity of $H^{tr}$. It can be shown that the above-mentioned function is non-increasing under the following multiplicative updating rules [13]:

$$
B^{tr} \leftarrow \left\{ \frac{B^{tr}}{\Gamma (H^{tr})} \right\} \circ \left\{ \frac{\Gamma \circ W^{tr}}{B^{tr} H^{tr}} (H^{tr})' \right\},
$$

(3.7)

$$
H^{tr} \leftarrow \left\{ \frac{H^{tr}}{(B^{tr})' \Gamma + \rho} \right\} \circ \left\{ (B^{tr})' \frac{\Gamma \circ W^{tr}}{B^{tr} H^{tr}} \right\},
$$

(3.8)

where $A \circ B$ and $\begin{bmatrix} A \\ B \end{bmatrix}$ are the element-wise product and division of matrices $A$ and $B$ respectively, the sign $'$ is the transpose operator and $\Gamma$ is a weighting matrix with the same size as $W^{tr}$, which is determined as follows:

$$
\Gamma_{up}^{tr} = \beta 1_{D \times S}
$$

(3.9)

$$
\Gamma_{dwn}^{tr} = 1_{P \times S}
$$

(3.10)

$$
\Gamma^{tr} = \begin{bmatrix}
\Gamma_{up}^{tr} \\
\Gamma_{dwn}^{tr}
\end{bmatrix}
$$

(3.11)

where $1_{D \times S}$ and $1_{P \times S}$ ($M = D + P$) are two matrices with the same size as $W_{up}^{tr}$ and $W_{dwn}^{tr}$ respectively with all their elements equal to one. The parameter $\beta$ is a factor determining the importance of the supervision information. A reasonable value for this factor, which is also used in this chapter, is

$$
\beta = \frac{\sum_{p,s} W_{dwn}^{tr}}{\sum_{d,s} W_{up}^{tr}}
$$

(3.12)

Calculation of $B^{tr}$ by factorizing the $W^{tr}$ is called training the WSNMF. In the testing phase, $B^{tr}$ which was obtained from the training phase, is used to determine the class label of unseen patterns, $w^{tst}$, as follows:

$$
\hat{h}^{tst} = \arg\min_{h^{tst}} \Delta_{kl}^{tst} (w^{tst}, B^{tr}_{dwn} h^{tst})
$$

(3.13)

$$
\hat{y} = g(w^{tst}) = B^{tr}_{up} h^{tst}
$$

(3.14)

Notice that $\hat{y}$ returns a fuzzy class membership that requires a decision criterion, such as thresholding or selecting the maximum entry.
WSNMF for dimensionality reduction

In many real-world applications, the dimension of the input space is very large. To reduce this dimension, different methods are suggested such as Principal Component Analysis (PCA), Independent Component Analysis (ICA), and NMF [6,10]. In this chapter WSNMF is applied to reduce the dimension of the input space. In this approach, training is performed on the columns of $H_{tr}$ instead of the columns of $W_{dwn}$ and testing is performed on $h_{tst}$ instead of $w_{tst}$. Hence, the dimension of the input space is reduced from $M$ to $Z$ in the training and testing phases. Notice that many other conventional dimensionality reduction approaches such as PCA, which suffer from high computational complexity, are useless for the current problem because of the large input dimensionality ($M=666192$).

3.3.2 LSSVR

Least squares support vector machine (LSSVM), which is a variant of SVM, was introduced by Suykens and Vandewalle [9]. It is employed as a machine learning tool for regression, clustering and classification tasks. Compared to SVM, LSSVM enjoys a faster training process because the quadratic programming problem of SVM is reduced to that of solving a system of linear equations. Furthermore, the LSSVM formulation involves fewer tuning parameters [10].

A continuous function can be fitted to the training data with a least squares support vector regressor (LSSVR), a technique which shares many of the advantages of LSSVM classification [9]. In this research, LSSVR is applied to estimate the age of speakers.

3.4 Proposed Approach

In this section, the proposed approach for age estimation is elaborated. To introduce this method, first the procedure of forming a supervector for a speaker is explained. Then, the proposed scheme in the training and testing phases is elucidated in detail.

3.4.1 Feature selection, acoustic model and supervectors

The acoustic features consist of Mel log-spectra with mean normalization and vocal tract length normalization [5], augmented with their first and second order time derivatives. These features are then mapped to a 36 dimensional acoustic
space using mutual information discriminant analysis (MIDA) [11]. The acoustic model uses a shared pool of 49740 Gaussians to model the observations in 3873 cross-word context-dependent tied triphone HMM states, each modeled with a Gaussian mixture of Eq. 3.15. All acoustic units—context-dependent variants of one of the 46 phones, silence, garbage and speaker noise—have a 3-state left-to-right topology. The speaker independent acoustic model is trained on the CGN corpus (Corpus Gesproken Nederlands) [17].

The speaker dependent HMM weights for each speaker of the N-Best evaluation corpus [12], result from a maximum likelihood re-estimation of the speaker independent weights based on a forced alignment of the training data for that speaker using the speaker-independent acoustic model. Subsequently, the Gaussian mixture weights are extracted and concatenated to form a supervector for each speaker.

Consider the $j^{th}$ state of speaker independent HMM Gaussian mixture with the following likelihood function of the data $\mathcal{X} = \{x_1, \ldots, x_t, \ldots, x_\tau\}$:

$$p(x_t | \lambda^j) = \sum_{c=1}^{C} b^j_c p(x_t | \mu^j_c, \Sigma^j_c)$$

$$\lambda^j = \{b^j_c, \mu^j_c, \Sigma^j_c\}, \ c = 1, \ldots C,$$  \hspace{1cm} (3.15)

where $x_t$ is the acoustic vector at time $t$, $b^j_c$ is the mixture weight for the $c^{th}$ mixture component, $p(x_t | \mu^j_c, \Sigma^j_c)$ is a Gaussian probability density function with mean $\mu^j_c$ and covariance matrix $\Sigma^j_c$, and $C$ is the total number of Gaussians in the mixture.

Given an utterance, maximum likelihood re-estimation of the weight for the $c^{th}$ mixture component is calculated as follows:

$$\omega^j_c = \frac{1}{\tau} \sum_{t=1}^{\tau} \frac{b^j_c p(x_t | \mu^j_c, \Sigma^j_c)}{\sum_{c=1}^{C} b^j_c p(x_t | \mu^j_c, \Sigma^j_c)}$$ \hspace{1cm} (3.16)

where $\tau$ is the total number of frames in the utterance. Finally, the weight supervector of the given utterance is formed as follows.

$$w^j = [\omega^j_1, \ldots, \omega^j_c, \ldots, \omega^j_C]$$

$$w = [w^1, \ldots, w^j, \ldots, w^J]',$$  \hspace{1cm} (3.17) (3.18)

3.4.2 Training Phase

The block diagram of the training phase of the proposed method is illustrated in Figure 3.1. As it can be interpreted from this figure, the speech signal
of each speaker in the training dataset is used to form one supervector per speaker. Then, an age-gender category label is formed for each supervector. Each label is a vector with dimension equal to the total number of considered age-gender categories. The label of the \( s^{th} \) utterance, \( X_s \), which belongs to the \( d^{th} \) category, is formed such that the \( d^{th} \) element of the label vector is equal to 1 and the other elements are equal to zero. For example, if the an \( s^{th} \) utterance of the training dataset belongs to the second category, its label vector is \( y_s = [0 \ 1 \ 0 \ 0 \ 0 \ 0]^T \).

After calculating all \( S \) supervectors for all \( S \) utterances of the training data set and labeling them with their age-gender category, we obtain \( S^{tr1} = \{(w_1, y_1), \ldots, (w_s, y_s), \ldots, (w_S, y_S)\} \). This dataset is utilized to reduce the dimension of the input space of the training dataset using the introduced WSNMF. In the factorization process, cost function (3.6) is minimized under the following constraint, which normalizes the columns of \( B^{tr} \) such that any linear combination yields valid mixture weights.

\[
1 = \sum_{p \in Q_{j,z}} (B^{tr})_{p,z} \text{ for all states } j \text{ and columns } z \tag{3.19}
\]

where \( Q_{j,z} \) is the set of elements of the \( z^{th} \) column of \( B^{tr} \), which correspond to the \( s^{th} \) state. The results of factorization are \( B^{tr} \), and \( H^{tr} \). Now the columns of \( H^{tr} \), which are of size \( Z \), can be used instead of the columns of \( W^{tr}_{dwn} \), which are of size \( M \). Consequently, a new input-output set can be formed using the columns of \( H^{tr} \) and the chronological age of their corresponding speaker \( (\alpha^{tr}) \) so that \( S^{tr2} = (H^{tr}_1, \alpha^{tr}_1), \ldots, (H^{tr}_s, \alpha^{tr}_s), \ldots, (H^{tr}_S, \alpha^{tr}_S) \). This dataset is used to train the LSSVR with Gaussian kernel function. A 10-fold cross-validation approach is applied to tune the smoothing parameter of the kernels.

### 3.4.3 Testing Phase

Figure 3.2 indicates the architecture of proposed method in the testing phase. As can be interpreted from this figure, the procedure of obtaining the supervector...
of the GMM weights is repeated for each single speaker of the test dataset. Then, the trained WSNMF is applied to recognize the age-gender label of each supervector.

The block-diagram of the proposed method in the testing phase is demonstrated in Figure 3.2. A supervector per test speaker is formed with the same method as outlined in previous section. Then, the obtained supervector is fed into the trained WSNMF, where $B^{tr}$ is fixed, to estimate $h^{tst}$ of size $Z$ using (3.13) and approximate age-gender label of speaker using (3.14). $h^{tst}$, which is a low-dimension vector, is used as the input of the trained LSSVR. The output of the trained LSSVR is an estimation of the test speaker age.

### 3.5 Evaluation and Results

#### 3.5.1 Corpus

Speech patterns of 425 speakers from the N-best evaluation corpus [12] were used. The corpus contains live and read commentaries, news, interviews, and reports broadcast in Belgium. Figure 3.3 and 3.4 show the age histogram of male and female speakers. To evaluate the proposed method, 5-fold cross-validation is used. Therefore, first all speakers in the database are divided into 5 disjoint folds. Then, five independent experiments are run so that in each experiment four folds are used as training dataset and the remaining fold is used as testing dataset.

#### 3.5.2 Results

In all experiments, the sparsity parameter ($\rho$) is 1000.

The MAE of the proposed method for different values of $Z$ is reported in Figure 3.5. For comparison purpose, the results of employing standard NMF [6] as a dimensionality reduction method instead of WSNMF are also included.
in figure 3.5 under caption NMF. The MAE of our previously published age estimator [4], namely Hybrid WSNMF and GRNN (HWNN), is around 7.48 years. Therefore, the accuracy of the proposed method in speaker age estimation is better than the HWNN when the target dimension $Z$ is between 20 and 70. The figure also suggests that using NMF is less effective than WSNMF for dimensionality reduction in this case.

Table 3.1 shows the average of age-group recognition accuracy over all performed experiments for the best obtained value of $Z$, which is 40. The second row lists the prior class probability, or “chance levels”. Hence, the WSNMF method performs better than guessing. In this table, age range of young, middle and senior groups are 18-35, 36-45 and 46-80 years respectively.

The gender detection accuracy of the proposed method over all five experiments is 96%.

Table 3.1: Age group recognition accuracy in %.

<table>
<thead>
<tr>
<th>Age Category</th>
<th>Young</th>
<th>Middle</th>
<th>Senior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior</td>
<td>25</td>
<td>36</td>
<td>39</td>
</tr>
<tr>
<td>Recognition Accuracy</td>
<td>38</td>
<td>40</td>
<td>65</td>
</tr>
</tbody>
</table>

Figure 3.3: Age histogram of male speakers in the evaluation corpus.
3.6 Conclusions

In this chapter, a new hybrid method based on WSNMF and LSSVR has been proposed to identify speaker gender and age. In this method, WSNMF is applied to reduce the dimension of the input space, i.e. Gaussian weight supervectors, and a LSSVR is used to estimate the age of speakers. Evaluation on a Dutch database confirms the efficiency of the proposed method in speaker age estimation.

3.7 References


Figure 3.5: The MAE of age estimation using the proposed method and NMF versus target dimension.


Chapter 4

Accent recognition using i-vectors, Gaussian weights and Gaussian means

This chapter is based on the following article:
4.1 Abstract

In this chapter, three utterance modelling approaches, namely Gaussian Mean Supervector (GMS), i-vector and Gaussian Weight Supervector (GWS), are applied to accent recognition problem. For each utterance modeling method, three different classifiers, namely the Support Vector Machine (SVM), the Naive Bayesian Classifier (NBC) and the Sparse Representation Classifier (SRC), are employed to find out suitable matches between the utterance modelling schemes and the classifiers. The evaluation database is formed by using English utterances of speakers whose native languages are Russian, Hindi, American English, Thai, Vietnamese and Cantonese. These utterances are drawn from the National Institute of Standards and Technology (NIST) 2008 Speaker Recognition Evaluation (SRE) database. The study results show that GWS and i-vector are more effective than GMS in this accent recognition task. It is also concluded that among the employed classifiers, the best matches for i-vector and GWS are SVM and SRC, respectively.

4.2 Introduction

A fundamental challenge of using Automatic Speech Recognition (ASR) systems in real world markets such as telephone networks and personal computers is their significant performance drop for non-native speakers [1, 2]. Consequently, accent/dialect recognition, has received an increased attention during the last years due to its importance for the enhancement of ASR performance [2]. It has also a wide range of commercial applications such as targeted advertising, service customization and forensics software. Although different methods have been suggested to solve this problem during the last decade, it still remains a challenging task.

Accent/dialect recognition techniques can be divided into phonotactic and acoustic approaches [3]. Since phonotactic features and acoustic (spectral and/or prosodic) features provide complementary cues, state-of-the-art methods usually apply a combination of both through a fusion of their output scores [3]. A phone recognizer followed by language models (PRLM) and parallel PRLM (PPRLM) techniques developed within the language recognition area, are successful phonotactic methods focusing on phone sequences as an important characteristic of different accents [4].

The acoustic approaches, which are the main focus of this chapter, enjoy the advantage of requiring no specialized language knowledge [3]. One effective acoustic method for accent recognition involves modeling speech recordings
with Gaussian mixture model (GMM) mean supervectors before using them as features in a support vector machine (SVM) [3]. Similar Gaussian mean supervector (GMS) techniques have been successfully applied to different speech analysis problems such as speaker recognition [5]. While effective, these features are of a high dimensionality resulting in high computational cost and difficulty in obtaining a robust model in the context of limited data. Another effective approach for modeling the utterances is Gaussian weight supervector (GWS), which entails a lower dimension compared to GMSs [6, 7]. Recent studies show that the GWSs carry complementary information to GMSs [6, 8]. Consequently, incorporating them in the recognition system might increase the overall accuracy. A similar GWS framework was effectively applied to the problem of age and gender recognition [6, 9, 10]. In the field of speaker recognition, recent advances using i-vectors have increased the recognition accuracy considerably [11]. An i-vector is a compact representation of an utterance in the form of a low-dimensional feature vector. The same idea was also effectively applied to spoken language recognition and speaker age estimation [12, 13].

In this chapter, we apply GMSs, GWSs and i-vectors to recognize the native language of speakers from English spontaneous telephone speech recordings (L1 recognition problem).

To find out a suitable classifier for each modeling method, three different classifiers are tested, namely the Support Vector Machine (SVM), Naive Bayesian Classifier (NBC) and the Sparse Representation Classifier (SRC). The evaluation database is formed by using English utterances of speakers whose native languages are Russian, Hindi, American English, Thai, Vietnamese and Cantonese. These speech signals are extracted from the National Institute of Standards and Technology (NIST) 2008 Speaker Recognition Evaluation (SRE) corpus.

The rest of this chapter is organized as follows. Section 4.3 presents the related work and contributions of this chapter. In Section 4.4, the developed accent recognition systems are elaborated in details. Section 4.5 explains our experimental setup. The evaluation results are presented and discussed in section 4.6. The chapter ends with conclusions in section 4.7.

4.3 Related Work and Contributions

Different acoustic approaches developed in the area of language recognition have been suggested to reach a desirable accent recognition accuracy [3, 14, 15]. Recently Hanani et al. reported results of applying GMM-UBM, GMM-SVM (which is labeled as GMS-SVM in the rest of this chapter), and GMM
tokenization followed by n-gram language model methods to recognize 14 accents in the British Isles [3]. They used the Accents of the British Isles (ABI-1) corpus in their research. Their evaluation results show that GMS-SVM is more accurate compared to their other acoustic-based accent recognition systems.

DeMarco and Cox take this a step further by applying i-vectors to the same task [15]. They tested six different classification algorithms such as SVM and Linear Discriminant Analysis (LDA) and concluded that similar results as those of GMS-SVM can be obtained in the i-vector framework. Their results show no advantage for using i-vectors instead of GMSs.

In this chapter, we investigate the effectiveness of GMS and i-vector for accent recognition on a spontaneous and real speech database instead of the ABI-1 corpus, which consists of clean and read speech signals. Consequently, we formed a database of non-native accents of English by extracting English utterances with Russian, Hindi, American English, Thai, Vietnamese and Cantonese accents from the NIST 2008 SRE database. For each utterance modeling method, three different classifiers, namely SVM, NBC and SRC, are employed to further investigate the role of classifiers in this task. Unlike SVM and NBC, sparse representation classification techniques have never been tested on the accent recognition problem. On the other hand, recent studies show the proficiency of GWS in other speech technology problems such as speaker adaptation and speaker age group recognition [6, 8]. Consequently, we test GWS along with i-vectors and GMS in our investigations on accent recognition too.

4.4 System Description

4.4.1 Problem Formulation

In the accent or dialect recognition problem, we are given a training dataset \( S^{tr} = \{ (X_1, y_1), \ldots, (X_s, y_s), \ldots, (X_S, y_S) \} \), where \( X_s \) denotes the \( s \)-th utterance of the training dataset and \( y_s \) denotes a label vector which shows the correct accent of the utterance. Each label vector contains a one in the \( d \)-th row if \( X_s \) belongs to the \( d \)-th class and zeros elsewhere. The goal is to approximate a classifier function \( (g) \), such that for an unseen observation \( X^{tst} \), \( \hat{y} = g(X^{tst}) \) is as close as possible to the true label.

The first step for approximating the function \( g \) is converting variable-duration speech signals into fixed-dimensional vectors suitable for using in classification algorithms. Three approaches, namely GWS, GMS and i-vector are widely used for this purpose. These methods are described in section 4.4.2.
4.4.2 Utterance Modelling Approaches

In this section, the underlying ideas of GMS, GWS and i-vector are explained in more details.

**Gaussian Weight Supervector**

Consider a Universal Background Model (UBM) with the following likelihood function.

\[
p(x_t | \mu, \Sigma) = \sum_{c=1}^{C} b_c p(x_t | \mu_c, \Sigma_c)
\]  

(4.1)

where \( x_t \) is the acoustic vector at time \( t \), \( b_c \) is the mixture weight for the \( c^{th} \) mixture component, \( p(x_t | \mu_c, \Sigma_c) \) is a Gaussian probability density function with mean \( \mu_c \) and covariance matrix \( \Sigma_c \) and \( C \) is the total number of Gaussians in the mixture (2048 in this work). Given an utterance, the occupancy posterior probability for the \( c^{th} \) mixture component is calculated as follows:

\[
w_c = \frac{1}{\tau} \sum_{t=1}^{\tau} \frac{b_c p(x_t | \mu_c, \Sigma_c)}{\sum_{j=1}^{C} b_j p(x_t | \mu_j, \Sigma_j)}
\]  

(4.2)

where \( \tau \) is the total number of frames in the utterance. Finally, the GWS of the given utterance is formed as follows.

\[
w = [w_1, \ldots, w_c, \ldots, w_C]
\]  

(4.3)

Assuming the UBM components represent the acoustic space of all accents in the training dataset, each element in the GWS supervector of a sufficiently long utterance shows the existence level of the corresponding component in the utterance accent. This information can facilitate in the identification of accents.

**Gaussian Mean Supervector**

Given an utterance, a method such as Maximum-A-Posteriori adaptation is applied to adapt a Universal Background Model (UBM) to the speech characteristics of the speaker [5]. Then, the Gaussian means of the adapted GMM are extracted and concatenated to form a GMS for the given utterance.

**i-vector**

GMSs described in Section 4.4.2 have been shown to provide a good level of performance. In the related field of speaker recognition, GMSs are commonplace.
Recent progress in this field, however, has found an alternate method of modeling GMM supervectors that provides far superior speaker recognition performance [11]. This technique is referred to as total variability modeling. Total variability modeling assumes the GMM mean supervector, \( \mathbf{m} \), that best represents a set of feature vectors can be decomposed as

\[
\mathbf{m} = \mathbf{u} + \mathbf{T}\mathbf{v}
\]  

(4.4)

where \( \mathbf{u} \) is the mean supervector of the UBM, \( \mathbf{T} \) spans a low-dimensional subspace (400 dimensions in this work) and \( \mathbf{v} \) are the factors that best describe the utterance-dependent mean offset \( \mathbf{T}\mathbf{v} \). The vector \( \mathbf{v} \) is commonly referred to as the i-vector and has a standard normal distribution. The subspace matrix \( \mathbf{T} \) is estimated via maximum likelihood in a large training dataset. An efficient procedure for training \( \mathbf{T} \) and MAP adaptation of i-vectors \( \mathbf{v} \) can be found in [16]. In the total variability modeling approach, i-vectors are the low-dimensional representation of an audio recording that can be used for classification and estimation purposes.

### 4.4.3 Classifiers

In this section, the applied classifiers are briefly described.

**Naive Bayesian Classifier**

Bayesian classifiers are probabilistic classifiers working based on Bayes’ theorem and the maximum posteriori hypothesis. They predict class membership probabilities, i.e., the probability that a given test sample belongs to a particular class. The Naive Bayesian classifier (NBC) is a special case of Bayesian classifiers, which assumes class conditional independence to decrease the computational cost and training data requirement [17]. In this chapter, class distributions are assumed to be Gaussian.

**Support Vector Machine**

Support Vector Machines (SVM) is a supervised, binary and discriminative classifier initially introduced by Cortes and Vapnik [18]. Given a set of training examples, an SVM attempts to find the maximum margin separation hyperplane between two classes of data such that it generalizes well to the test data points. The basic SVMs are binary and discriminative classifiers, however, an effective multi-class and probabilistic extension has also been developed by Wu et al. based on pairwise coupling strategy [19].
Sparse Representation Classifier

Sparse representation classification techniques have received a great deal of attention in recent years. In sparse representation classification, first we search for a sparse representation of a test sample in terms of a linear combination of training samples. Then, the residuals for each class are calculated. These residuals show the level of similarity of the test sample with each category [20].

In our experiments, the dimension of feature vectors, i.e., the dimension of the GWS, GMS or i-vector, is greater than the number of training samples, which leads to an over-determined sparse representation problem. Therefore, to achieve the sparse representations of the test samples, we applied an $l_1$-minimization approach.

4.4.4 Training and Testing

The principle of the proposed accent recognition approach is illustrated in Figure 4.1. As it can be interpreted from this figure, in the training phase, each utterance in the train dataset is converted to a high dimensional vector using one of the three utterance modeling approaches (GWS, GMS or i-vector) described in Section 4.4.2. Then, the obtained high dimensional vector along with their corresponding accent label are used to train one of the three classifiers described in Section 4.4.3.

In the testing phase, the utterance modeling approach applied in the training phase is used to extract a high dimensional vector from the utterance of an unseen speaker. Then the trained classifier uses the extracted vector to recognize the accent of the test speaker.

4.5 Experimental Setup

4.5.1 Database

The National Institute for Standard in Technology (NIST) has held annual or biannual speaker recognition evaluations (SRE) for the past two decades. With each SRE, a large corpus of telephone (and more recently microphone) conversations are released along with an evaluation protocol. These conversations typically last 5 minutes and originate from a large number of participants for whom additional meta data is recorded—including participant age, language and smoking habits. The NIST databases where chosen for this work due to the large number of speakers and because the total variability
subspace requires a considerable amount of development data for training. The development dataset used to train the total variability subspace and UBM includes over 30,000 speech recordings and was sourced from NIST 2004–2006 SRE databases, LDC releases of Switchboard 2 phase III and Switchboard Cellular (parts 1 and 2).

The NIST 2008 SRE database includes many English utterances from speakers whose native languages are Spanish, Russian, Hindi, etc. The native language of speakers usually affects their English pronunciation, i.e., accented speech, due to transferring the phonological rules from their native language into their English speech and creating innovative pronunciations for English sounds which do not exist in their mother tongue [21]. Unfortunately, the number of utterances in some accents is not high enough to perform our recognition experiments. Consequently, only five accents — Russian (RUS), Hindi (HIN), American English (USE), Thai (THA) and Vietnamese-Cantonese (VIE-YUH) — with
enough available recordings are chosen for our experiments. These utterances are extracted from telephone recordings of the core protocol, short2-short3, of the NIST 2008 SRE database. Note that since a fraction of Vietnamese Americans consists of Hoa people whose native language is Cantonese, Vietnamese and Cantonese are considered as one category in our experiments. Table 4.1 lists the number of utterances and speakers for each accent.

4.5.2 Performance Measure

The effectiveness of the proposed method is evaluated using the percentage of correctly classified utterances \( P_{cc} \) and minimum log-likelihood-ratio cost \( C_{\text{llr}}^{\text{min}} \) \cite{22,23}. This section briefly describes the applied performance measure methods.

### Percentage of Correctly Classified Utterances

\( P_{cc} \) is a simple performance measure which can be calculated using the following relation.

\[
P_{cc} = \frac{\kappa_{cc}}{\kappa} \times 100
\]

where \( \kappa_{cc} \) and \( \kappa \) denote the number of correctly classified utterances and the total number of utterances in the test dataset respectively.

### Log-Likelihood Ratio Cost

Log-Likelihood Ratio Cost \( C_{\text{llr}} \) is an application-independent performance measure for recognizers with soft decisions output in the form of log-likelihood-ratios. This performance measure, which has been adopted for use in the NIST SRE, was initially developed for binary classification problems such as

<table>
<thead>
<tr>
<th>Accent</th>
<th>Number of Utterances</th>
<th>Number of Speakers</th>
</tr>
</thead>
<tbody>
<tr>
<td>USE</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>THA</td>
<td>63</td>
<td>41</td>
</tr>
<tr>
<td>RUS</td>
<td>49</td>
<td>32</td>
</tr>
<tr>
<td>HIN</td>
<td>62</td>
<td>39</td>
</tr>
<tr>
<td>VIE-YUH</td>
<td>101</td>
<td>69</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>359</strong></td>
<td><strong>265</strong></td>
</tr>
</tbody>
</table>
speaker recognition. It is extended to multi-class classification problems such as language recognition later in 2006 [22]. $C_{llr}$ ranges between zero and infinity. For a perfect classifier without errors $C_{llr}$ equals to zero, otherwise it is a positive number. The reference level of $C_{llr}$ for indicating the effectiveness of classifier is $\log_2 D$, e.g. for a two class recognition problem reference level is $\log_2 D = 1$. For a useful recognizer, $C_{llr} < \log_2 D$ and for a poor input scores $C_{llr} > \log_2 D$, indicating that it would be better to apply prior information rather than the recognizer [22].

$C_{llr}^{min}$ represents the minimum possible $C_{llr}$ which can be achieved for an optimally calibrated system.

### 4.6 Results

In this section, the performances of nine developed systems are evaluated and compared. The acoustic feature consists of 20 Mel-Frequency Cepstrum Coefficients (MFCCs) including energy appended with their first and second order derivatives, forming a 60 dimensional acoustic feature vector. This type of feature is very common in state-of-the-art i-vector based speaker recognition systems. To have more reliable features, Wiener filtering, speech activity detection [24] and feature warping have [25] been considered in front-end processing.

For the evaluation, a one speaker hold out training-testing strategy is adopted so that test speaker utterances are never included in the training set. In other words, 265 (total number of speakers in the database) independent experiments have been run. In each experiment, all utterances of a new speaker are used as testing and the rest of the utterances are used for training.

Table 4.2 lists the $P_{cc}$ and $C_{llr}^{min}$ for all nine developed systems. For the SVM classifier different kernels have been tested and Table 4.2 shows only the best results obtained by the linear kernel. As it can be seen from Table 4.2, both classifier types and utterance modelling methods influence the recognition accuracy. While in SVM and NBC classification algorithms the i-vector framework leads to the most accurate recognition, for the SRC algorithm, GWS provides the best results.

The results also show that the NBC algorithm is not effective in this case. It can be due to high dimensionality of input features which increases class conditional dependency violating the naive assumption of the NBC (class conditional independence).
Table 4.2: Comparison of various i-vector, GWS and GMS based systems. The results are given in $P_{cc}$ and $C_{llr}^{\text{min}}$.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Feature</th>
<th>$P_{cc}$(%)</th>
<th>$C_{llr}^{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>GMS</td>
<td>53</td>
<td>2.03</td>
</tr>
<tr>
<td></td>
<td>GWS</td>
<td>58</td>
<td>1.92</td>
</tr>
<tr>
<td></td>
<td>i-vector</td>
<td>56</td>
<td>1.77</td>
</tr>
<tr>
<td>NBC</td>
<td>GMS</td>
<td>47</td>
<td>2.12</td>
</tr>
<tr>
<td></td>
<td>GWS</td>
<td>48</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>i-vector</td>
<td>52</td>
<td>1.97</td>
</tr>
<tr>
<td>SRC</td>
<td>GMS</td>
<td>49</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>GWS</td>
<td>56</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>i-vector</td>
<td>41</td>
<td>2.08</td>
</tr>
</tbody>
</table>

Table 4.2 also illustrates that the GWS and the i-vector utterance modelling approaches are more effective than the GMS method in this non-native accents recognition task.

### 4.6.1 Feature Level Fusion

Many researches confirm the effectiveness of score level fusion [3, 26]. However, this type of fusion requires a development dataset which is not available in this task due to the limited number of utterances per accent. In this chapter, we employed feature level fusion requiring only one learning stage while taking advantage of mutual information [27]. In this type of fusion, the extracted i-vector, GWS and GMS of each utterance are concatenated to form a high dimensional supervector representing the utterance. Table 4.3 lists the results of NBC, SVM and SRC after feature level fusion. It shows that the accuracy of accent recognition increases after the fusion when SRC is applied for the classification. However, this improvement is not observed when NBC or SVM are employed.

Table 4.3: Comparison of NBC, SVM and SRC after feature level fusion. The results are given in $P_{cc}$ and $C_{llr}^{\text{min}}$.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Feature</th>
<th>$P_{cc}$(%)</th>
<th>$C_{llr}^{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBC</td>
<td>i-vector-GWS-GMS</td>
<td>50</td>
<td>2.07</td>
</tr>
<tr>
<td>SVM</td>
<td>i-vector-GWS-GMS</td>
<td>56</td>
<td>1.84</td>
</tr>
<tr>
<td>SRC</td>
<td>i-vector-GWS-GMS</td>
<td>58</td>
<td>1.63</td>
</tr>
</tbody>
</table>
Table 4.4: The confusion matrix of accent recognition for i-vector-GWS-GMS-SRC system. The results are given in percentage

<table>
<thead>
<tr>
<th></th>
<th>Predicted</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>USE</td>
<td>THA</td>
<td>RUS</td>
<td>HIN</td>
</tr>
<tr>
<td>USE</td>
<td>65</td>
<td>4</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>THA</td>
<td>14</td>
<td>46</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>RUS</td>
<td>27</td>
<td>0</td>
<td>43</td>
<td>14</td>
</tr>
<tr>
<td>HIN</td>
<td>8</td>
<td>5</td>
<td>3</td>
<td>60</td>
</tr>
<tr>
<td>VIE-YUH</td>
<td>15</td>
<td>14</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 4.4 illustrates the results of i-vector-GWS-GMS-SRC system as a confusion matrix. As it can be interpreted from this table, the recognition accuracy for all accents is noticeably higher than the chance level which confirms the efficiency of the proposed approach.

### 4.7 Conclusions

In this chapter, we have investigated the effectiveness of the GMS, GWS and i-vector utterance representation approaches for accent recognition on a spontaneous and real speech database formed by extracting English utterances with Russian, Hindi, American English, Thai, Vietnamese and Cantonese accents from the NIST 2008 SRE database. For each utterance modeling method, three different classifiers, namely SVM, NBC and SRC, have been employed to find out suitable matches between the utterance modelling schemes and the classifiers. The study results show that GWSs and i-vectors are more effective than GMS in this accent recognition task. Among the employed classifiers, the best matches for i-vector and GWS are SVM and SRC respectively. Furthermore, feature level fusion was found to be marginally effective in increasing the accent recognition accuracy, when SVM or SRC were applied as classifiers.

### 4.8 References


Chapter 5

Language and dialect recognition using non-negative factor analysis

This chapter is based on the following article:
5.1 Abstract

Recent studies show that Gaussian mixture model (GMM) weights carry less, yet complementary, information to GMM means for language and dialect recognition. However, state-of-the-art language recognition systems usually do not use this information. In this research, a non-negative factor analysis (NFA) approach is developed for GMM weight decomposition and adaptation. This modeling, which is conceptually simple and computationally inexpensive, suggests a new low-dimensional utterance representation method using a factor analysis similar to that of the i-vector framework. The obtained subspace vectors are then applied in conjunction with i-vectors to the language/dialect recognition problem. The suggested approach is evaluated on the NIST 2011 and RATS language recognition evaluation (LRE) corpora and on the QCRI Arabic dialect recognition evaluation (DRE) corpus. The assessment results show that the proposed adaptation method yields more accurate recognition results compared to three conventional weight adaptation approaches, namely maximum likelihood re-estimation, non-negative matrix factorization, and a subspace multinomial model. Experimental results also show that the intermediate-level fusion of i-vectors and NFA subspace vectors improves the performance of the state-of-the-art i-vector framework especially for the case of short utterances.

5.2 Introduction

Language and dialect/accent recognition has received increased attention during the recent decades due to its importance for the enhancement of automatic speech recognition (ASR) [1, 2], multi-language translation systems, service customization, targeted advertising, and forensics softwares [3, 4].

Although research on text-independent language/dialect identification started in the early 1970s [5, 6], it remains a challenging task due to similarities of acoustic phonetics, phonotactics, and prosodic cues across different languages/dialects. Furthermore, in many practical cases we have no control over the available speech duration, channel characteristics, and noise level.

Recent language/dialect recognition techniques can be divided into phonotactic, and acoustic approaches [7]. Since phonotactic features and acoustic (spectral and/or prosodic) features provide complementary cues, state-of-the-art methods usually apply a combination of both through a fusion of their output scores [7]. A phone recognizer followed by language models (PRLM), parallel PRLM (PPRLM) and support vector machines PRLM techniques developed within the language recognition area, are successful phonotactic methods focusing on phone sequences as an important characteristic of different accents [8, 9].
The acoustic approaches, which are the main focus of this chapter, enjoy the advantage of requiring no specialized language knowledge [7]. One effective acoustic method for accent recognition involves modeling speech recordings with Gaussian mixture model (GMM) mean supervectors before using them as features in a support vector machine (SVM) [7]. Similar Gaussian mean supervector techniques have been successfully applied to different speech analysis problems such as speaker recognition [10]. While effective, these features are of a high dimensionality resulting in high computational cost and difficulty in obtaining a robust model in the context of limited data. In the field of speaker recognition, recent advances using so-called i-vectors [11] have increased the classification accuracy considerably. The i-vector framework, which provides a compact representation of an utterance in the form of a low-dimensional feature vector, applies a simple factor analysis on GMM means. The same idea was also effectively applied in language/dialect recognition and speaker age estimation [12–14].

Recent studies show that GMM weights, which entail a lower dimension compared to Gaussian mean supervectors, carry less, yet complementary, information to GMM means [14–16]. Zhang et al. applied GMM weight adaptation in conjunction with mean adaptation for a large vocabulary speech recognition system to improve the word error rate [16]. Li et al. investigated the application of GMM weight supervectors in speaker age group recognition and showed that score-level fusion of classifiers based on GMM weights and GMM means improves recognition performance [15]. In [14] the feature level fusion of i-vectors, GMM mean supervectors, and GMM weight supervectors is applied to improve the accuracy of accent recognition.

Three main approaches have been suggested for GMM weights adaptation namely maximum likelihood re-estimation (ML) [17], non-negative matrix factorization (NMF) [16] and subspace multinomial model (SMM) [18]. The ML approach is conceptually simple and computationally inexpensive. However, the generalization of the adapted model is not guaranteed and only the observed weights are updated appropriately and the rest will be zero. This disadvantage affects the system performance especially for the case of short speech signals. The NMF expresses the adapted weights as a linear combination of a small number of latent vectors that are estimated on the training data [16]. This approach reduces the number of parameters that must be estimated from the enrollment data, and hence is more reliable in the context of short utterances. In this approach, the subspace matrix and the subspace vectors are assumed to be non-negative. This assumption makes the estimation of the subspace matrix more difficult. NMF is also very sensitive to initialization of the subspace matrix, which is often performed randomly. Inspired from the i-vector framework, Kockmann et al. introduced an approach for Gaussian weight supervector
decomposition for prosodic speaker verification [18]. The same approach was also used to apply intersession compensation in the context of phonotactic language recognition [19]. Soufifar et al. applied the same approach to extract low-dimensional phonotactic features for LRE [20, 21]. Although this method is attractive, it is computationally complex, and hence very time consuming.

In this research, we try to develop a new subspace method for GMM weight adaptation based on a factor analysis similar to that of the i-vector framework. In this method, namely non-negative factor analysis (NFA), the applied factor analysis is constrained such that the adapted GMM weights are non-negative and sum up to one. The proposed method is computationally simple and considerably faster than SMM. It also provides a wider bound for the adapted weights compared to that of the NMF. The obtained subspace vectors are applied to language and dialect recognition on three corpora, namely NIST 2011 LRE, QCRI Arabic DRE and RATS LRE. The GMM weight subspace vectors are fused with i-vectors effectively to form new vectors representing the utterances to improve the performance of the state-of-the-art i-vector framework for the language and dialect recognition tasks.

The rest of this chapter is organized as follows. Section 5.3 presents the background, and briefly describes the applied baseline systems. In Section 5.4, the proposed method is elaborated in detail. The evaluation results are presented and discussed in section 5.6. The chapter ends with conclusions in section 5.7.

## 5.3 Background

### 5.3.1 Problem Formulation

In the language/dialect recognition problem, we are given a training dataset \( S^{tr} = \{(\mathcal{X}_1, y_1), \ldots, (\mathcal{X}_s, y_s), \ldots, (\mathcal{X}_S, y_S)\} \), where \( \mathcal{X}_s \) denotes the \( s^{th} \) utterance of the training dataset, and \( y_s \) denotes a label vector that shows the correct language/dialect of the utterance. Each label vector contains a one in the \( d^{th} \) row if \( \mathcal{X}_s \) belongs to the \( d^{th} \) class, and zeros elsewhere (the total number of categories is \( D \)). The goal is to approximate a classifier function \( (g) \), such that for an unseen observation \( \mathcal{X}^{tst} \), \( y = g(\mathcal{X}^{tst}) \) is as close as possible to the true label.

The first step for approximating the function \( g \) is converting variable-duration speech signals into fixed-dimensional vectors suitable for classification algorithms. In this research, i-vectors, the GMM weight supervectors obtained by the ML method, the NMF subspace vectors, the SMM subspace vectors, and the NFA
subspace vectors are applied for this purpose, which are described in the following sections.

5.3.2 Universal Background Model

Consider a Universal Background Model (UBM) with the following likelihood function of data $\mathcal{X} = \{x_1, \ldots, x_t, \ldots, x_\tau\}$.

$$p(x_t | \lambda) = \sum_{c=1}^{C} b_c p(x_t | \mu_c, \Sigma_c)$$

$$\lambda = \{b_c, \mu_c, \Sigma_c\}, \ c = 1, \ldots C,$$  \hspace{1cm} (5.1)

where $x_t$ is the acoustic vector at time $t$, $b_c$ is the mixture weight for the $c^{th}$ mixture component, $p(x_t | \mu_c, \Sigma_c)$ is a Gaussian probability density function with mean $\mu_c$ and covariance matrix $\Sigma_c$, $C$ is the total number of Gaussians in the mixture, and $\tau$ is the total number of frames in the utterance. The parameters of the UBM – $\lambda$ – are estimated on a large amount of training data representing different classes (languages/dialects).

5.3.3 i-vector Framework

One effective acoustic method for language/dialect recognition involves adapting UBM Gaussian means to the speech characteristics of the utterances. Then the Gaussian means of each adapted GMM are extracted and concatenated to form a supervector. Finally, the obtained Gaussian mean supervectors, which characterize the corresponding utterance, are applied to identify the language/dialect [2]. This method has been shown to provide a good level of performance in language/dialect recognition [2]. Recent progress in this field, however, has found an alternate method of modeling GMM mean supervectors that provides superior recognition performance [12]. This technique assumes the GMM mean supervector, $m$, can be decomposed as

$$m = u + Tv,$$  \hspace{1cm} (5.2)

where $u$ is the mean supervector of the UBM, $T$ spans a low-dimensional subspace and $v$ are the factors that best describe the utterance-dependent mean offset $Tv$. The vector $v$ is treated as a latent variable with the standard normal prior and the i-vector is its maximum-a-posteriori (MAP) point estimate. The subspace matrix $T$ is estimated via maximum likelihood in a large training dataset. An efficient procedure for training $T$ and for MAP adaptation of i-vectors can be found in [22]. In this approach, i-vectors are the low-dimensional
representation of an audio recording that can be used for classification and estimation purposes.

### 5.3.4 Conventional GMM Weight Adaptation Approaches

In this section, three main approaches of Gaussian weights adaptation are briefly described. In this chapter, the UBM weight and the adapted weight of the $c^{th}$ Gaussian are denoted by $b_c$ and $w_c$ respectively.

#### Maximum Likelihood Re-estimation

In this method, the adapted weights $w_c$ are obtained by maximizing the log-likelihood of Eq. 5.1 over the Gaussian weights. Rather than directly maximizing the log-likelihood of Eq. 5.1 we can also maximize the following auxiliary function over $w_c$

$$\Phi(\lambda, w_c) = \sum_{t=1}^{\tau} \sum_{c=1}^{C} \gamma_{c,t} \log w_c p(x_t | \mu_c, \Sigma_c).$$

(5.3)

where $\gamma_{c,t}$ is the occupation count for the $c^{th}$ mixture component and the $t^{th}$ segment. Occupation counts are calculated as follows:

$$\gamma_{c,t} = \frac{b_c p(x_t | \mu_c, \Sigma_c)}{\sum_{c=1}^{C} b_c p(x_t | \mu_c, \Sigma_c)}$$

(5.4)

Maximizing Eq.5.3, will maximize the data likelihood [23].

Since $p(x_t | \mu_c, \Sigma_c)$ remain unchanged in this maximization process, the auxiliary function Eq. 5.3 can be simplified to

$$\Phi(\lambda, w_c) = \sum_{t=1}^{\tau} \sum_{c=1}^{C} \gamma_{c,t} \log w_c,$$

(5.5)

Finally, the adapted weights $w_c$ after the first Expectation Maximization (EM) iteration are obtained as follows:

$$w_c = \frac{1}{\tau} \sum_{t=1}^{\tau} \gamma_{c,t}$$

(5.6)

Although maximum likelihood results are not yet reached after the first EM iteration, we will refer to this approach as ML re-estimation. In this chapter, neither in the ML re-estimation scheme nor in the weight adaptation methods given below, iterative re-insertion of the obtained adapted weights into $\gamma_{c,t}$ is used, i.e. the occupation counts $\gamma_{c,t}$ are obtained from the UBM and are kept fixed during the adaptation process.
Non-negative Matrix Factorization

The main assumption of the NMF based method [16] is that for a given utterance,

\[ w_c = \mathbf{B}_c \mathbf{h}, \quad (5.7) \]

where \( \mathbf{B}_c \) is a non-negative row vector forming the \( c^{th} \) row of the non-negative subspace matrix \( \mathbf{B} \), and \( \mathbf{h} \) is a low-dimensional and non-negative vector representing the utterance. In this method, \( \mathbf{B} \) and \( \mathbf{h} \) are initialized randomly, and then updated using the following multiplicative updating rules [24] to maximize the objective function Eq. 5.5.

\[
\begin{align*}
\mathbf{B}_{c,\ell} &\leftarrow \mathbf{B}_{c,\ell} \frac{\sum_s \mathbf{H}_{\ell,s} \bar{\gamma}_c(\mathbf{x}_s)/(\mathbf{B}\mathbf{H})_{c,s}}{\sum_t \mathbf{H}_{\ell,t}} \\
\mathbf{H}_{\ell,s} &\leftarrow \mathbf{H}_{\ell,s} \frac{\sum_c \mathbf{B}_{c,\ell} \bar{\gamma}_c(\mathbf{x}_s)/(\mathbf{B}\mathbf{H})_{c,s}}{\sum_j \mathbf{B}_{j,\ell}},
\end{align*}
\]

(5.8)  

(5.9)

where \( \bar{\gamma}_c(\mathbf{x}_s) = \sum_t \gamma_{c,t}(\mathbf{x}_s) \) and \( \mathbf{H} = [\mathbf{h}_1 \ldots \mathbf{h}_s \ldots \mathbf{h}_S]. \)

The adapted GMM weights are constrained to be non-negative and sum up to one. Since all elements of subspace matrix \( \mathbf{B} \), and subspace vector \( \mathbf{h} \) are non-negative, the adapted weights using NMF are also non-negative. To keep the sum of adapted GMM weights equal to one, the columns of subspace matrix \( \mathbf{B} \) are normalized to sum up to one after updating it in each iteration. This normalization is also performed for the subspace vector \( \mathbf{h} \). Details of this parameter re-estimation method can be found in [16].

The subspace matrix \( \mathbf{B} \) is estimated over a large training dataset. It is then used to extract a subspace vector \( \mathbf{h} \) for each utterance in train and test datasets. The obtained subspace vectors representing the utterances in train and test datasets can be used to classify languages/dialects.

Subspace Multinomial Model

Kockmann et al. introduced the SMM approach for Gaussian weight adaptation and decomposition with application to prosodic speaker verification [18]. The main assumption of this method is that for a given utterance,

\[
w_c = \frac{\exp(z_c + \mathbf{A}_c \mathbf{q})}{\sum_{j=1}^{C} \exp(z_j + \mathbf{A}_j \mathbf{q})},
\]

(5.10)

where \( z_c \) is the \( c^{th} \) element of the origin of the supervector subspace, \( \mathbf{A}_c \) is the \( c^{th} \) row of the subspace matrix and \( \mathbf{q} \) is a low-dimensional vector representing the utterance.
In this method, $A_c$ and $q$ are estimated using a two-stage iterative algorithm similar to EM to maximize the objective function (5.5). For each stage of the EM-like algorithm, an iterative optimization approach similar to that of the Newton-Raphson scheme is applied as follows:

$$A_c \leftarrow A_c + H_c^{-1} \Upsilon_c$$

$$q_s \leftarrow q_s + H_s^{-1} \Upsilon_s,$$

where $\Upsilon_c$ and $H_c$ are the gradient of the auxiliary function with respect to $A_c$ and its corresponding approximated Hessian matrix respectively. Similarly $\Upsilon_s$ and $H_s$ denote the gradient of the auxiliary function with respect to $q_s$ and its corresponding approximated Hessian matrix respectively. $\Upsilon_c$, $H_c$, $\Upsilon_s$, and $H_s$ are obtained as follows:

$$\Upsilon_c = \sum_{s=1}^{S} \left( \tilde{\gamma}_c(X_s) - w_{c,s}^{old} \sum_{c=1}^{C} \tilde{\gamma}_c(X_s) \right) q_s'$$

$$H_c = \sum_{s=1}^{S} \max \left( \tilde{\gamma}_c(X_s), w_{c,s}^{old} \sum_{c=1}^{C} \tilde{\gamma}_c(X_s) \right) q_s q_s'^T$$

$$\Upsilon_s = \sum_{c=1}^{C} A_c' \left( \tilde{\gamma}_c(X_s) - w_{c,s}^{old} \sum_{i=1}^{C} \tilde{\gamma}_i(X_s) \right)$$

$$H_s = \sum_{c=1}^{C} A_c'A_c \max \left( \tilde{\gamma}_c(X_s), w_{c,s}^{old} \sum_{i=1}^{C} \tilde{\gamma}_i(X_s) \right),$$

where $'$ denotes the symbol for transpose and $w_{c,s}^{old}$ is the $c^{th}$ adapted weight for the $s^{th}$ adaptation utterance obtained using the parameters from the preceding iteration.

Details of this parameter re-estimation approach, which involves calculation of the Hessian matrix and estimating the subspace vectors one-by-one, can be found in [18]. The subspace matrix $A$ is estimated over a large training dataset. It is then used to extract a subspace vector $q$ for each utterance in train and test datasets. The obtained subspace vectors representing the utterances in train and test datasets are used to classify languages/dialects.

### 5.4 Non-negative Factor Analysis

In this section, a new subspace method, namely Non-negative Factor Analysis (NFA), is introduced for GMM weight adaptation. The basic assumption of this
method is that for a given utterance, the \( c^{th} \) Gaussian weight of the adapted GMM \((w_c)\) can be decomposed as follows

\[
 w_c = b_c + L_c r, \tag{5.17}
\]

where \( b_c \) is the \( c^{th} \) weight of the UBM. \( L_c \) denotes the \( c^{th} \) row of the matrix \( L \), which is a matrix of dimension \( C \times \kappa \) spanning a low-dimensional subspace \((\kappa \ll C)\); \( r \) is a \( \kappa \)-dimensional vector that best describes the utterance-dependent weight offset \( Lr \).

In this framework, neither subspace matrix \( L \) nor subspace vector \( r \) are constrained to be non-negative. However, unlike the i-vector framework, the applied factor analysis for estimating the subspace matrix \( L \) and the subspace vector \( r \) is constrained such that the adapted GMM weights are non-negative and sum up to one. The procedure of calculating \( L \) and \( r \) involves a two-stage algorithm similar to EM to maximize the objective function (5.5). In the first stage, \( L \) is assumed to be known, and we try to update \( r \). Similarly in the second stage, \( r \) is assumed to be known and we try to update \( L \). Each step is elaborated in the next subsections.

The subspace matrix \( L \) is estimated over a large training dataset. It is then used to extract a subspace vector \( r \) for each utterance in train and test datasets. The obtained subspace vectors representing the utterances in train and test datasets are used to classify languages and dialects in this chapter.

### 5.4.1 Updating Subspace Vector \( r \)

In the first stage of the applied iterative optimization procedure, vector \( r \) is estimated as follows:

**Constrained optimization problem**

Substituting \( w_c \) by \( b_c + L_c r \) in the objective function of Eq. 5.5, we obtain

\[
 \Phi(\lambda, r) = \sum_{t=1}^{\tau} \sum_{c=1}^{C} \gamma_{c,t} \log (b_c + L_c r) \tag{5.18}
\]

or

\[
 \Phi(\lambda, r) = \bar{\gamma}(\lambda') \log (b + Lr), \tag{5.19}
\]

where the log operates element-wise. \( b \) and \( \bar{\gamma}(\lambda') \) are obtained as follows,

\[
 \bar{\gamma}(\lambda') = \sum_{t} [\gamma_{1,t} \ldots \gamma_{C,t}]'
\]
Given an utterance $\mathcal{X}$, a maximum likelihood estimation of $r$ can be found by solving the following constrained optimization problem:

$$
\max_r \Phi(\lambda, r) \quad (5.22)
$$

Subject to

$$
1(b + Lr) = 1 \quad \text{Equality constraint}
$$

$$
b + Lr > 0 \quad \text{Inequality constraint},
$$

where $1$ is a row vector of dimension $C$ with all elements equal to 1. This constrained optimization problem has the following analytical solution for a square full-rank $L$ (the proof for this relation is given in Appendix I):

$$
r(\mathcal{X}) = L^{-1} \left[ \frac{1}{\tau} \tilde{\gamma}(\mathcal{X}) - b \right] \quad (5.23)
$$

For a skinny $L$, where the number of rows is greater than the number of columns, solving this constrained optimization problem involves using iterative optimization approaches. Solving a constrained optimization problem is usually more time-consuming compared to an unconstrained one. Therefore, we relax the constraints, and convert the problem to an unconstrained optimization by the following simple tricks.

**Reformulation of the equality constraint**

The equality constraint is

$$
1b + 1Lr = 1. \quad (5.24)
$$

We know that the UBM weights sum up to one, or $1b = 1$. Hence

$$
1Lr = 0. \quad (5.25)
$$

If $1$ is orthogonal to all columns of $L$, i.e., $1L = 0$, the constraint of Eq. 5.25 holds for any possible $r$. In the second stage of optimization, $L$ is calculated such that $1L = 0$ holds.

**Relaxing the inequality constraint**

As can be seen in Eq. 5.22 there are $C$ inequality constraints. If any inequality constraints are violated, the cost function of Eq. 5.22 cannot be evaluated.
In numerical optimization, if we start from a feasible point, there will be a "wall" over which we cannot climb, as the cost function becomes infinite at the boundary. Therefore, by controlling the steps of the maximization approach, violating the inequality constraint can be easily avoided. The exception is when any component of $\tilde{\gamma}'(\mathcal{X})$ is zero. To avoid this problem, we replace zero elements of $\tilde{\gamma}'(\mathcal{X})$ by very small positive values.

Maximization using gradient ascent

By simplifying the problem to an unconstrained maximization, different optimization techniques can be applied to obtain the maximum likelihood estimate of $r$ in a reasonable time. We use a simple gradient ascent method with the following updating formula,

$$ r \leftarrow r + \alpha_E \nabla \Phi(\lambda, r) \quad (5.26) $$

where $\nabla \Phi(\lambda, r) = L' \left[ \frac{\tilde{\gamma}'(\mathcal{X})}{b + Lr(\mathcal{X})} \right], \quad (5.27)$

and

$$\nabla \Phi(\lambda, r) = L' \left[ \frac{\tilde{\gamma}'(\mathcal{X})}{b + Lr(\mathcal{X})} \right], \quad (5.27)$$

where $\nabla \Phi(\lambda, r)$ denotes the element-wise division, $\alpha_E$ is the learning rate and $\nabla$ denotes gradient operator. In the first step of this method, $\alpha_E$ is set to a non-critical (non-negative) value and then it is reduced at each unsuccessful step (e.g. halved) and increased in each successful step (multiplied by $1.5$). An unsuccessful iteration is when $\Phi(\lambda, r)$ decreases or any of the inequality constraints are violated. On our data, six successful gradient ascent iterations were enough for convergence of subspace vectors $r$.

Initialization

Like many optimization problems, a bad initialization leads to a bad result. In this section, we try to obtain a reasonable initial point to be used in the iterative optimization algorithm. As mentioned, the constrained optimization problem has an analytical solution in the case of a square full-rank $L$ given in Eq. 5.23. After reformulation explained in Section 5.4.1, $L$ is never of full-rank. However, for a skinny $L$, we can use the Moore-Penrose pseudo-inverse instead of the inverse to obtain a vector of the same dimension as $r$.

$$ r_{pinv} = L^\dagger \left[ \frac{1}{\tau} \tilde{\gamma}(\mathcal{X}) - b \right] \quad (5.28) $$

where $\dagger$ is the sign for Moore-Penrose pseudo-inverse; $r_{pinv}$ is an optimal solution for minimizing the Euclidean distance between $\frac{1}{\tau} \tilde{\gamma}$ and $b + Lr$. However, this
solution \((r_{\text{pinv}})\) may violate the inequality constraints of the problem, and hence be unfeasible. Since \(w_c = b_c + L_c r\) and \(b_c\) are non-negative, a \(r\) with sufficiently small elements satisfies the inequality constraints. Therefore, by multiplying a small value \(\theta\) to \(r_{\text{pinv}}\), we obtain a feasible initial point as follows:

\[
r_0 = \theta r_{\text{pinv}}
\]

We start from \(\theta = 1\) and reduce (half) it until reaching a feasible initial point. On our data, \(\theta = 0.1\) has been found small enough to obtain a feasible initial point.

### 5.4.2 Updating Subspace Matrix \(L\)

In the M-step, assuming \(r\) is known for all utterances in the training database, matrix \(L\) can be obtained by solving the following constrained optimization problem.

\[
\max_{L} \tilde{\Phi}(\lambda, L)
\]

Subject to

\[
1(b + Lr(X_s)) = 1 \quad \text{Equality constraint}
\]

\[
b + Lr(X_s) > 0 \quad \text{Inequality constraint}
\]

\[s = 1, \ldots S,\]

where

\[
\tilde{\Phi}(\lambda, L) = \sum_s \gamma'(X_s) \log [b + Lr(X_s)]
\]

This constrained optimization problem has no analytical solution. Therefore, iterative optimization approaches are required.

As mentioned in Section 5.4.1, violating the inequality constraints can be avoided easily in numerical optimization by starting from a feasible initial point and controlling the step size.

All equality constraints can be simplified to a single constraint \(1L = 0\) using the same trick mentioned in Section 5.4.1. To solve the resulting optimization problem with equality constraint \(1L = 0\), a projected gradient algorithm [25] is
applied.

\[
\mathbf{L}_i \leftarrow \mathbf{L} + \alpha_M \mathcal{P} \nabla \tilde{\Phi}(\lambda, \mathbf{L})
\]  
\[
\nabla \tilde{\Phi}(\lambda, \mathbf{L}) = \sum_s \frac{\tilde{\gamma}(\mathcal{X}_s)}{[\mathbf{b} + \mathbf{Lr}(\mathcal{X}_s)]} \mathbf{r}'(\mathcal{X}_s)
\]  
\[
\mathcal{P} = \mathbf{I} - \frac{1}{\mathbf{C}'} \mathbf{1}' \mathbf{1},
\]  

where \(\alpha_M\) is the learning rate, \(\mathbf{I}\) is an identity matrix of size \(\mathbf{C}\), and \(\mathcal{P}\) is a projection also called the centering matrix. In the first step of this algorithm, \(\alpha_M\) is set to a non-critical (non-negative) value and then it is reduced at each unsuccessful step (halved) and increased in each successful step (multiplied by 1.5). An unsuccessful iteration is when \(\tilde{\Phi}(\lambda, \mathbf{L})\) decreases, or any of the inequality constraints are violated. On our data, six successful gradient ascent iterations were enough for convergence of subspace matrix \(\mathbf{L}\).

Initialization

We use Principal Component Analysis (PCA) for initialization of \(\mathbf{L}\). In other words, we first form matrix \(\mathbf{N}\) from the ML estimations of GMM weights for all training utterances as follows:

\[
\mathbf{N} = \begin{bmatrix}
\tilde{\gamma}(\mathcal{X}_1) \\
\tau(1) \\
\vdots \\
\tilde{\gamma}(\mathcal{X}_s) \\
\tau(s) \\
\vdots \\
\tilde{\gamma}(\mathcal{X}_S) \\
\tau(S)
\end{bmatrix}
\]  

Then, the first \(\kappa\) principal components of \(\mathbf{N}\) with high eigenvalues are used as initial point of \(\mathbf{L}\) for maximization of \(\Phi(\lambda, \mathbf{L})\).

5.5 Comparison between NMF, SMM and NFA

In this section, flexibility and computational cost of NMF, SMM, and NFA are compared.

5.5.1 Modeling

Figure 5.1 shows the adapted weights of the UBM with three Gaussians using the ML re-estimation approach described in Section 5.3.4. In this figure, each dot shows the adapted weights using the ML approach for an utterance. Since the GMM weights are constrained to be positive, and sum up to 1, they are
Figure 5.1: The adapted weights of the UBM with three Gaussians using the ML method.

embedded in a simplex. As shown in this figure, the adapted weights using the ML method can be very small—zero or very near zero—because the adapted weights of unobserved Gaussians or weakly observed Gaussians are zero or very near zero respectively. Consider the utterances and the UBM of Figure 5.1. Given these utterances as the training dataset, NMF, SMM and NFA are used to estimate a subspace matrices $\mathbf{B}$, $\mathbf{T}$ and $\mathbf{L}$ respectively.

For NMF, the straight line in Figure 5.2 shows the set of any possible adapted weights obtained using the estimated subspace matrix $\mathbf{B}$, which is of dimension $3 \times 2$ and was estimated after 300 iterations of the multiplicative updating algorithm [24] starting from a random initialization. Since $\mathbf{h}$ is non-negative and is normalized such that its elements sum up to one, the adapted weights using Eq. 5.7 make a convex combination of the columns of $\mathbf{B}$. Hence, the adapted weights are constrained to a bounded straight line on the simplex, as shown in Figure 5.2. As can be seen in this figure, although there are some data points near the border of the simplex, the straight line does not hit the border of the simplex. This shows that the subspace matrix $\mathbf{B}$ was not estimated appropriately. A closer analysis shows that this effect can be attributed to both slow convergence and falling into local minima. Depending on the initial value of $\mathbf{B}$, NMF may converge to an appropriate subspace matrix and the straight line can hit the border of the simplex. The multiplicative updating algorithm [24] does not guarantee convergence to the global minimum and is very sensitive to initialization, which is performed randomly in this example.
In the GMM weight adaptation problem, where the dimension of input data and the number of training datapoints are considerably greater than those of this example, this problem is expected to be even more challenging.

For the SMM, the curved line in Figure 5.3 shows the set of any possible adapted weights obtained using the estimated subspace matrix $A$, which is of dimension $3 \times 1$. Since $q$ is of dimension 1, and is not bounded, the adapted weights using Eq. 5.10 are embedded in a curved line hitting the corners of the simplex as shown in Figure 5.3. Since this curved line necessarily hits two corners of the simplex, the adapted weights can take on very small values for unobserved, or weakly observed, Gaussians in two dimensions as for the ML results. This problem is addressed in [26] by adding a regularization term. However, the regularization parameter requires fine-tuning over a development dataset [26].

For NFA, the straight line in Figure 5.4 shows the set of possible adapted weights obtained using the estimated subspace matrix $L$, which is of dimension $3 \times 1$. Since $r$ is of dimension 1, and is not constrained to be non-negative, the adapted weights using Eq. 5.17 are embedded in a straight line hitting the boundaries of the simplex as shown in Figure 5.4. This straight line does not necessarily hit the corners of the simplex*. This natural constraint makes it less flexible

---

*It nearly hits one corner of the simplex due to specific distribution of the given data in this example. However, this straight line, generally starts from a boundary of the simplex and ends at another boundary of it depending on the distribution of the data.
Figure 5.3: The space of possible adapted weights of a UBM with three Gaussians using SMM.

compared to SMM, where the adapted weights can take very small values due to the constraint that some simplex corner points are necessarily included in the obtained subspace. In contrast, both NMF and NFA avoid this problem because obtained subspaces of these approaches do not necessarily include simplex corners. The main difficulties of obtaining an appropriate subspace matrix in NMF are slow convergence rate, local optima and initialization, which will be further discussed in the next section.

5.5.2 Computation and Initialization

The procedure of updating the subspace matrix, and the subspace vectors is different between the NMF, SMM and NFA frameworks.

In the applied NMF, the subspace matrix and subspace vectors are randomly initialized, and then multiplicative updating rules are applied to update the subspace matrix and subspace vectors. As can be interpreted from Eq. 5.9, in NMF, the computational complexity of updating subspace vector $h$ grows linearly with the subspace dimension. On our data, convergence was obtained in around 300 iterations.

In SMM, the initialization of the subspace matrix is similar to that of NFA, and the initial value of the subspace vectors is considered to be zero. SMM
applies an optimization technique similar to that of Newton-Raphson, where the computational complexity of construction and inversion of the approximated Hessian matrix grows cubically with the subspace dimension. In this procedure, the subspace vectors are estimated one-by-one, which does not allow compilers to optimally exploit the parallelism of modern computer architectures, while matrix formulations as in NMF and NFA, do. On our data, convergence of SMM subspace matrix re-estimation was obtained in 10 iterations.

In NFA, the subspace matrix and subspace vectors are initialized as described in Sections 5.4.2 and 5.4.1, respectively. NFA applies a simple gradient ascent technique to estimate a subspace matrix and subspace vectors. As can be interpreted from Eq. 5.26, the computational complexity in each iteration of updating the subspace vector grows linearly with the subspace dimension. Like in NMF, in this technique, the corresponding subspace vectors for all utterances are treated as a single matrix, and then the gradient ascent technique is applied over the matrix. This makes the optimization significantly faster compared to estimating subspace vector for each utterance one-by-one. In this approach, convergence can be obtained in around 10 iterations of the applied two-stage optimization procedure.

Two-stage optimization approaches in NMF, SMM and NFA do not guarantee the convergence to the global minimum, and hence the initialization of the subspace matrices and the subspace vectors are critical. An important advantage
of SMM and NFA compared to NMF is that the subspace matrices of these methods are not constrained to be non-negative and PCA is used for their initialization as described in Section 5.4.2, while the initialization of the subspace matrix in NMF is more challenging as it is constrained to be non-negative.

To investigate the effect of the applied initialization in NFA, the toy problem of Section 5.5.1 is considered. Figure 5.5 shows the histogram of objective function value of the converged terials for over 850 randomly initialized NFA factorizations (subspace matrix initialization by random non-negative values is often used in NMF). The objective function value after convergence using the suggested initialization, which is shown by a dashed-line in the figure, is greater than that of NFA with random initialization in most of trials. Therefore, the suggested methods in Sections 5.4.2 and 5.4.1 yield a reasonable initial subspace matrix and subspace vectors to be used in the iterative optimization algorithm.

5.6 Experiments and Results

In this section, the performance of the proposed method and its characteristics are investigated on the NIST 2011 LRE, QCRI Arabic DRE and RATS LRE
5.6.1 NIST 2011 LRE

Database

The National Institute of Science and Technology (NIST) 2011 LRE corpus is composed of 24 languages—Bengali, Dari, English-American, English-Indian, Farsi/Persian, Hindi, Mandarin, Pashto, Russian, Spanish, Tamil, Thai, Turkish, Ukrainian, Urdu, Arabic-Iraqi, Arabic-Levantine, Arabic-Maghrebi, Arabic-MSA, Czech, Lao, Punjabi, Polish, and Slovak—collected over telephone conversations and narrowband recordings. This evaluation set is composed of three conditions based on the duration of the test segments. These durations are 30s, 10s, and 3s.

The applied data for training and tuning are similar to that of the MIT Lincoln Laboratory (MITLL) system \[27\] submitted to the NIST 2011 LRE and were collected from the following sources:

- Narrowband recordings collected from VOA broadcasts, Radio Free Asia, Radio Free Europe, and GALE broadcasts.
- Arabic corpora from LDC and Appen data were also obtained from telephone conversations, and some interview data.
- Some extra data were also obtained from Special Broadcast Services (SBS) in Australia.
- NIST 2011 LRE development data also included telephone conversations and narrowband broadcast segments.

UBM and Features

In this experiment, the applied UBM has 2048 mixtures, and acoustic features are exactly the same as that of the MIT Lincoln Laboratory (MITLL) NIST 2011 LRE submission \[27\]. They are based on cepstral features extracted using a sliding window of 20ms length, and 10ms overlap. These features were subjected to vocal tract length normalization followed by RASTA filtering \[28\]. The obtained cepstral features were converted to a Shifted Delta Cepstral (SDC) representation based on the 7-1-3-7 configuration \[29\]. This configuration produces a sequence of vectors of dimension 56. After extracting the SDC features and removing the non-speech frames, the feature vectors are mean and variance normalized over each speech recording. An intersession compensation
technique, named feature Nuisance Attribute Projection (fNAP), is then applied on the features domain, similar to the approach proposed in [30].

**Classification and calibration**

The block-diagram of the applied classification scheme is shown in Figure 5.6. As can be interpreted from this figure, in the training phase, each utterance in the train dataset is converted to a vector using one of the utterance modeling approaches (ML, SMM, NMF, NFA, or i-vector) described in Sections 5.3.4, 5.3.3 and 5.4. Then, the obtained vectors representing the utterances are length normalized –such that their second norm equal to unity– and transformed using linear discriminant analysis (LDA), such that the ratio of the transformed between-class-scatter and the transformed within-class-scatter is maximized [31]. The number of discriminant dimensions in the applied LDA equals the number of categories minus one. The low-dimensional vectors are then transformed using within-class covariance normalization (WCCN) to transform the within-class covariance of the vector space to an identity matrix [32]. In doing so, directions of relatively high within-class variation will be attenuated, and thus prevented from dominating the space [32]. The projection matrices of LDA and WCCN are trained using the training data from all languages. Then, the obtained transformed vectors along with their corresponding language/dialect labels are used to train a scoring approach working based on simplified Von-Mises-Fisher distribution [27]. This scoring approach, labeled as SVMF in this chapter, is described in [27].

![Figure 5.6: The block-diagram of applied classification scheme NIST 2011 LRE and QCRI Arabic DRE experiments.](image-url)
In the testing phase, the utterance modeling approach applied in the training phase is used to extract a vector from the utterance of an unseen speaker. Then the projection matrices of LDA and WCCN calculated in the training phase are applied to transform the obtained vector representing the test utterance to a low-dimensional space. Finally the trained SVMF uses the transformed vector to recognize the language/dialect of the test speaker. The SVMF score of the transformed test vector $\nu_{test}$ for the $d^{th}$ language is obtained as follows

$$S_d = \nu_{test}' \bar{\nu}_d,$$  \hspace{1cm} (5.36)

where $\bar{\nu}_d$ denotes the mean of the transformed vectors for the $d^{th}$ language in the training dataset.

To obtain well-calibrated scores on the evaluation dataset, linear logistic regression calibration [33, 34] is applied in the back-end. In this research, the FoCal Multiclass Toolkit [33] is applied to perform this calibration.

**Performance Measure**

In this experiment, the effectiveness of the proposed method is evaluated using log-likelihood-ratio cost ($C_{llr}$) [34, 35], which is also referred to as multi-class-cross-entropy in literature [36]. $C_{llr}$ is an application-independent performance measure for recognizers with soft decision output in the form of log-likelihood-ratios. This performance measure, which has been adopted for use in the NIST speaker recognition evaluation, was initially developed for binary classification problems such as speaker recognition. It was extended to multi-class classification problems such as language recognition [34] as follows:

$$C_{llr} = \frac{1}{D} \sum_{d=1}^{D} \frac{1}{|\kappa_d|} \sum_{k \in |\kappa_d|} -\log_2 P_{d,k}$$  \hspace{1cm} (5.37)

$$P_{d,k} = \frac{\pi_d S_{d,k}}{\sum_{j} \pi_j S_{j,k}},$$  \hspace{1cm} (5.38)

where $\kappa_d$ is the subset of indices for test samples of class $d$, $|\kappa_d|$ is the total number of samples in the test set belonging to class $d$, $\pi_d$ is the prior probability of $d^{th}$ language class and subscript $k$ denotes the indice for samples in the testing dataset.

$C_{llr}$ ranges between zero and infinity. For a perfect classifier without errors $C_{llr}$ equals to zero, otherwise it is a positive number. The reference level of $C_{llr}$ for indicating the effectiveness of classifier is $\log_2 D$, e.g. for a two class recognition
problem reference level is $\log_2 D = 1$. For a useful recognizer, $C_{llr} < \log_2 D$ and for poor input scores (poor $P_{d,k}$) $C_{llr} > \log_2 D$, indicating that it would be better to apply prior information rather than the recognizer [34].

In this research, we apply the FoCal Multiclass Toolkit [33] to calculate $C_{llr}$.

**Comparison with Baseline Systems**

Figure 5.7 shows the $C_{llr}$ of language recognition for all utterances in testing dataset (regardless of utterance duration) using the proposed method and baseline systems versus the subspace vector dimension. This figure shows that the proposed method and the SMM increase the performance of language recognition compared to the ML weight supervector. It is also shown that the best results of the proposed method and the SMM are obtained at target dimension 800 and 200 respectively and the performance of the proposed method is robust against subspace dimension changes between dimensions 500 and 800.

For comparison purposes, all experiments on NIST 2011 LRE are performed using a computer with CPU model of Intel Xeon E5-1620 0 at 3.60GHz and 16 GB of RAM. Figure 5.8 shows the required computation time (elapsed
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Figure 5.8: The required computation time for estimating the subspace matrices using the proposed method and baseline systems versus subspace vector dimension.

Figure 5.8 shows the language recognition performance using the proposed method and baseline systems in different utterance length conditions. This bar chart demonstrates the results of NMF, SMM and NFA in their best subspace dimension. This figure shows that the proposed method and SMM improve the ML estimations at 3s, 10s, and 30s utterance length conditions. The obtained relative improvements [37] by the NFA compared to the ML baseline system in 3s, 10s and 30s conditions are 2.7%, 8.1%, and 11.6% respectively.

Fusion with i-vector Framework

The goal of this research is improving the recognition accuracy of the state-of-the-art i-vector system. The applied baseline i-vector system in this research is
Figure 5.9: The $C_{llr}$ of language recognition using the proposed method and baseline systems in different utterance length conditions.

Figure 5.10: The block-diagram of utterance modeling in intermediate-level fusion.

classes

the same as the ivec 1 subsystem of the MITLL NIST 2011 LRE submission [27]. The ivec 1 subsystem achieved the highest performance in comparison to other acoustic and phonotactic subsystems of the MITLL submission. To improve this system, an intermediate-level fusion of i-vectors and NFA subspace vectors is proposed. The block-diagram of the applied classification procedure in training and testing phases is the same as Figure 5.6. However, the utterance modeling blocks are replaced with the illustrated block in Figure 5.10. As shown in this figure, each i-vector, which is of dimension 600, is projected to a
Table 5.1: The $C_{llr}$ of language recognition using the proposed method and baseline systems after intermediate-level fusion with i-vectors.

<table>
<thead>
<tr>
<th>Method</th>
<th>3s</th>
<th>10s</th>
<th>30s</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-vector</td>
<td>3.39</td>
<td>1.71</td>
<td>0.775</td>
</tr>
<tr>
<td>i-vector-ML</td>
<td>3.32</td>
<td>1.70</td>
<td>0.773</td>
</tr>
<tr>
<td>i-vector-NMF</td>
<td>3.31</td>
<td>1.66</td>
<td>0.762</td>
</tr>
<tr>
<td>i-vector-SMM</td>
<td>3.30</td>
<td>1.62</td>
<td>0.725</td>
</tr>
<tr>
<td>i-vector-NFA</td>
<td>3.28</td>
<td>1.60</td>
<td>0.717</td>
</tr>
</tbody>
</table>

low-dimensional (the number of categories minus one) space using LDA. The LDA transformation matrix is calculated using all i-vectors in the training dataset. The same procedure is performed on the NFA subspace vectors. Then the obtained low-dimensional vectors are concatenated to form a new vector. Then, the obtained vectors modeling the utterances are applied to identify the utterance language using the classification procedure of Figure 5.6, where LDA and WCCN are applied for session variability compensation and SVMF is used as a classifier.

Table 5.1 lists the i-vector based system and obtained results after the proposed intermediate-level fusion. The intermediate-level fusions of the i-vector framework with NMF, SMM and NFA are performed using the best subspace dimension of these methods. As can be seen in this table, the obtained relative improvements [37] by this fusion compared to the state-of-the-art i-vector based recognizer in 3s, 10s, and 30s conditions are 3.33%, 6.23%, and 7.45% respectively.

### 5.6.2 QCRI Arabic DRE

**Database**

The Qatar computing research institute (QCRI) Arabic DRE corpus consists of Broadcast News, in four dialects; Egyptian, Levantine, Gulf, and Modern Standard Arabic (MSA). Data recordings were done using satellite cable sampled at 16kHz. The Aljazeera channel is the main source for the collected data. The recordings have been segmented into a wide range of durations to avoid speaker overlap, and avoid any non-speech parts such as music and background noise. Table 5.2 lists the number of utterances in each category for training, development and evaluation datasets.

Table 5.3 lists the number of utterances in different time durations.
Table 5.2: The number of utterances for each dialect category in the QCRI corpus.

<table>
<thead>
<tr>
<th>Dialect</th>
<th>Training</th>
<th>Development</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Egyptian</td>
<td>1116</td>
<td>463</td>
<td>139</td>
</tr>
<tr>
<td>Levantine</td>
<td>1074</td>
<td>186</td>
<td>132</td>
</tr>
<tr>
<td>Gulf</td>
<td>1181</td>
<td>221</td>
<td>218</td>
</tr>
<tr>
<td>MSA</td>
<td>1480</td>
<td>254</td>
<td>207</td>
</tr>
<tr>
<td>Total</td>
<td>5051</td>
<td>1124</td>
<td>696</td>
</tr>
</tbody>
</table>

Table 5.3: The number of utterances in different durations in the QCRI corpus.

<table>
<thead>
<tr>
<th>Duration</th>
<th>Training</th>
<th>Development</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>shorter than 5s</td>
<td>723</td>
<td>141</td>
<td>97</td>
</tr>
<tr>
<td>5s-10s</td>
<td>754</td>
<td>156</td>
<td>103</td>
</tr>
<tr>
<td>10s-20s</td>
<td>968</td>
<td>225</td>
<td>123</td>
</tr>
<tr>
<td>20s-30s</td>
<td>649</td>
<td>153</td>
<td>100</td>
</tr>
<tr>
<td>30s-60s</td>
<td>835</td>
<td>207</td>
<td>102</td>
</tr>
<tr>
<td>Longer than 60s</td>
<td>366</td>
<td>115</td>
<td>41</td>
</tr>
</tbody>
</table>

**UBM and Features**

In the QCRI Arabic DRE experiment, the applied UBM has 512 mixtures and the feature extraction stage is based on a Shifted Delta cepstral representation. Speech is windowed at 20ms with a 10ms frame shift filtered through a Mel-scale filter bank. Each vector is then converted into a 56-dimensional vector following a SDC parameterization using a 7-1-3-7 configuration [29], and concatenated with the static cepstral coefficients. The SDC feature vectors are mean and variance normalized over each speech recording. The applied i-vectors in this experiment have 400 dimension.

**Performance Measure**

In this experiment, the effectiveness of the proposed method is evaluated using the percentage of incorrectly classified utterances ($E_{ic}$), which can be calculated using the following relation:

\[ E_{ic} = \frac{\kappa_{ic}}{\kappa} \]  

(5.39)

where $\kappa_{ic}$ and $\kappa$ denote the number of incorrectly classified utterances, and the total number of utterances in the test dataset respectively.
Table 5.4: The $E_{ic}$ of dialect recognition using the proposed method and baseline systems in QCRI Arabic DRE experiment (%).

<table>
<thead>
<tr>
<th>Method</th>
<th>Development</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>31.9</td>
<td>33.5</td>
</tr>
<tr>
<td>NMF</td>
<td>31.2</td>
<td>32.6</td>
</tr>
<tr>
<td>SMM</td>
<td>36.9</td>
<td>34.0</td>
</tr>
<tr>
<td>NFA</td>
<td>30.1</td>
<td>30.7</td>
</tr>
</tbody>
</table>

Comparison

In this experiment, the same classification and calibration procedure of Section 5.6.1 is used, and the block-diagram of the applied classification scheme is shown in Figure 5.6. However, to calculate $E_{ic}$, rather that soft scores, we require hard decision, which is performed by maximizing over the obtained scores for each category.

Table 5.4 lists the $E_{ic}$ of dialect recognition using the proposed method and baseline systems. In this experiment, SMM, NMF, and NFA have been tested over different target dimensions between 50 and 500, and Table 5.4 only includes the best results, which were obtained for target dimensions 400, 200, and 400 for NMF, SMM, and NFA respectively. As can be seen in this table, the NMF, and NFA subspace approaches improve the ML results in this experiment.

We also used the same intermediate-level fusion scheme described in Section 5.6.1 to improve the accuracy of the i-vector based system. Table 5.5 lists the $E_{ic}$ of dialect recognition using the proposed method and baseline systems after intermediate-level fusion with i-vectors. As can be seen in this table, the average of $E_{ic}$ over development and evaluation datasets for the i-vector framework and proposed fusion scheme are 19.65% and 15.5% respectively. Comparison of these values shows that the absolute and the relative improvements [37], obtained by intermediate-level fusion of the proposed method with the i-vector system are around 4%, and 21% respectively.

5.6.3 RATS LRE

Database

The Robust Automatic Transcription of Speech (RATS) P2 evaluation corpus is partially sourced from existing databases including
- Fisher Levantine conversational telephone speech (CTS).
- Callfriend Farsi CTS.
Table 5.5: The $E_{ic}$ of dialect recognition using the proposed method and baseline systems after intermediate-level fusion with i-vectors in QCRI Arabic DRE experiment (%).

<table>
<thead>
<tr>
<th>Method</th>
<th>Development</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-vector</td>
<td>19.6</td>
<td>19.7</td>
</tr>
<tr>
<td>i-vector-ML</td>
<td>15.9</td>
<td>15.8</td>
</tr>
<tr>
<td>i-vector-NMF</td>
<td>15.5</td>
<td>15.0</td>
</tr>
<tr>
<td>i-vector-SMM</td>
<td>16.4</td>
<td>15.9</td>
</tr>
<tr>
<td>i-vector-NFA</td>
<td>16.0</td>
<td>15.0</td>
</tr>
</tbody>
</table>

Table 5.6: The number of utterances for each category in the RATS corpus.

<table>
<thead>
<tr>
<th>Language</th>
<th>Training</th>
<th>Development</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dar</td>
<td>3305</td>
<td>2733</td>
<td>184</td>
</tr>
<tr>
<td>Arle</td>
<td>46760</td>
<td>4023</td>
<td>1085</td>
</tr>
<tr>
<td>Urd</td>
<td>22775</td>
<td>4019</td>
<td>908</td>
</tr>
<tr>
<td>Pas</td>
<td>29605</td>
<td>4007</td>
<td>1032</td>
</tr>
<tr>
<td>Far</td>
<td>9006</td>
<td>3999</td>
<td>947</td>
</tr>
<tr>
<td>Non-Target</td>
<td>29208</td>
<td>9723</td>
<td>2518</td>
</tr>
<tr>
<td>Total</td>
<td>140659</td>
<td>28504</td>
<td>6674</td>
</tr>
</tbody>
</table>

- NIST LRE Data - Dari, Farsi, Pashto, Urdu and non-target languages.
  New data, namely RATS Farsi, Urdu, Pashto, Levantine CTS, were also collected and added to the database. All recordings were retransmitted through eight different communication channels. The RATS goal is to categorize test set speech recordings into six different groups including five target languages, namely Dari (Dar), Arabic Levantine (Arle), Urdu (Urd), Pashto (Pas), Farsi (Far), and one non-target category which can be from 10 unknown languages. The RATS P2 evaluation corpus is divided into three disjoint databases namely training, development and evaluation. Table 5.6 lists the number of utterances in each category for training, development and evaluation datasets. The duration of all utterances in the training and development datasets is 120 seconds (s). Therefore, shorter duration speech signals have been created by cutting the original utterances after speech activity detection. The evaluation set speech signals has four different durations 120s, 30s, 10s and 3s.
Table 5.7: The $E_{ic}$ of dialect recognition using the proposed method and baseline systems in RATS LRE experiment (%).

<table>
<thead>
<tr>
<th>System Configuration</th>
<th>Evaluation Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>120s</td>
</tr>
<tr>
<td>ML</td>
<td>14.0</td>
</tr>
<tr>
<td>NFA</td>
<td>11.0</td>
</tr>
<tr>
<td>i-vector</td>
<td>8.9</td>
</tr>
<tr>
<td>Fusion</td>
<td>8.1</td>
</tr>
</tbody>
</table>

**UBM and Features**

In this experiment, the applied UBM has 2048 mixtures, and the feature extraction stage used in this experiment is based on a Shifted Delta cepstral representation. Speech is windowed at 20ms with a 10ms frame shift filtered through a Mel-scale filter bank. Each vector is then converted into a 56-dimensional vector following a SDC parameterization using a 7-1-3-7 configuration [29], and concatenated with the static cepstral coefficients. Speech activity detection based on a Brno university of technology neural network implementation is then applied to remove the silence [38]. The applied i-vectors in this experiment have 600 dimension.

**Classification**

In this experiment, we applied a four-layer Deep belief nets (DBN) [39], where the first hidden layer consists of 1600 units, the second hidden layer consists of 200 units and the output layer has 6 units (the number of language categories).

**Comparison**

Table 5.7 lists the $E_{ic}$ for the proposed method and baseline systems. The results of NMF and SMM are slightly worse than that of ML in this experiment, hence excluded from the table. The large number of utterances and highly degraded channels [40], which may rise the chance of falling into local minima, can be the reason of unsatisfactory results in SMM and NMF. As can be seen in this table, the average of $E_{ic}$ over 120s, 30s, 10s, and 3s time conditions for the NFA and ML are 34.23% and 39.3% respectively. Therefore, the absolute improvement obtained by the proposed method compared to the baseline ML system is 5%. However, the accuracy of NFA, which works based on Gaussian weights, is lower than the i-vector based system, which works based on Gaussian means. This
concerns with previous studies demonstrating that GMM weight supervectors, which entail a lower dimension compared to Gaussian mean supervectors, carry less information than GMM means [14–16]. However, Gaussian weights provide a source of complementary information to the Gaussian means. Therefore, to enhance the accuracy of language recognition we apply a fusion of i-vectors and NFA vectors. The last row of Table 5.7 shows the fusion results obtained by concatenating i-vectors with NFA subspace vectors. As can be seen in this table, the average of $E_{ic}$ over 120s, 30s, 10s, and 3s time conditions for the i-vector framework and proposed fusion scheme are 31.4% and 28.17% respectively. Comparison of these values shows that the absolute and the relative improvements [37] obtained by the proposed fusion are around 3% and 10% respectively. The improvement is more evident in the case of short utterances.

5.7 Conclusions

In this chapter, a new subspace method, non-negative factor analysis (NFA), for GMM weight adaptation has been introduced. The proposed approach applies a constrained factor analysis and suggests a new low-dimensional utterance representation. Evaluation on three different language/dialect recognition corpora, namely NIST 2011 LRE, RATS LRE and QCRI Arabic DRE, show that the proposed utterance representation scheme yields more accurate recognition results compared to ML re-estimation, SMM, and NMF approaches, while keeping the required computation time similar to NMF and considerably less than SMM. To improve the recognition accuracy of the state-of-the-art i-vector framework, an intermediate, or feature level fusion of i-vectors and proposed subspace vectors has been suggested. Experimental results show that the obtained relative improvements of the fusion scheme compared to i-vector frameworks are 6%, 20%, and 10% for NIST 2011 LRE, QCRI Arabic DRE, and RATS LRE.

5.8 Appendix I

The function to be maximized is

$$\Phi(\lambda, r) = \bar{\gamma}'(\lambda') \log (b + Lr)$$

(5.40)

The equality constraint is

$$1(b + Lr) = 1$$

(5.41)
By introducing a Lagrange multiplier we obtain

$$z(x) = \bar{\gamma}'(x) \log (b + Lr) + \beta [1 - 1(b + Lr)]$$  \hspace{1cm} (5.42)$$

By differentiating Eq. 5.42 with respect to \( r \) and setting the result to 0 we obtain

$$\frac{[\bar{\gamma}(x)]'}{[b + Lr(x)]'} L = \beta 1L$$  \hspace{1cm} (5.43)$$

Since \( L \) is a full rank matrix, we can drop it from both sides of Eq. 5.43.

$$\frac{[\bar{\gamma}(x)]'}{[b + Lr(x)]'} = \beta 1$$  \hspace{1cm} (5.44)$$

hence

$$\bar{\gamma}(x) = \beta (b + Lr(x))$$  \hspace{1cm} (5.45)$$

Considering the equality constraint mentioned in Eq. 5.22 and multiplying with \( 1 \) on both sides of Eq. 5.45

$$1\bar{\gamma}(x) = \beta 1 (b + Lr(x))$$  \hspace{1cm} (5.46)$$

or

$$\tau = \beta$$  \hspace{1cm} (5.47)$$

Therefore,

$$\bar{\gamma}(x) = \tau (b + Lr(x))$$  \hspace{1cm} (5.48)$$

from which the Eq. 5.23 is obtained. Therefore, Eq. 5.23 is the analytical solution of the constrained optimization problem defined in Eq. 5.22.

Note that since \( \tau \) and all elements of \( \bar{\gamma}(x) \) in Eq. 5.48 are non-negative, the result of Eq. 5.23 keeps all elements of \( b + Lr(x) \) non-negative as well.

### 5.9 References


Chapter 6

Speaker age estimation using a fusion of the i-vector and NFA frameworks

This chapter is based on the following article:
6.1 Abstract

In this chapter, a new approach for age estimation from speech signals based on a hybrid architecture including the i-vector and non-negative factor analysis (NFA) frameworks is proposed. In this method, each utterance is modeled by its corresponding i-vector and NFA vector. Then, two subsystems are proposed such that the first subsystem is based on i-vectors and the second subsystem works based on feature-level fusion of NFA vectors and i-vectors. In both subsystems, least squares support vector regression (LSSVR) is applied for regression. Finally, score-level fusion of the developed subsystems is considered. The proposed method is trained and tested on telephone conversations of the National Institute for Standard and Technology (NIST) 2010 and 2008 speaker recognition evaluation databases. Evaluation results show that the proposed method yields lower mean absolute estimation error and higher Pearson correlation coefficient between chronological speaker age and estimated speaker age compared to different conventional schemes.

6.2 Introduction

Automatic identification of a person’s characteristics, such as gender, age, language/dialect, and psychological state, from speech signals has a wide range of commercial applications such as interactive voice response systems, targeted advertising, service customization, medical care, multimedia retrieval, forensic softwares and natural human-machine interaction \([1–3]\). This technology can also guide ambient assisted living and smart home systems to automatically adapt to different user needs \([3]\). In this research, we focus on speaker age estimation, which is an important ingredient of speaker profiling systems and behavioral informatics.

Experimental studies reveal major effects of vocal aging on the speech signal such as lowered speaking rate and increased jitter and shimmer \([4]\), and has shown to negatively influence speaker recognition performance \([5]\). Such age dependent factors can be used as acoustic cues in automatic speaker age estimation. However, the relation of these acoustic cues with speaker age is usually complex and affected by many other factors such as speech content, language, gender, weight, height, emotional condition, smoking and drinking habits \([4, 6, 7]\). Furthermore, in many practical cases we have no control over the available speech duration, content, language, environment, recording device and channel conditions, etc..

Studies on the influence of ageing on voice started at the late 1950s \([8]\). However, the first automatic speaker age recognition systems were developed around four
decades later in the early 2000s [9–12]. During this decade, many different techniques, mostly inspired from automatic speaker and language recognition fields, have been suggested for categorizing speakers based on their age groups. For example, using Gaussian Mixture Model (GMM) mean supervectors and Support Vector Machine (SVM) [13–15], nuisance attribute projection [16], anchor models [16] and parallel phoneme recognizers [17]. The age sub-challenge of Interspeech 2010 paralinguistic challenge provided a forum for presenting state of the art methods in speaker age group classification [18]. Participants of the age sub-challenge tried to categorize speakers of the “aGender” corpus into four age groups—7 to 14 (Child), 15 to 24 (Youth), 25 to 54 (Adult) and 55 to 80 (Senior) years old—using their telephone speech signals. In this sub-challenge GMM mean supervector [19], GMM weight supervector [20], Maximum-Mutual-Information (MMI) training [21] and fuzzy SVM modeling [22] have been suggested to enhance acoustic modeling quality. A brief overview of different proposed methods in this sub-challenge is presented in [3], which also introduces an age group recognition approach using acoustic and prosodic level information fusion.

One effective approach to age estimation from speech involves modeling speech recordings with Gaussian Mixture Model (GMM) mean supervectors to use them as features in Support Vector Regression (SVR) [1, 23]. Similar Support Vector Machine (SVM) techniques have been successfully applied to different speech processing tasks such as speaker recognition [24]. While effective, GMM mean supervectors are of a high dimensionality resulting in high computational cost and difficulty in obtaining a robust model in the context of limited data. Consequently, dimension reduction through PCA-based methods has been found to improve performance in age estimation from GMM mean supervectors [1]. In the field of speaker and language recognition, recent advances using the i-vector framework [25, 26], which provide a compact representation of an utterance in the form of a low-dimensional feature vector, have increased the classification accuracy considerably. i-vectors successfully replaced GMM mean supervectors in speaker age estimation as well [27].

We have recently introduced a new framework for adaptation and decomposition of GMM weights based on a factor analysis similar to that of the i-vector framework [28]. In this method, namely non-negative factor analysis (NFA), the applied factor analysis is constrained such that the adapted GMM weights are non-negative and sum to unity. This method, which yields a new low-dimensional utterance representation approach, was applied to speaker and language/dialect recognition successfully [28–30].

In this chapter, we propose a new approach for speaker age estimation based on a hybrid architecture of NFA and i-vector frameworks exploiting the available information in Gaussian means and Gaussian weights. This architecture consists
of two subsystems based on i-vectors and NFA vectors. The first subsystem uses i-vectors as features and applies least squares support vector regression (LSSVR) for regression. In the second subsystem, feature level fusion of i-vectors and NFA vectors is applied and LSSVR is used for regression. Finally, the estimated ages using each subsystem are fused to enhance the age estimation accuracy of each subsystem. Evaluation on the NIST 2010 and 2008 SRE databases shows that the proposed method improves both mean absolute error and correlation coefficient considerably.

The rest of this chapter is organized as follows. In Section 6.3 the problem of speaker age estimation and different conventional approaches addressing this issue are described. In section 6.4, the proposed approach is elaborated. Section 6.5 explains our experimental setup. The evaluation results are presented and discussed in section 6.6. The chapter ends with conclusions in section 6.7.

6.3 Age Estimation from Speech

In speaker age estimation, we are given a training dataset of speech recordings

\[ S^{tr} = \{(x_1, y_1), \ldots, (x_s, y_s), \ldots, (x_S, y_S)\} \]

where \( x_s \) denotes the \( s \)th utterance of the training dataset, and \( y_s \) denotes the \( s \)th utterance of the training dataset and its corresponding speaker age, respectively. The goal is to design an estimator function \( g(x) \), such that for an utterance of an unseen speaker \( x^{\text{tst}} \), the actual speaker age is predicted accurately.

6.3.1 Baseline Approaches

In this chapter, we use three baseline approaches with which we compare our proposed regression techniques:

**Prior:** The most basic choice for the estimator function is the average age of the training data, \( g(x^{\text{tst}}) = \frac{1}{S} \sum_s y_s \). This estimator, labeled as prior in the rest of this chapter, intuitively provides a reference level of accuracy.

**GMM-R:** Different methods have been introduced to reach an effective speaker age estimation [1, 6, 23]. For example, Bocklet et al. introduced GMM-R to estimate the age of children from GMM mean supervectors derived from their utterances [23]. Given an utterance, Maximum A Posteriori adaptation (MAP) is applied to adapt a Universal Background Model (UBM) to the speech characteristics of the speaker [24]. The component means of the obtained GMM are then extracted and concatenated to form a GMM mean
supervector representing the utterance. Finally, an SVR is applied as a function approximator to estimate the speakers’ age.

**GMM-PCA-R and GMM-WPPCA-R:** The approach of GMM-R was adopted and extended by Dobry et al. [1] by applying dimension reduction techniques to the supervector. Methods such as Principal Component Analysis (PCA) and Weighted-Pairwise PCA (WPPCA) were applied and investigated. It was concluded that WPPCA, which is a supervised dimensionality reduction approach working based on nuisance attribute projection [1], yields more accurate results. These speaker age estimators, labeled GMM-PCA-R and GMM-WPPCA-R, are used as contrastive baseline systems in this chapter.

**i-vector-R:** The i-vector framework is a subspace approach for GMM mean adaptation based factor analysis. In [27] GMM mean supervectors were replaced by i-vectors, which are a compact representation of an utterance in the form of a low-dimensional feature vector. This method, labeled as i-vector-R in this chapter, is used as a baseline system and as the first subsystem of the proposed approach.

### 6.4 System Description

In this section, the main components of the proposed method, namely LSSVR, the i-vector and NFA frameworks, are described. Then, the proposed method in training and testing phases is elaborated.

#### 6.4.1 Regression using LSSVR

Least Squares Support Vector Machine (LSSVM), which is a variant of SVM, was introduced by Suykens and Vandewalle [31]. It is employed as a machine learning tool for classification, clustering and regression tasks. Compared to SVM, LSSVM benefits from a faster training process because the quadratic programming problem of SVM is reduced to that of solving a system of linear equations. Furthermore, the LSSVM formulation involves fewer tuning parameters [32]. A continuous function can be fitted to the training data with a Least Squares Support Vector Regressor (LSSVR), a technique which shares many of the advantages of LSSVM classification.

In a typical regression problem a training dataset \( S^{tr} = \{(w_1, y_1), \ldots, (w_s, y_s), \ldots, (w_S, y_S)\} \), where \( w_s \) denotes a vector of observed features of the data item and \( y_s \) denotes the model input and corresponding
output of the $s^{th}$ data point respectively. The objective of the regression analysis is to determine a function $f(w)$, so as to predict the desired outputs accurately. In the primal form of LSSVR, which is the same as SVR, the following relation is considered for $f(w)$

$$f(w) = \omega^T \Phi(w) + z.$$  \hspace{1cm} (6.1)

In LSSVR, a least squares loss function is applied instead of Vapnik’s $\epsilon$-insensitive loss function to simplify the formulations to minimize

$$\frac{1}{2} \| \omega \|^2 + \frac{1}{2} \vartheta \sum_{s=1}^{S} e_s^2$$  \hspace{1cm} (6.2)

subject to

$$y_s = \omega^T \Phi(w_s) + z + e_s,$$  \hspace{1cm} (6.3)

where $\vartheta$ is an error cost factor and $e_s \in \mathbb{R}$ are error variables.

For high dimensional data this optimization problem can be solved more efficiently by introducing the Lagrangian variables $\nu$ and minimizing the following dual cost function [31]

$$\Psi(\omega, z, e, \nu) = \frac{1}{2} \| \omega \|^2 + \frac{1}{2} \vartheta \sum_{s=1}^{S} e_s^2$$

$$- \sum_{s=1}^{S} \nu_s \{ \omega^T \Phi(w_s) + z + e_s - y_s \}.$$  \hspace{1cm} (6.4)

One can solve this optimization problem directly by taking the partial derivative of $\Psi$ with respect to $\omega$, $z$, $e$ and $\nu$ and setting the results to zero which leads to solving a linear system of equations. Inserting the obtained results into 6.1 leads to the regression function

$$f(w) = \sum_{s=1}^{S} \nu_s \langle \Phi(w_s), \Phi(w) \rangle + z$$

$$= \sum_{s=1}^{S} \nu_s K(w_s, w) + z,$$  \hspace{1cm} (6.5)

where $K(w_s, w)$ is the kernel function and $\nu$ and $z$ are the solution to optimization problem 6.4.
LSSVR has two advantages and one drawback compared to SVR. The first advantage of LSSVR is that its model training is faster as its dual form corresponds to solving a linear system which involves less computation time compared to a quadratic programming problem of SVR. The second advantage is that the LSSVR is faster to tune as its formulation involves fewer hyperparameters to tune (the minimal error margin $\epsilon$ is not used here). A drawback of this simplification is the loss of sparseness, which has been highlighted in literature [33, 34].

In this research, the LSSVR model training and testing is implemented using LSSVMlab [31] and the hyperparameters of the LSSVR are tuned on the training set using the $N$-fold cross validation technique.

6.4.2 Utterance Modeling

The first step toward model-based speaker age estimation is converting variable-duration speech signals into fixed-dimensional vectors, which is performed by fitting a GMM to acoustic features extracted from each speech signal. The parameters of the obtained GMMs characterize the corresponding utterance.

Due to a lack of data, fitting a separate GMM for a short utterance can not be performed accurately, especially in the case of GMMs with a high number of Gaussians. Therefore, parametric utterance adaptation methods are usually applied to adapt a universal background model (UBM) to characteristics of utterances in training and testing databases. In this chapter, the i-vector framework for adapting UBM means and the NFA framework for adapting UBM weights are applied.

Universal Background Model and Adaptation

Consider a UBM with the following likelihood function for $X = \{x_1, \ldots, x_t, \ldots, x_T\}$.

$$p(x_t|\lambda) = \sum_{c=1}^{C} b_c p(x_t|\mu_c, \Sigma_c)$$

$$\lambda = \{b_c, \mu_c, \Sigma_c\}, \ c = 1, \ldots, C,$$

(6.6)

where $x_t$ is the acoustic vector at time $t$, $b_c$ is the mixture weight for the $c^{th}$ mixture component, $p(x_t|\mu_c, \Sigma_c)$ is a Gaussian probability density function
with mean $\mu_c$ and covariance matrix $\Sigma_c$, and $C$ is the total number of Gaussians in the mixture. The parameters of the UBM $-\lambda-$ are estimated on a large amount of training data from speakers of different ages.

**i-vector Framework**

One effective method for speaker age estimation involves adapting UBM means to the speech characteristics of the utterance. The adapted GMM means are subsequently extracted and concatenated to form Gaussian mean supervectors $\mathbf{1}, \mathbf{23}$. This method has been shown to provide a good level of performance $\mathbf{1}, \mathbf{23}$. Recent progress in this field, however, has found an alternate method of modeling GMM mean supervectors that provides superior recognition performance $\mathbf{7}$. This technique referred to as total variability modeling $\mathbf{25}$ assumes the GMM mean supervector, $\mathbf{m}$, can be decomposed as

$$\mathbf{m} = \mathbf{u} + \mathbf{T}\mathbf{v},$$  \hspace{1cm} (6.7)

where $\mathbf{u}$ is the mean supervector of the UBM, $\mathbf{T}$ spans a low-dimensional subspace (400 dimensions in this work) and $\mathbf{v}$ are the factors that best describe the utterance-dependent mean offset $\mathbf{T}\mathbf{v}$. The vector $\mathbf{v}$ is treated as a latent variable with a standard normal prior and the so-called i-vector is its maximum-a-posteriori (MAP) point estimate. The subspace matrix $\mathbf{T}$ is estimated via maximum likelihood in a large training dataset. An efficient procedure for training $\mathbf{T}$ and for MAP adaptation of i-vectors can be found in $\mathbf{35}$. In the total variability modeling approach, i-vectors are the low-dimensional representation of an audio recording that can be used for classification and estimation purposes.

**The NFA Framework**

NFA is a new framework for adaptation and decomposition of GMM weights based on a constrained factor analysis $\mathbf{28}$. This new low-dimensional utterance representation approach was applied to speaker and language/dialect recognition tasks successfully $\mathbf{28–30}$.

The basic assumption of this method is that for a given utterance, the adapted GMM weight supervector can be decomposed as follows

$$\mathbf{w} = \mathbf{b} + \mathbf{L}\mathbf{r},$$  \hspace{1cm} (6.8)

where $\mathbf{b}$ is the UBM weight supervector (2048 dimensional vector in this work). $\mathbf{L}$ is a matrix of dimension $C \times \kappa$ spanning a low-dimensional subspace. $\mathbf{r}$ is
a low-dimensional vector that best describes the utterance-dependent weight offset $Lr$.

In this framework, neither subspace matrix $L$ nor subspace vector $r$ are constrained to be non-negative. However, unlike the i-vector framework, the applied factor analysis for estimating the subspace matrix $L$ and the subspace vector $r$ is constrained such that the adapted GMM weights are non-negative and sum up to one. The procedure of calculating $L$ and $r$ involves a two-stage algorithm similar to EM. In the first stage, $L$ is assumed to be known, and we update $r$. Similarly, in the second stage, $r$ is assumed to be known and we update $L$.

The subspace matrix $L$ is estimated over a large training dataset. It is then used to extract a subspace vector $r$ for each utterance in train and test datasets. The obtained subspace vectors representing the utterances in train and test datasets are used to estimate the age of speakers in this chapter.

### 6.4.3 System Architecture

The principle of the proposed age estimation approach in training phase is illustrated in Figure 6.1. As it can be interpreted from this figure, in the first estimator, each utterance of the training dataset is converted to an i-vector. Then, the obtained vectors along with their corresponding chronological speaker age are used to train the LSSVR 1. In the second estimator, each utterance is converted to a NFA vector and an i-vector. Then the obtained i-vector is concatenated with the NFA vector (after normalization) to form a longer vector (feature-level fusion). Finally, the obtained vectors along with their corresponding chronological speaker age are used to train the LSSVR 2.

Figure 6.2 shows the block-diagram of the proposed method in development and testing phases. In the development phase, LSSVR 3 is trained to fuse the results of estimator 1 and 2. To perform this fusion, first the age of each utterance of the development dataset is estimated using the trained estimators 1 and trained estimator 2 simultaneously. In estimator 1, the utterances are converted to i-vectors and then fed into the trained LSSVR 1 to estimate the age of speaker. In estimator 2, the utterances are converted to i-vectors and NFA vectors and then these two vectors are normalized and concatenated to form a longer vector, which is fed into the trained LSSVR 2 to estimate the age of speaker. Finally, the estimated age of each utterance using estimators 1 and 2 are concatenated to form a two dimensional vector. The obtained vectors along with their corresponding chronological speaker age are used to train LSSVR 3.
In testing phase, first estimator 1 and 2 are used to estimate the age of the utterance of an unseen speaker. Then, the output of estimator 1 and estimator 2 are concatenated and used in the trained LSSVR 3 to estimate the age of test speaker.

Figure 6.2: The block-diagram of the proposed speaker age estimation approach in development and testing phases.
6.5 Experimental Setup

6.5.1 Database

The National Institute of Standards and Technology (NIST) have held annual or biannual Speaker Recognition Evaluations (SRE) for the past two decades. With each SRE, a large database of telephone conversations (and more recently microphone speech) are released along with an evaluation protocol. These conversations typically last five minutes and originate from a large number of participants for whom meta data is recorded—including participant age and language. The NIST databases where chosen for this work due to the large number of speakers meeting the i-vector and NFA frameworks requirement for a considerable amount of data to estimate subspace matrices accurately. In our experiments, the parameters of UBM is estimated on a database including over 30,000 speech recordings sourced from NIST 2004–2006 SRE corpora. The procedure of obtaining the applied UBM is presented in [36].

For the purpose of age estimation, telephone recordings from the common protocols of the NIST 2010 and 2008 SRE databases are used for training, development and testing. The core protocol, short2-short3, from the 2008 database contains 3999 telephone recordings for 1336 speakers for whom the age is known. Similarly, the extended core-core protocol of the 2010 database contains 5634 telephone speech segments from 445 speakers. There is no overlap between speech recordings extracted from the NIST 2010 and NIST 2008 SRE databases. Therefore, NIST 2008 SRE is used for testing. Among all utterances of NIST 2010 SRE, 150 utterances were used for development and the rest were used for training.

Figure 6.3 illustrates the age histograms of male and female speakers in the NIST 2010 and 2008 SRE databases.

6.5.2 Performance Metric

The effectiveness of the applied methods is evaluated using the Mean Absolute Error ($E_{ma}$) of the estimated speakers’ age and Pearson’s correlation coefficient ($\rho$) between the chronological speakers’ age and the estimated speakers’ age. The measure $E_{ma}$ is calculated using:

$$E_{ma} = \frac{1}{\kappa} \sum_{k=1}^{\kappa} |\hat{y}_k - y_k|,$$

where $\hat{y}_k$ and $y_k$ are the estimated and the chronological age of the $k^{th}$ utterance of the testing dataset respectively. $\kappa$ is the total number of utterances in the
testing dataset. Further,

$$\rho = \frac{1}{\kappa - 1} \sum_{k=1}^{\kappa} \left( \frac{\hat{y}_k - \mu_{\hat{y}}}{\sigma_{\hat{y}}} \right) \left( \frac{y_k - \mu_y}{\sigma_y} \right)$$

(6.10)

where $\mu_{\hat{y}}$ and $\sigma_{\hat{y}}$ are the mean and the standard deviation of the speakers’ estimated age respectively. Similarly $\mu_y$ and $\sigma_y$ denote the mean and the standard deviation of the speakers’ chronological age respectively.

### 6.6 Results and Discussion

This section presents the evaluation results of the baseline systems and compares them to the proposed age estimation system.

Acoustic features consist of 20 Mel-Frequency Cepstrum Coefficients (MFCCs) including appended energy with their first and second order derivatives, forming a 60 dimensional acoustic feature vector. In both cases, a hamming window is used and the sampling rate, frame rate, frame size and number of Mel frequency channels are 8000 Hz, 100 Hz, 0.02 s and 30 respectively. To have more reliable features, Wiener filtering, speech activity detection [37] and feature warping [38] have been considered.

#### 6.6.1 Baseline Systems Results

In this section, the performance of the baseline systems, namely prior, GMM-R, GMM-PCA-R, GMM-WPPCA-R and i-vector-R are investigated.

In this experiment, PCA and WPPCA have been tested over different target dimensions between 100 and 1000. Table 6.1 only includes the best results, which were obtained for target dimensions 200 and 300 for GMM-PCA-R and GMM-WPPCA-R respectively. The dimensionality of the i-vectors is 400, the same as in [7].

Results in table 6.1 indicate that the GMM-R system is remarkably more accurate than the prior system. This shows that the GMM supervectors contain speaker information including age. Table 6.1 also shows that the PCA and WPPCA based systems outperform the GMM-R system, thus demonstrating the benefit of dimension reduction of the GMM supervectors prior to regression. Unlike [1] our experiments do not show a remarkable advantage for using WPPCA over PCA.
Table 6.1: The $E_{ma}$ (in years) and $\rho$ of male and female speakers’ age estimation for the baseline systems.

<table>
<thead>
<tr>
<th>System Configuration</th>
<th>Male $E_{ma}$</th>
<th>Male $\rho$</th>
<th>Female $E_{ma}$</th>
<th>Female $\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior</td>
<td>9.34</td>
<td>0</td>
<td>10.39</td>
<td>0</td>
</tr>
<tr>
<td>GMM-R</td>
<td>8.24</td>
<td>0.48</td>
<td>8.02</td>
<td>0.60</td>
</tr>
<tr>
<td>GMM-PCA-R</td>
<td>7.91</td>
<td>0.48</td>
<td>7.7</td>
<td>0.60</td>
</tr>
<tr>
<td>GMM-WPPCA-R</td>
<td>7.95</td>
<td>0.48</td>
<td>7.79</td>
<td>0.59</td>
</tr>
</tbody>
</table>

6.6.2 NFA Framework

To find the best subspace vector dimension in the NFA framework, we focus on estimator 2, however i-vector modeling of this estimator is completely ignored, i.e. utterances are converted to NFA vectors and after normalization are fed into LSSVR. Table 6.2 lists the $E_{ma}$ of the estimated age and the $\rho$ between the chronological speakers’ age and the estimated speakers’ age for different target dimensions respectively. As it can be seen in these figures, the best results are achieved at dimension 300. Therefore, in the rest of experiments, we use this NFA subspace dimension. The results of Tables 6.2 and 6.1 show that the NFA framework yields lower estimation accuracy compared to conventional approaches working based on Gaussian means. Previous studies [3, 28–30, 39, 40] show that GMM weights, which entail a lower dimension compared to Gaussian mean supervectors, carry less, yet complementary, information to GMM means. For example, Zhang et al. applied GMM weight adaptation in conjunction with mean adaptation for a large vocabulary speech recognition system to improve the word error rate [39]. Li et al. investigated the application of GMM weight supervectors in speaker age group recognition and showed that score-level fusion of classifiers based on GMM weights and GMM means improves recognition performance [3]. In [40] the feature level fusion of i-vectors, GMM mean supervectors, and GMM weight supervectors is applied to improve the accuracy of accent recognition. Therefore, in this study we considered feature-level and score-level fusion of i-vector and NFA frameworks to exploit the available information in both Gaussian means and Gaussian weights.

6.6.3 Proposed Method

The results of the proposed method for speakers’ age estimation are presented in this section.
The $\rho$ and $E_{ma}$ of age estimation using the proposed approach (after score-level fusion) are 0.593 and 7.38 respectively. Therefore, the proposed method improves $\rho$ by 6%, 6% and 7% relative to GMM-R, GMM-PCA-R, and GMM-PCA-R respectively. The $E_{ma}$ is also improved by 26%, 9%, 5% and 6% relative to Prior, GMM-R, GMM-PCA-R and GMM-PCA-R respectively.

To study the effect of the applied score-level and feature-level fusions, we also calculate the performance of estimators 1 and 2 before the fusion separately. Table 6.3 lists the $E_{ma}$ of the estimated age and the $\rho$ between the chronological speakers’ age and the estimated speakers’ age using the estimators 1 and 2 before

Table 6.2: The $E_{ma}$ (in years) and $\rho$ of speakers’ age estimation for NFA framework in different subspace dimensions.

<table>
<thead>
<tr>
<th>Subspace Dimension</th>
<th>$E_{ma}$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>8.29</td>
<td>0.48</td>
</tr>
<tr>
<td>200</td>
<td>8.28</td>
<td>0.50</td>
</tr>
<tr>
<td>300</td>
<td>8.20</td>
<td>0.51</td>
</tr>
<tr>
<td>400</td>
<td>8.28</td>
<td>0.51</td>
</tr>
<tr>
<td>500</td>
<td>8.27</td>
<td>0.50</td>
</tr>
</tbody>
</table>
Table 6.3: The $E_{ma}$ (in years) and $\rho$ of speakers’ age estimation for estimators 1 and 2.

<table>
<thead>
<tr>
<th>System Configuration</th>
<th>$E_{ma}$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimator 1</td>
<td>7.63</td>
<td>0.58</td>
</tr>
<tr>
<td>Estimator 2</td>
<td>7.55</td>
<td>0.59</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>7.38</td>
<td>0.593</td>
</tr>
</tbody>
</table>

fusion respectively. This table shows that estimator 2 is slightly more accurate than estimator 1 and thus demonstrating the benefit of feature-level fusion of i-vectors and NFA vectors. It also shows that the relative improvements of $E_{ma}$ and $\rho$ obtained by the proposed method compared to estimator 1 (state-of-the-art i-vector framework) are about 3.3% and 2.2% respectively.

6.7 Conclusions

In this chapter, utterances were modeled using the i-vector and NFA frameworks and a hybrid architecture of these approaches and LSSVR was developed to address the speaker age estimation problem. For the evaluation, telephone utterances of NIST 2010 and 2008 SRE databases have been used. Experimental results show that the accuracy of the proposed approach improves both mean absolute estimation error of estimation and Pearson correlation coefficient between chronological speaker age and estimated speaker age compared to different conventional schemes and the state-of-the-art i-vector framework.

6.8 Acknowledgements

This work is supported by the European Commission as a Marie-Curie ITN-project (FP7-PEOPLE-ITN-2008), namely Bayesian Biometrics for Forensics (BBfor2), under Grant Agreement number 238803.

We would like to thank Mitchell McLaren and David van Leeuwen for providing the i-vectors of this study.

6.9 References


Chapter 7

Normalized ordinal distance
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7.1 Abstract

In this chapter, a novel application-independent performance metric for ordinal, probabilistic-ordinal and partial-ordinal classification problems is introduced. Conventional performance metrics for ordinal classification problems, such as mean absolute error of consecutive integer labels and ranked probability score, are difficult to interpret and may lead to fraudulent results about the true performance of the classifier. In this chapter, first, the ordinal distance between two arbitrary vectors in Euclidean space is introduced. Then, a new performance metric, namely normalized ordinal distance, is proposed based on the introduced ordinal distance. This performance metric is conceptually simple, computationally inexpensive and application-independent. The advantages of the proposed method over the conventional approaches and its different characteristics are shown using several numerical examples.

7.2 Introduction

A large number of real world classification problems are ordinal, where there is intrinsic ordering between the categories. For example, in quality prediction systems, the task is to categorize the quality of a product into bad, good and excellent [1]. In human age group recognition from speech or images, the categories can be child, young, middle-aged and senior [2, 3]. In the classification of the therapeutic success, the classes are good recovery, moderate disability, severe disability, and fatal outcome [4]. In all ordinal classification problems (C_O), the class labels are ordinal numbers, i.e. there is intrinsic ordering between the categories.

Probabilistic-Ordinal and Partial-Ordinal Classification problems, labeled as C_{OP} and C_{OPa} respectively, are well-known generalizations of the C_O. In C_{OP}, for a test datapoint, the classifier calculates the probability of belonging to each category. In C_{OPa}, instead of the crisp class labels each datapoint has a degree of membership to every class [5]. These types of problems, explained in Sections 7.3.2 and 7.3.3 in detail, can be found in many domains, such as natural language processing, social network analysis, bioinformatics and agriculture [5].

Scientists have proposed different methods to solve C_O, C_{OP} and C_{OPa} [5–10]. For example, McCullagh introduced an ordinal classifier, namely the proportional odds model (POM), based on logistic regression [6]. In [7], C_O is addressed using a generalization of support vector machines (SVM) namely support vector ordinal regression (SVOR). A neural network approach for the C_O is suggested in [8]. In [9] Gaussian processes are suggested for C_O. In [5], kernel-based proportional odds models is introduced to solve the C_{OPa}. 
To measure the performance of these classifiers, different approaches have been suggested. For example, mean zero-one error ($E_{mzo}$) and mean absolute error of consecutive integer labels ($E_{ma}$) are widely applied to measure the performance of the classifiers in $C_O$ [7–10]. However, none of these methods are applicable to $C_{Pr}^O$ and $C_{Pa}^O$. Percentage of correctly fuzzy classified instances ($P_{cfci}$) and Average Deviation ($E_{ad}$) have been suggested to measure the classifier performance in $C_{Pr}^O$ and $C_{Pa}^O$ [5, 11–13]. The main drawback of $P_{cfci}$ is that it does not consider the order of categories [11, 12]. The $E_{ad}$ suggests a simple idea to solve this problem [12, 13]. Although the $E_{ad}$ is attractive from several aspects, the interpretation of its results is difficult, because the range of its output depends on the application. The same difficulty is observed in $E_{cil}$. Application dependency makes the interpretation of $E_{ma}$ and $E_{ad}$ very challenging. The average of ranked probability scores ($E_{rps}$), is also applied as a performance metric in $C_{Pr}^O$ and $C_{Pa}^O$ [14, 15]. In this method, the order of categories is important and the range of the output is fixed between 0 and 1. This method can be applied to $C_O$, $C_{Pr}^O$ and $C_{Pa}^O$. However, analysis reveals that $E_{rps}$ over-estimates the performance of classifiers in many situations. This issue, which leads to a erroneous interpretation of classifier performance, is illustrated by some numerical examples in Section 7.6.

In this chapter, we investigate different characteristics of these performance metrics and finally a novel application-independent performance metric, namely Normalized Ordinal Distance ($E_{nod}$), is introduced. The Matlab code of the suggested approach, which can be applied to all three types of considered problems $C_O$, $C_{Pr}^O$ and $C_{Pa}^O$, can be downloaded from our website∗.

This chapter is organized as follows. In Section 7.3, the mathematical formulations of $C_O$, $C_{Pr}^O$ and $C_{Pa}^O$ are presented. In Section 7.4, five different conventional performance metrics are explained. The proposed performance metric is elaborated in Section 7.5. In Section , the effectiveness of the proposed approach is illustrated using some numerical examples. The chapter ends with a conclusion in Section 7.7.

### 7.3 Problem Formulation

In this section, the ordinal, probabilistic-ordinal and partial-ordinal problems are formulated.

7.3.1 Ordinal Classification

Assume that we are given a training dataset \( S^{tr} = \{(X_1, Y_1), \ldots, (X_n, Y_n), \ldots, (X_N, Y_N)\} \), where \( X_n = [x_{n,1}, \ldots, x_{n,i}, \ldots, x_{n,I}] \) denotes a vector of observed characteristics of the data item and \( Y_n = [y_{n,1}, \ldots, y_{n,d}, \ldots, y_{n,D}] \) denotes a label vector. The label vector is defined as follows if \( X_n \) belongs to class \( C_d \).

\[
y_{n,j} = \begin{cases} 1 & j = d \\ 0 & j \neq d \end{cases} \quad (7.1)
\]

In ordinal problems, there is an intrinsic ordering between the classes, which is denoted as \( C_1 \prec \cdots \prec C_d \prec \cdots \prec C_D \) like low, medium and high [5]. The goal is to approximate a classifier function \( G \), such that for the \( m^{th} \) unseen observation \( X_{m}^{tst} \), \( \hat{Y}_m = G(X_{m}^{tst}) \) is as close as possible to the true label. For a crisp classifier \( \hat{Y}_m \) is defined as follows if the \( d^{th} \) class is chosen for \( X_{m}^{tst} \).

\[
\hat{y}_{m,j} = \begin{cases} 1 & j = d \\ 0 & j \neq d \end{cases} \quad (7.2)
\]

7.3.2 Probabilistic-Ordinal classification

The probabilistic-ordinal classification problem \( C^{Pr}_O \) is a generalization of the \( C_O \), where each element of the classifier output vector \( (\hat{Y}) \) represents the probability of belonging to the corresponding category. In this type of classification, \( Y_n \) is defined by relation (7.1). However, \( \hat{Y}_m \) is defined as follows.

\[
\hat{Y}_m = \{[\hat{y}_{m,1}, \ldots, \hat{y}_{m,d}, \ldots, \hat{y}_{m,D}] \in \mathbb{R}^D | \hat{y}_{m,d} \geq 0; \sum_{d=1}^{D} \hat{y}_{m,d} = 1 \} \quad (7.3)
\]

where \( \mathbb{R} \) denotes the set of real numbers.

7.3.3 Partial-Ordinal Classification

The partial-ordinal classification problem \( C^{Pa}_O \) is another generalization of \( C_O \) [5]. In ordinal problems, each data object is limited to belong to a single category, i.e. out of all \( D \) elements of \( Y_n \), only one is nonzero. However, this is too conservative in the case of non-crisp or fuzzy classes. This limitation is relaxed in \( C^{Pa}_O \) by rephrasing \( Y_n \) as follows.

\[
Y_n = \{[y_{n,1}, \ldots, y_{n,d}, \ldots, y_{n,D}] \in \mathbb{R}^D | y_{n,d} \geq 0; \sum_{d=1}^{D} y_{n,d} = 1 \} \quad (7.4)
\]
Therefore, each datapoint has a degree of membership to all classes. Like in ordinal problems, the final goal is to approximate a classifier function \(G\), such that for an unseen observation \(X^{tst}\), \(\hat{Y}_m = G(X^{tst}_m)\) is as close as possible to the true label. In this type of classification \(\hat{Y}_m\) is also defined by relation 7.3.

### 7.4 Conventional Performance Metrics

In this section, five widely-used conventional metrics, namely \(E_{mzo}\), \(E_{cil}\), \(P_{cfci}\), \(E_{ad}\) and \(E_{rps}\) are introduced [5–13, 15–17].

#### 7.4.1 Mean Zero-One Error (\(E_{mzo}\))

Performance metric \(E_{mzo}\) is the fraction of incorrect predictions, which is calculated as follows [7–10].

\[
E_{mzo} = \frac{1}{M} \sum_{m=1}^{M} 1_{\hat{y}_m \neq y_m} \tag{7.5}
\]

where \(M\) is the total number of test set datapoints, \(\hat{y}_m\) is the predicted label of the \(m^{th}\) test set datapoint and \(y_m\) is the true label of the \(m^{th}\) test set datapoint. The main advantage of \(E_{mzo}\) is its simplicity. However, it does not consider the order of the categories. Furthermore, it is not applicable to measure the performance in \(C^\text{Pr}_O\) or \(C^\text{Pa}_O\).

#### 7.4.2 Mean Absolute Error of Consecutive Integer Labels (\(E_{cil}\))

To calculate the \(E_{cil}\), first, both true labels and predicted labels of the test set datapoints are transformed into consecutive integers so that if the \(d^{th}\) column of the label vector is 1 then the transformed label is equal to \(d\) [7–10]. After label transformation the \(E_{cil}\) is calculated as follows.

\[
E_{cil} = \frac{1}{M} \sum_{m=1}^{M} |\hat{U}_m - U_m| \tag{7.6}
\]

where \(\hat{U}_m\) is the transformed predicted label of the \(m^{th}\) test set datapoint and \(U_m\) is the transformed true label of the \(m^{th}\) test set datapoint. The \(E_{cil}\) enjoys the advantage of considering the order of categories into account. However, it cannot be applied to evaluate the classifiers in \(C^\text{Pr}_O\) or \(C^\text{Pa}_O\). Moreover, the range of its output is application-dependent. Therefore, the interpretation of
this metric is challenging. This is shown in Section 7.6 using some numerical examples.

### 7.4.3 Percentage of Correctly Fuzzy Classified Instances ($P_{cfcI}$)

Performance metric $P_{cfcI}$ has been applied to measure the performance of probabilistic or fuzzy classifiers [11, 12]. It is calculated as follows:

$$P_{cfcI} = \frac{100}{M} \sum_{m=1}^{M} \left( 1 - \frac{1}{2} \sum_{d=1}^{D} |\hat{y}_{m,d} - y_{m,d}| \right)$$  \hspace{1cm} (7.7)

As it can be inferred from the above relation, the order of the categories is not considered in $P_{cfcI}$.

### 7.4.4 Average Deviation ($E_{ad}$)

Performance metric $E_{ad}$ was originally introduced by Van Broekhoven [12] to evaluate the classifiers in fuzzy ordered classification problems. It was also applied in different applications with other names [5, 13]. The $E_{ad}$ is calculated as follows:

$$E_{ad} = \frac{1}{M} \sum_{m=1}^{M} \left\{ \sum_{d=1}^{D-1} \left[ \sum_{i=1}^{d} \hat{y}_{m,i} - \sum_{i=1}^{d} y_{m,i} \right] \right\}$$  \hspace{1cm} (7.8)

It can be interpreted from the above relation that the order of categories is important in $E_{ad}$. $E_{ad}$ is also useful for classifier evaluation in $C_{O}^{Pr}$ or $C_{O}^{Pa}$. However, similar to $E_{cclf}$, the range of $E_{ad}$ is application-dependent and hence difficult to interpret.

### 7.4.5 Average Ranked Probability Scores ($E_{rps}$)

The ranked probability score was originally introduced to score the output of probabilistic classifiers [14, 15]. It is defined as follows.

$$RPS_{Y}(\hat{Y}) = \frac{1}{D-1} \left\{ \sum_{d=1}^{D-1} \left( \sum_{i=1}^{d} \hat{y}_{i} - \sum_{i=1}^{d} y_{i} \right)^{2} \right\}$$  \hspace{1cm} (7.9)
This scoring rule can be easily extended to measure the performance of classifiers in $C_O$, $C_{Pr}$ and $C_{Pa}$ using the following relation.

$$E_{\text{rps}} = \frac{1}{M(D-1)} \sum_{m=1}^{M} \sum_{d=1}^{D-1} \left( \sum_{i=1}^{d} \hat{y}_{m,i} - \sum_{i=1}^{d} y_{m,i} \right)^2$$

(7.10)

As it can be interpreted from the above relation, the order and the number of categories are important in $E_{\text{rps}}$. It is assumed that the maximum of the nominator of $E_{\text{rps}}$ is $M(D - 1)$. Therefore, to fix the range of $E_{\text{rps}}$ between 0 and 1 the nominator is divided by its maximum possible value $M(D - 1)$. However, this assumption is very conservative so that in many practical cases the maximum of the nominator of $E_{\text{rps}}$ is less than $M(D - 1)$. Consequently, this assumption may lead to an erroneous interpretation of the classifier performance. Numerical examples of Section 7.6 reveal this issue clearly.

7.5 Proposed Performance Metric

In this section, first, Ordinal Distance (OD) of two vectors in Euclidean space is introduced. Then, a new performance metric, namely normalized ordinal distance ($E_{\text{nod}}^{p}$), is developed based on the ordinal distance.

7.5.1 Ordinal Distance (OD)

In this section, the definition of a distance function is recaptured. Then, the Minkowski distance is described and finally, the ordinal distance is introduced as an extension of the Minkowski distance.

Distance

By definition, a distance function of two points $A = [a_1, \ldots, a_d, \ldots, a_D]$ and $B = [b_1, \ldots, b_d, \ldots, b_D]$ is a function $D : \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R}$, which satisfies the following three conditions [18]:

1. $D(A, B) \geq 0$ and $D(A, B) = 0 \Leftrightarrow A = B$
2. $D(A, B) = D(B, A)$
3. $D(A, C) \leq D(A, B) + D(B, C)$

A variety of distance functions have been introduced by scientists for different applications such as Minkowski distance, Mahalanobis distance, Chebyshev distance and Hamming distance [18].
The Minkowski Distance of Order $p$

The Minkowski distance of order $p$ or $p$-norm is a distance function, which satisfies all conditions of a distance function.

$$||A - B||_p = \left( \sum_{d=1}^{D} |a_d - b_d|^p \right)^{1/p} \quad (7.11)$$

where $p$ is a real number not less than 1. As in can be interpreted from relation (7.11), in $p$-norm, the order of the elements of two points $A$ and $B$, is not important.

The Ordinal Distance of Order $p$

The notion of ordinal distance is previously used to measure the differences of two strings [19] or two histograms [20]. In this chapter, an ordinal distance of two vectors in Euclidean space is introduced. The Ordinal Distance of order $p$ between two points $A$ and $B$ is defined in relation 7.12.

$$||A - B||_p^{OD} = \left( \sum_{d=1}^{D} |\bar{a}_d - \bar{b}_d|^p \right)^{1/p}$$

$$\bar{a}_d = \sum_{i=1}^{d} a_i \quad \bar{b}_d = \sum_{i=1}^{d} b_i \quad (7.12)$$

where $p$ is a real number not less than 1. Since (7.12) is a Minkowski distance between $\bar{A} = [\bar{a}_1 \cdots \bar{a}_d \cdots \bar{a}_D]$ and $\bar{B} = [\bar{b}_1 \cdots \bar{b}_d \cdots \bar{b}_D]$, it follows that the ordinal distance of order $p$ satisfies the conditions of Section 7.5.1.

Figure 7.1 shows the diagram of the unit circle using Minkowski and Ordinal distances of orders 1, 2 and infinity.

7.5.2 Normalized Ordinal Distance ($E_{nod}^p$)

In this section, a new performance metric, namely normalized ordinal distance ($E_{nod}^p$), is introduced to measure the performance of classifiers in $C_O$, $C_{Op}$ and
Figure 7.1: Diagram of unit circle using Minkowski and Ordinal distances of orders 1, 2 and infinity.

\[ E_{\text{nod}}^p = \frac{\sum_{m=1}^{M} \| Y_m - \hat{Y}_m \|_p^{\text{OD}}}{\sum_{m=1}^{M} \psi_{Y_m}^p} \]  
(7.13)

where \( \psi_{Y_m}^p \) is the upper bound of \( \| Y - \hat{Y} \|_p^{\text{OD}} \) for any possible \( \hat{Y} \) in its defined range. \( \psi_Y \) is defined as follows.

\[ \psi_Y^p \triangleq \max_T \| Y - T \|_p^{\text{OD}} \]  
(7.14)
where \( T = \{t_1, \ldots, t_d, \ldots, t_D\} \) is an arbitrary vector with the same specifications of \( \hat{Y} \) mentioned in relation (7.2). \( \psi^p \) can be calculated using theorem 1.

In \( E^p_{\text{nod}} \) ordinal distance is used to take the order of categories into account and it is normalized by the largest possible ordinal distance because not all test cases \( (Y_m) \) are equally difficult and the possible ordinal distance for some test cases is larger than others. Without this normalization the ordinal distance is difficult to interpret. In this chapter, we are performing a macro-averaging, while a micro-averaging variant could also be studied.

**Theorem 1:**

The upper bound of \( \|Y - \hat{Y}\|_{p}^{\text{OD}} \) for any possible \( \hat{Y} \) can be obtained as follows.

\[
\psi^p_Y = \max \left( \|Y - L_1\|_{p}^{\text{OD}}, \ldots, \|Y - L_d\|_{p}^{\text{OD}}, \ldots, \|Y - L_D\|_{p}^{\text{OD}} \right)
\]

or equivalently

\[
\psi^p_Y = \max \left( \|Y - L_1\|_{p}^{\text{OD}}, \|Y - L_D\|_{p}^{\text{OD}} \right)
\]

where \( L_d \) is a vector of size \( Y \). The \( d^{th} \) element of \( L_d \) is equal to 1 and the rest of elements are zero. As it can be interpreted from relations (7.15) and (7.16), although the latter one is more restrictive, it provides an easier way to calculate \( \psi^p_Y \).

**Proof:**

We first prove the relation (7.15), which help us to show the correctness of relation (7.16).

**Proof of relation (7.15):**

By definition

\[
\|Y - T\|_{p}^{\text{OD}} = \|\Lambda(Y - T)\|_{p}
\]

where \( \Lambda \) is a lower triangular matrix of size \( D \times D \) with all diagonal and lower diagonal elements equal to 1. Since \( \|Y - T\|_{p} \) is a convex function of \( T \) and a convex function remains convex under an affine transformation, \( \|\Lambda(Y - T)\|_{p} \) is also convex.

On the other hand, a convex function on a compact convex set attains its maximum at an extreme point of the set [21]. In this problem \( T \in \{[t_1, \ldots, t_d, \ldots, t_D] \in \mathbb{R}^D | t_d \geq 0; \sum_{d=1}^D t_d = 1\} \). The extreme points of this compact convex set are \( L_d \) with \( d \in \{1, \ldots, D\} \).

Therefore

\[
\max_T \|\Lambda(Y - T)\|_{p} = \max \left( \|\Lambda(Y - L_1)\|_{p}, \ldots, \|\Lambda(Y - L_d)\|_{p}, \ldots, \|\Lambda(Y - L_D)\|_{p} \right)
\]
Consequently
\[ \max_T \| Y - T \|_{OD}^p = \max \left( \| Y - L_1 \|_{OD}^p, \cdots, \| Y - L_d \|_{OD}^p, \cdots, \| Y - L_D \|_{OD}^p \right) \]  
(7.19)

**Proof of relation (7.16):**
Relation (7.16) is now shown by contradiction. Suppose relation (7.15) is not equivalent with relation (7.16), then there must be a \( k \in \{2, \cdots, D - 1\} \) such that
\[ \| Y - L_k \|_{OD}^p > \| Y - L_1 \|_{OD}^p \]  
(7.20)
\[ \| Y - L_k \|_{OD}^p > \| Y - L_D \|_{OD}^p \]  
(7.21)

Expansion of relation (7.20) and (7.21) is
\[ \sum_{d=1}^{k-1} \left( \sum_{i=1}^d y_i \right)^p + \sum_{d=k}^{D-1} \left( 1 - \sum_{i=1}^d y_i \right)^p > \sum_{d=1}^{D-1} \left( 1 - \sum_{i=1}^d y_i \right)^p \]  
(7.22)
\[ \sum_{d=1}^{k-1} \left( \sum_{i=1}^d y_i \right)^p + \sum_{d=k}^{D-1} \left( 1 - \sum_{i=1}^d y_i \right)^p > \sum_{d=1}^{D-1} \left( \sum_{i=1}^d y_i \right)^p \]  
(7.23)

After some manipulations (7.22) and (7.23) lead to
\[ \sum_{d=1}^{k-1} \left[ \left( \sum_{i=1}^d y_i \right)^p - \left( 1 - \sum_{i=1}^d y_i \right)^p \right] > 0 \]  
(7.24)
\[ \sum_{d=k}^{D-1} \left[ \left( 1 - \sum_{i=1}^d y_i \right)^p - \left( \sum_{i=1}^d y_i \right)^p \right] > 0 \]  
(7.25)

If relation (7.24) holds, \( \sum_{i=1}^d y_i > (1 - \sum_{i=1}^d y_i) \) hence \( \sum_{i=1}^d y_i > 0.5 \) for at least one \( d \) between 1 and \( k - 1 \). Likewise, from (7.25), \( \sum_{i=1}^d y_i < 0.5 \) for at least one \( d \) between \( k \) and \( D - 1 \). This is impossible, since \( \sum_{i=1}^d y_i \) is an increasing function of \( d \) and hence (7.16) holds.

### 7.6 Results and Discussion

In this section, different characteristics of \( E_{nod}^p \) are discussed and its advantages to conventional performance metrics, namely \( E_{mzo}, P_{cfci}, E_{ad}, E_{rps} \), and \( E_{ma} \) are demonstrated.
7.6.1 Cumulative Probability Mass Distribution

As it can be interpreted from the relation 7.13, $E_{\text{nod}}^P$ calculates the ordinal distance between between $\hat{Y}$ and $Y$, which is equivalent to the Minkowski distance between cumulative probability mass distributions (CMD) of $\hat{Y}$ and $Y$), hence the order of categories is important. The effect of using CMD is shown in Figure 7.2 by comparing two cases. Figures 2-a and 2-b show the probability mass distributions (MD) and the CMD of $\hat{Y}$ and $Y$ respectively for case 1. Figures 2-c and 2-d illustrate the MD and the CMD of $\hat{Y}$ and $Y$ respectively for case 2. As it is shown in these figures, $\hat{Y}$ and $Y$ are closer to each other in the second case compared to the first case. While the Minkowski distance between the MD of $\hat{Y}$ and $Y$ does not reflect this fact, the Minkowski distance between CMD of $\hat{Y}$ and $Y$ (ordinal distance of them) shows this closeness effectively.
Table 7.1: The performance of two classifiers measured by $E_{mzo}$, $E_{ad}$, $E_{cil}^{m}$, $P_{cfc}$, $E_{rps}$, $E_{nod}^{1}$, $E_{nod}^{2}$, and $E_{nod}^{\infty}$ in example 1.

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Problem 1</th>
<th>Problem 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{mzo}$</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$E_{ad}$</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>$E_{cil}^{m}$</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>$P_{cfc}$</td>
<td>97.5</td>
<td>97.5</td>
</tr>
<tr>
<td>$E_{rps}$</td>
<td>0.025</td>
<td>0.05</td>
</tr>
<tr>
<td>$E_{nod}^{1}$</td>
<td>0.0286</td>
<td>0.0571</td>
</tr>
<tr>
<td>$E_{nod}^{2}$</td>
<td>0.0381</td>
<td>0.0540</td>
</tr>
<tr>
<td>$E_{nod}^{\infty}$</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>

7.6.2 Order of categories

In example 1, it is shown that $P_{cfc}$ and $E_{mzo}$ are not suitable for measuring the performance of ordinal classifiers, because these methods do not consider the order of categories.

*Example 1:* For an ordinal three-class classification problem, classifier 1 and classifier 2 result in confusion matrix 1, labeled as CM$_1$ and CM$_2$ respectively. In these matrices each column represents the instances in a predicted class and each row shows the instances in an actual class.

\[
CM_1 = \begin{bmatrix}
4 & 1 & 0 \\
0 & 5 & 0 \\
0 & 0 & 10
\end{bmatrix}
\]

\[
CM_2 = \begin{bmatrix}
4 & 0 & 1 \\
0 & 5 & 0 \\
0 & 0 & 10
\end{bmatrix}
\]  \tag{7.26}

Table 7.1 shows the performance of two classifiers measured by $E_{mzo}$, $E_{ad}$, $E_{cil}^{m}$, $P_{cfc}$, $E_{rps}$, $E_{nod}^{1}$, $E_{nod}^{2}$, and $E_{nod}^{\infty}$. As it can be interpreted from this table, $E_{mzo}$, $P_{cfc}$ and $E_{nod}^{\infty}$ fail to reflect the degradation of performance from the classifier 1 to the classifier 2. However, $E_{nod}^{1}$, $E_{nod}^{2}$, $E_{ad}$, $E_{rps}$ and $E_{cil}^{m}$ perfectly show that classifier 1 outperforms classifier 2.

7.6.3 Number of Categories

In Example 2, it is shown that the number of categories in the classification problem influences the interpretation of $E_{ad}$ and $E_{cil}^{m}$.
Example 2: Consider the following three ordinal and partial ordinal classification problems.
Problem 1: For a test datapoint, the true label and the estimated label are \( Y_1 = [1, 0] \) and \( \hat{Y}_1 = [0, 1] \) respectively.
Problem 2: For a test datapoint, the true label and the estimated label are \( Y_1 = [0, 0, 0, 0.5, 0.5, 0, 0, 0, 0, 0] \) and \( \hat{Y}_1 = [0, 0, 0.5, 0.5, 0, 0, 0, 0, 0, 0] \) respectively.
Problem 3: In this problem, each two neighboring categories of \( Y_1 \) in problem 2 are merged such that the new true and estimated labels are \( Y_1 = [0, 0, 1, 0, 0] \) and \( \hat{Y}_1 = [0, 1, 0, 0, 0] \) respectively.

Table 7.2 shows the performance of classifiers in these problems obtained using \( E_{\text{ad}}, E_{\text{cil}}, E_{\text{rps}}, E_{\text{1nod}}, E_{\text{2nod}}, \) and \( E_{\infty} \) in example 2. As it can be interpreted from Table 7.2, \( E_{\text{ad}}, E_{\text{cil}}, \) and \( E_{\infty} \) treated the classifiers of first and third problems in the same manner. However, the estimated label of the first problem is completely incorrect, while the estimated label in the third problem is near to the true label. Performance metrics \( E_{\text{rps}}, E_{\text{1nod}}, \) and \( E_{\text{2nod}} \) reflect the higher performance of the third classifier compared to the first one.

The second and third problem are naturally similar to each other because the categories in the third problem are obtained by merging the neighboring categories in the second problem. An appealing characteristic of a performance metric is remaining invariant to the number of classes. It can be interpreted from Table 7.2 that the calculated performance using \( E_{\text{ad}}, E_{\text{rps}}, E_{\text{1nod}}, \) and \( E_{\text{2nod}} \) are changed by 200%, 32%, 11% and 16% from problem 3 to problem 2. Therefore, \( E_{\text{1nod}} \) and \( E_{\text{2nod}} \) are robust against variability in the number of classes.

Table 7.2: The performance of two classifiers measured by \( E_{\text{mzo}}, E_{\text{ad}}, E_{\text{cil}}, P_{\text{cfci}}, E_{\text{rps}}, E_{\text{1nod}}, E_{\text{2nod}}, \) and \( E_{\infty} \) in example 2.

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Problem 1</th>
<th>Problem 2</th>
<th>Problem 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{\text{ad}} )</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>( E_{\text{cil}} )</td>
<td>1</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>( E_{\text{rps}} )</td>
<td>1</td>
<td>0.17</td>
<td>0.25</td>
</tr>
<tr>
<td>( E_{\text{1nod}} )</td>
<td>1</td>
<td>0.444</td>
<td>0.50</td>
</tr>
<tr>
<td>( E_{\text{2nod}} )</td>
<td>1</td>
<td>0.594</td>
<td>0.71</td>
</tr>
<tr>
<td>( E_{\text{infty}} )</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
7.6.4 Relation to ranked probability score

There is a close relationship between $E_{\text{rps}}$ and $E_{\text{nod}}^p$, especially for $p = 2$. In both $E_{\text{rps}}$ and $E_{\text{nod}}^p$, denominators are assumed to be the upper bound of the numerator and are used to keep the range of performance metric between 0 and 1. In $E_{\text{rps}}$, it is assumed that the upper bound of the numerator is $M(D-1)$ [15, 22]. However, this is a conservative bound in many situations. In $E_{\text{nod}}^p$, this upper bound is explicitly defined by relation (7.14) and calculated by relation (7.16). The following examples show that the conservative assumption of $E_{\text{rps}}$ results in a misleading or erroneous interpretation of the classifiers performance.

Example 3: Consider the following two cases.

Case 1:
For an ordinal three-class classification problem, a completely useless classifier is applied, which results in $CM_3$.

$$CM_3 = \begin{bmatrix} 0 & 0 & 0 \\ 5 & 0 & 5 \\ 0 & 0 & 0 \end{bmatrix} \quad (7.27)$$

Case 2:
For another ordinal three-class classification problem, consider a classifier with $CM_4$.

$$CM_4 = \begin{bmatrix} 5 & 0 & 0 \\ 0 & 5 & 0 \\ 10 & 0 & 0 \end{bmatrix} \quad (7.28)$$

The performance of classifiers in case 1 and 2 calculated by the $E_{\text{mzo}}$, $P_{\text{cfc}}$, $E_{\text{ad}}$, $E_{\text{rps}}$, $E_{\text{nod}}^p$ and $E_{\text{cil}}$ are listed in Table 7.3.

As it can be seen from Table 7.3, the performance of the applied classifier in case 1 measured by $E_{\text{rps}}$ is 0.50, while all estimated labels are incorrect and the classifier is totally useless. The outputs of $E_{\text{nod}}^p$ and $P_{\text{cfc}}$ are 1 and 0 respectively, which appropriately reflects that the applied classifier is useless in this case. The table also indicates that $E_{\text{rps}}$, $E_{\text{ad}}$ and $E_{\text{cil}}$ result in the same values for both cases, while we know that the applied classifier in the second case is much more effective than the first one. This is appropriately reflected by $E_{\text{nod}}^1$, $E_{\text{nod}}^2$ and $E_{\text{nod}}^\infty$.

Example 4: This example shows the disadvantage of $E_{\text{rps}}$ in measuring the performance of classifiers in $C_{O}^P$. Consider that in an ordinal-three-class
classification problem a probabilistic classifier is applied. The test set datapoints along with their corresponding classifier outputs are shown in Table 7.4. Performance metric $E_{rps}$ result suggests that the classifier error is 0.2667, while it can be concluded form Table 7.4 that the applied classifier is not useful. In this example, $E^1_{nod}$, $E^2_{nod}$ and $E^\infty_{nod}$ are 1, 0.73 and 0.60 respectively. Obviously, $E^p_{nod}$ better reflects the performance of the applied probabilistic classifier especially for $p = 1$ compared to $E_{rps}$.

Example 5: In this example, $E_{rps}$ and $E^p_{nod}$ are evaluated in measuring the performance of two classifiers in a real world CO problem, namely age group classification from speech recordings [23]. In this experiment, speech signals of 555 speakers from the N-best evaluation corpus [24] were used. The corpus contains live and broadcast commentaries, news, interviews, and reports broadcast in Belgium. The speakers of this dataset are categorized in three age categories namely, Young (18 – 35), Middle (36 – 45) and Senior (46 – 81). The number of young, middle and senior speakers in this database are 138, 201 and 216 respectively. Among all speakers of the database, 400 are selected for model training and the rest are used for testing. Two approaches are applied for age group recognition. The first method is a random classifier, where $P(\hat{Y} = [1 0 0]) = P(\hat{Y} = [0 1 0]) = P(\hat{Y} = [0 0 1]) = \frac{1}{3}$. The second approach, which is introduced in [23], applies well-known speech processing tools and Supervised Non-Negative Matrix Factorization (SNMF) [25] to recognize the

Table 7.3: The performance of two classifiers measured by $E_{mzo}$, $E_{ad}$, $E_{cill}$, $P_{cfcf}$, $E_{rps}$, $E^1_{nod}$, $E^2_{nod}$, and $E^\infty_{nod}$ in example 3.

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{mzo}$</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>$E_{ad}$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$E_{cill}$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$P_{cfcf}$</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>$E_{rps}$</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>$E^1_{nod}$</td>
<td>1</td>
<td>0.5714</td>
</tr>
<tr>
<td>$E^2_{nod}$</td>
<td>1</td>
<td>0.5395</td>
</tr>
<tr>
<td>$E^\infty_{nod}$</td>
<td>1</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Table 7.4: Test set datapoints and their corresponding classifier outputs in example 4.

<table>
<thead>
<tr>
<th>Datapoint</th>
<th>Actual Label($Y$)</th>
<th>Classifier Output($\hat{Y}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.5</td>
</tr>
</tbody>
</table>

age of speakers. The resulting confusion matrices of both methods can be

$$CM_{SNMF} = \begin{bmatrix} 15 & 15 & 9 \\ 18 & 22 & 16 \\ 9 & 11 & 40 \end{bmatrix} \quad CM_{random} = \begin{bmatrix} 13 & 13 & 13 \\ 18 & 18 & 19 \\ 20 & 20 & 20 \end{bmatrix}$$ (7.29)

The results of using performance metrics $E_{rps}$ and $E_{nod}^p$ are listed in Table 7.5.

A subjective study on the obtained results shows that the SNMF based age group recognizer is more effective than a Random classifier. As it can be interpreted from Table 7.5, this performance drop is better revealed in $E_{nod}^p$ compared to $E_{rps}$. In this experiment, the error of the random classifier measured by $E_{rps}$ is only 0.44, which is not rational. By contrast, the results of $E_{nod}^1$, $E_{nod}^2$ and $E_{nod}^\infty$ effectively reflect the nature of the applied Random classifier.

### 7.6.5 Partial-Ordinal Problems

Examples 6 and 7 show the advantages of $E_{nod}^p$ over $P_{cfc}$, $E_{rps}$ and $E_{ad}$ in measuring the performance of the classifiers in $C_{Pa}^a$, where other conventional approaches are not applicable.

**Example 6:** In this example, $P_{cfc}$, $E_{ad}$, $E_{rps}$, and $E_{nod}^p$ are evaluated in

Table 7.5: The performance of two classifiers measured by $E_{rps}$, $E_{nod}^1$, $E_{nod}^2$, and $E_{nod}^\infty$ in example 5.

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>SNMF</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{rps}$</td>
<td>0.30</td>
<td>0.44</td>
</tr>
<tr>
<td>$E_{nod}^1$</td>
<td>0.37</td>
<td>0.54</td>
</tr>
<tr>
<td>$E_{nod}^2$</td>
<td>0.41</td>
<td>0.60</td>
</tr>
<tr>
<td>$E_{nod}^\infty$</td>
<td>0.46</td>
<td>0.67</td>
</tr>
</tbody>
</table>
measuring the performance of classifiers in $C^{Pa}_O$. Consider an eight-class $C^{Pa}_O$. In this problem, the test datapoint label is $Y = [0.1 \ 0.1 \ 0.1 \ 0.1 \ 0.1 \ 0.2 \ 0.2]$. Two classifiers are applied in this problem. Table 7.6 shows the output of the applied classifiers. The measured performance of these classifiers using $P_{cfci}$, $E_{ad}$, $E_{rps}$, $E_{nod}^1$, $E_{nod}^2$ and $E_{nod}^\infty$ is presented in Table 7.7. As it can be understood from Table 7.6, the estimated label of the second classifier is more similar to the true label compared to that of first classifier. However, the output of the $P_{cfci}$ is the same for both of them. This is due to the fact that the order of categories has no effect on the output of $P_{cfci}$. In this example, $E_{ad}$, $E_{rps}$, $E_{nod}^1$, $E_{nod}^2$ and $E_{nod}^\infty$ reflect the performance improvement from the first classifier to the second one.

**Example 7:** In this example, the behavior of $E_{nod}^p$ and $E_{rps}$ in a $C^{Pa}_O$ is analyzed. Consider a five-class $C^{Pa}_O$. In this problem, a special classifier is applied to recognize the labels of an infinite number of datapoints. The actual label of all datapoints is the same $Y = [0.2 \ 0.2 \ 0.2 \ 0.2 \ 0.2]$. The applied classifier is random and crisp in which $P(\hat{Y} = [1 \ 0 \ 0 \ 0]) = P(\hat{Y} = [0 \ 1 \ 0 \ 0]) = P(\hat{Y} = [0 \ 0 \ 1 \ 0]) = P(\hat{Y} = [0 \ 0 \ 0 \ 1]) = 0.2$. The error of the applied classifier expressed by the $E_{rps}$ is 0.20. However, since the classifier is absolutely random, this result is not rational. The measured error using $E_{nod}^1$, $E_{nod}^2$ and $E_{nod}^\infty$ is 0.80, 0.7983 and 0.80 respectively, which perfectly matches the characteristics of this classifier.

### 7.7 Conclusion

In this chapter, the ordinal distance between two arbitrary vectors in Euclidean space has been introduced. Then, Normalized Ordinal Distance ($E_{nod}^p$) as an application-independent performance metric for ordinal, probabilistic-ordinal or partial-ordinal classification problems has been presented. Different advantages of the $E_{nod}^p$ over conventional performance metrics such as mean absolute error of consecutive integer labels $E_{ma}^{cil}$, mean zero-one error ($E_{mzo}$), correctly fuzzy classified instances ($P_{cfci}$), average deviation ($E_{ad}$), or ranked probability score ($E_{rps}$) have been shown using a number of numerical examples.

<table>
<thead>
<tr>
<th>Classifier Output ($Y$)</th>
<th>Classifier 1</th>
<th>Classifier 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.2 0.2 0.1 0.1 0.1 0.1 0.1</td>
<td>0.1 0.1 0.1 0.1 0.1 0.2 0.2</td>
</tr>
</tbody>
</table>

Table 7.6: The output of applied classifiers in example 6.
Table 7.7: The performance of two classifiers measured by $P_{\text{cfci}}, E_{\text{ad}}, E_{\text{rps}}, E_{\text{nod}}^{1}, E_{\text{nod}}^{2}$ and $E_{\text{nod}}^{\infty}$ in example 6.

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Classifier 1</th>
<th>Classifier 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{ad}}$</td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$P_{\text{cfci}}$</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>$E_{\text{rps}}$</td>
<td>0.0314</td>
<td>0.0029</td>
</tr>
<tr>
<td>$E_{\text{nod}}^{1}$</td>
<td>0.2927</td>
<td>0.0488</td>
</tr>
<tr>
<td>$E_{\text{nod}}^{2}$</td>
<td>0.2828</td>
<td>0.0853</td>
</tr>
<tr>
<td>$E_{\text{nod}}^{\infty}$</td>
<td>0.2222</td>
<td>0.1111</td>
</tr>
</tbody>
</table>
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Chapter 8

Conclusion

This chapter presents a brief overview of the thesis contributions and discusses future research directions.

8.1 Contributions

In summary the main contributions of this dissertation are:

1. A new i-vector-based approach for speaker age estimation has been proposed. This approach improves the accuracy of the conventional speaker age estimation methods significantly. This approach and obtained results have been described in Chapter 2.

2. The effect of major factors influencing the automatic age estimation systems such as utterance language and available speech duration have been investigated. The results of this investigation have been presented in Chapter 2.

3. Gaussian weight supervectors have been tested for age estimation, gender detection and accent recognition. We have reported the results of this approach in Chapter 3.

4. A Comparison of i-vectors, Gaussian mean supervectors and Gaussian weight supervectors along with the usage of different classifiers for a native-language recognition task have been performed. This comparison has been presented in Chapter 4.
5. A new subspace approach for GMM weight adaptation, namely non-negative factor analysis (NFA) have been proposed. This method applies a constrained factor analysis and suggests a new low-dimensional utterance representation approach based on Gaussian weights. This approach has been elaborated in Chapter 5.

6. It was shown that an intermediate-level fusion of the i-vector and NFA frameworks improves the recognition accuracy of the state-of-the-art i-vector-based approach in language and dialect recognition tasks. Chapter 5 reports the results of this scheme.

7. A hybrid architecture of the i-vector and the NFA frameworks for speaker age estimation has been proposed. This approach improves the state-of-the-art i-vector based system considerably. We have explained this method in Chapter 6.

8. An Ordinal Distance of two arbitrary vectors in Euclidean space was introduced. Based on the suggested distance an application independent performance metric, namely normalized ordinal distance, for ordinal, for probabilistic-ordinal and partial-ordinal classification problems has been proposed. OD and NOD can be applied in identification of many speaker characterization problems with ordinal nature such as age group recognition, identifying the level of intoxication and height group estimation.

8.2 Future Research Directions

This research has a wide range of potential extensions to increase the identification accuracy and to adapt the work to different applications in real-world scenarios.

8.2.1 Signal Representation

Development of the NFA framework as a rapid Gaussian weights adaptation approach opens new directions to improve signal representation, which is presumably the most challenging step towards developing accurate and robust speaker recognition and characterization systems.
Iterative i-vector-NFA framework

We believe that an effective approach to improve signal representation can be achieved by integrating the NFA and the i-vector frameworks. A possible combination is to extract i-vectors in two steps. In the first step, we will start by adapting the weights of the UBM to the given speech utterance. Then in the second step we will extract the i-vector based on these new weights. This new regime of extracting i-vectors can improve signal representation for speaker recognition and characterization.

Integration in GMM subspace approach

Another integration can be through coupling the i-vectors and NFA subspace vectors similar to that of the subspace GMM scheme [1], i.e. to replace the MLLR and the SMM in standard subspace GMM by the i-vector framework and the NFA method respectively.

8.2.2 NFA for phonotactic language recognition

In [2–4], SMM is applied to decompose N-gram count supervectors and reduce their dimensionality. Motivated from the success of NFA in factorizing GMM weight supervectors, we believe that NFA can replace SMM in this task to decrease the computational cost. This task may require considering multiple constraints to model conditional probabilities. These constraints can be easily imposed on the subspace matrix of the NFA framework.

8.2.3 Calibration and fusion in ordinal classification problems

Effective score calibration/fusion at the back-end of the recognition procedure plays an important role in biometrics systems, specifically in forensic applications. While calibration/fusion for speaker and language recognition is well studied, there are very few works on calibration/fusion for regression and ordinal classification problems, which are required in different speaker characterization problems such as age estimation, height recognition and identification of intoxication level. The normalized ordinal distance as a new application-independent performance metric for ordinal, probabilistic-ordinal and partial-ordinal classification problems can be applied for calibration/fusion of the output scores of ordinal classifier(s). In conventional calibration/fusion approaches, the parameters of the required mapping in calibration/fusion are optimized on a development dataset such that a conventional performance metric (e.g.
log-likelihood ratio cost) is minimized. For ordinal problems, we can determine the parameters of calibration/fusion mapping by minimizing the normalized ordinal distance instead of conventional performance metrics.

8.2.4 Adaptation to different applications

While the introduced approaches in this thesis are general, different applications may have specific requirements. For example, in forensic applications, the output of the proposed approaches should be in the form of the log-likelihood ratio. In intoxication detection in cars, considering the specific acoustic environment of the car improves the identification accuracy. In mobile phones, developing computationally inexpensive approaches to reduce the battery usage is required. Therefore, adapting the proposed approaches to specific applications plays an important role in obtaining reasonable and useful results.
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