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Filter bank based multicarrier is an evolution with many advantages over the widespread OFDM multicarrier scheme. The author of the thesis stands behind this statement and proposes various solutions for practical physical layer problems based on filter bank processing of wireless communications signals. Filter banks are an evolved form of subband processing, harnessing the key advantages of original efficient subband processing based on the fast Fourier transforms and addressing some of its shortcomings, at the price of a somewhat increased implementation complexity. The main asset of the filter banks is the possibility to design very frequency selective subband filters to compartmentalize the overall spectrum into well isolated subbands, while still making very efficient use of the assigned bandwidth.

This thesis first exploits this main feature of the filter banks in the subband system configuration, in which the analysis filter bank divides the original signal into its subbands and the subsequent synthesis filters reconstruct the original signal in a properly processed form. Here the application is narrowband interference cancellation in a direct sequence spread spectrum system. Using complex modulated filter banks, complex valued data is efficiently processed and the interference notched out without its effect leaking to adjacent subbands. Means for detecting and estimating the location and power of the interferer are presented here, and a novel recursive excision algorithm leads to enhanced interference mitigation performance.

In multicarrier communications, the filter banks are switched into the transmultiplexer configuration, with a synthesis filter bank in the transmitter and an analysis filter bank in the receiver. The high selectivity of the sub-channel filters allows them to separate data streams as clusters of contiguous subbands without the need of additional filtering. This raises the question: How much processing can be moved to the low rate subband streams, after the analysis filter bank? Subcarrier-wise processing enables independent processing of data streams allocated to different frequency blocks and sepa-
rated by the filter bank selectivity. These blocks could correspond to different users in an uplink, with different timing and frequency offsets that are difficult to resolve from the compound high rate signal. Our research objective was to perform subcarrier-wise channel estimation and synchronization, including equalization, as well as narrowband interference cancellation when needed.

At the start of the studies of our research group, subchannel equalization was not well understood. Its analysis resulted in efficient equalization methods and later in techniques to estimate the channel impairments to perform the equalization. In this sense, this thesis presents alternative approaches for estimating channel parameters, such as timing, frequency offset and channel frequency response. One estimation technique is pilot based, suitable for systems in which the channel frequency response is almost flat within the subchannels. The other relies on training sequences, an alternative that fits well in implementations with moderate number of subchannels and mildly frequency selective fading channel within the subcarriers. Both approaches are known for the forerunner in multicarrier communications, OFDM, but here the particular difficulties of the filter bank multicarrier signal are tackled.

The presented techniques result in a well performing and quite complete multicarrier communications solution. Its application in a WiMAX-like setup proved to provide throughput gains of up to 20% compared to the original, OFDM based reference system. Based on the extended research and on the results published in the publications that are compiled as part of this thesis, the author strongly believes that the filter bank approach is the right direction to follow in multicarrier communications.
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<td>AFB</td>
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<tr>
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<tr>
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<td>CMFB</td>
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<tr>
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<td>TMUX</td>
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<td>ZF</td>
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Chapter 1

Introduction

There are two trends in modern telecommunications that can be recognized as persistent. First, the continuous increase in data rates in digital communications. From the first Morse symbols per second in telegraph communications [22] in the mid of the 19th century, continuing with the first landline modems at hundreds of bauds (symbols per second) hundred years later [60], and the 9.6 kbps in early 2G [125] cellular communications, up to the over 300 Mbps already considered in the long term evolution (LTE) [126] standards of next generation mobile communications, the transmission speed has been rising at a steady pace. Research in this field and development of applications that benefit from the enhanced data rates or require even more throughput continue to fuel each other. The means for increasing data rates are widening the transmission bandwidth and improving spectral efficiency, i.e, the data rate that can be sent per unit bandwidth (bps/Hz).

The second trend is the growing ability to access and send any kind of information independently of location or time. It was not so long ago when two persons that wanted to communicate had to decide a fixed location and a time to do so. Also, watching one’s favorite movie or program required that the watcher be on a certain location such as home or the theaters. Mobile telephony started to free us from these constraints in the 80ies and nowadays high speed data communications independent from our location and in vehicles moving at high speeds are becoming commonplace. The tool for enabling this are wireless communications. Although most of the customers may take it for granted, efficiently transmitting wirelessly over wide bandwidths and at changing locations is a challenging task because of the difficult channel conditions the signal encounters. Wideband signals are affected by frequency
selective fading due to multipath propagation and can suffer from narrowband interference within the desired signal bandwidth. Relative mobility between transmitter and receiver and also the changing conditions of the propagation channel produce time fading.

There are several physical layer choices to overcome the challenges of efficient wideband wireless communications. Among them we encounter spread spectrum techniques [99], multicarrier (MC) communications, combinations of both [11, 35], and even updated single carrier communication with frequency domain receiver processing [30], which share the multirate signal processing from the multicarrier systems. The main focus of this thesis is on communications that apply multirate signal processing.

1.1 Background and Motivation

In MC communications the data is transmitted over many frequencies instead of a single carrier, dividing the wideband frequency selective communication channel into several subbands with mildly selective fading. This leads to advantages in channel estimation and equalization, when performed at subcarrier level. The composite MC symbol has much longer duration than the symbol of a single carrier system transmitting within the same bandwidth, leading to easier timing synchronization. Furthermore, limited narrowband interference can be mitigated by shutting down the subchannels that are interfered. In general, the option provided by MC systems to easily and conveniently schedule data transmission over different subchannels at one’s will enables scalable and flexible communications [133].

The main advantage from the efficiency point of view is that the carriers can be selected to be orthogonal, in such a way that their spectra overlap but without causing interference to the other carriers [23]. In digital communications, the inverse fast Fourier transform (IFFT) generates such a waveform with little computational complexity [81]. The result is an orthogonal frequency division multiplexed (OFDM) signal [133], which has been the most prominent MC signal so far. In OFDM, frequency selective channels can be elegantly equalized with a single complex coefficient at subcarrier level if a cyclic prefix (CP) is appended to the OFDM symbol. This holds as long as the CP covers the maximum delay spread of the channel. The interesting properties of MC communications and the simplicity of OFDM have led this scheme to be a fundamental part in a number of wireless communication systems, including emerging cellular standards such as WiMAX (Worldwide
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Interoperability for Microwave Access) [154] (based on the IEEE 802.16e [2] standard) and E-UTRA LTE (Evolved UMTS Terrestrial Radio Access Long Term Evolution) [126].

WiMAX and LTE are the remaining competing standards for evolving third generation (3G) mobile networks towards 4G data rate, spectral efficiency and flexibility requirements, after other (also OFDM-based) candidates such as flash-OFDM [70] and Ultra-Mobile Broadband have lost momentum or been discontinued, respectively. At the moment it seems that LTE is gathering more industry support, although WiMAX has a small time advantage because the first commercial networks have already been deployed. In their origins, WiMAX evolves from fixed data communications and LTE has its roots in mobile cellular networks. Nevertheless, both aim at improved power and spectral efficiency and high data rates in the order of hundreds of Mbps at high mobilities with the help of the OFDM air interface, multiple input multiple output (MIMO) techniques and smart scheduling. The spectrum allocation in both systems is scalable from around 1 MHz to 20 MHz, and the subcarrier separation is in the order of 10 kHz. Further, WiMAX and LTE are based on an all-IP network architecture. Returning to the MC aspect, the two systems exploit the flexibility of OFDM to also provide multiple access in time and frequency through orthogonal frequency division multiple access (OFDMA). However, the LTE uplink builds on DFT-spread-OFDM for providing single carrier frequency division multiple access (SC-FDMA) [89] because it has a lower peak to average power ratio (PAPR) and thus uses the mobile terminal power more efficiently.
Unfortunately, OFDM has some shortcomings. The cyclic prefix is a copy of part of the transmitted OFDM symbol that is then appended at the beginning of the OFDM symbol. This redundancy reduces the effective throughput of the transmission as can be seen in Figure 1.2. Additionally to worsening the spectral efficiency, transmit power is wasted on the CP. Furthermore, the spectral localization of the OFDM subcarriers is weak, giving rise to spectral leakage and interference problems with unsynchronized signals. These shortcomings have motivated researchers to develop alternative solutions overcoming these problems, bringing filter bank (FB) processing into the spotlight as an interesting alternative.

![OFDM symbols with cyclic prefix in time.](image)

During the research that resulted in this thesis, the scientific community witnessed the rise of a new paradigm in telecommunications: Cognitive Radio (CR) [41, 88]. CR is a response to the problem of suboptimal use of spectral resources in licensed bands. The available communication channels are not being occupied at all locations and all possible times. A cognitive radio is a device that possesses the intelligence to sense the spectrum (SSA, spectrum sensing and awareness) and recognize the transmission opportunities, also called spectral white spaces, to dynamically utilize them (DSA, dynamic spectrum access) for information transmission. CR can be expected to bring a wide reaching revolution in wireless communications. From the physical layer point of view, multicarrier waveforms are an excellent match to perform spectral sensing and to dynamically access free bands because of their intrinsic property of dividing the spectrum into small portions. Especially filter banks, with their efficient and isolated compartmentalization of the subbands, appear as strong candidates for cognitive radio signal processing. This observation gave a timely motivational push to continue with the research on the capabilities of filter banks for the wireless communications physical layer.
1.2 Scope and Objectives of Research

Filter bank based multicarrier (FBMC) modulation can be considered an evolved OFDM due to the advantages it presents over it. Furthermore, one way of implementing the filter banks is by building on the core blocks of OFDM, i.e., the IFFT/FFT pair [118]. The filter banks address the main drawbacks of OFDM mentioned in the previous section: Firstly, their subchannels can be optimally designed in the frequency domain to have desired spectral containment [81]. Secondly, FBMC systems do not make use of the redundant CP, enabling a more efficient use of channel resources. The subchannel filters are designed with the Nyquist pulse shaping principle [99], which means that the consecutive symbol waveforms are overlapping in time.

The excellent spectral containment achieved in FBs is crucial for avoiding distortion from asynchronous signals in adjacent bands. This contrasts with the mere 13 dB by which the adjacent subbands are attenuated in OFDM. In this sense, further spectral efficiency advantages appear at the edges of the transmission band, where one subchannel suffices as guard band to the next transmission band. An OFDM system with slowly decaying sidelobes needs many more subbands acting as guard band or unrealistically sharp additional filtering to provide similar attenuation at frequencies adjacent to the transmission band. The different power spectral densities of OFDM and FBMC with pulses that overlap over 4 symbols are presented in Figure 1.3. The lower level of subchannel sidelobes, resulting in smaller potential intercarrier interference (ICI) between non-adjacent subchannels is evident from the figure.

![Frequency response of OFDM and FBMC subchannel filters](image-url)

Figure 1.3: Spectra of OFDM and FBMC subchannels.

With high enough out of band attenuation of the subband filters, the filter bank itself can provide sufficient frequency isolation to efficiently implement
the needed reception band selectivity. This enables moving all signal processing functions after the filter bank, to the low sampling rate. Further, the channelization can be done in a dynamically adjustable manner, efficiently suppressing immediately adjacent and even narrowband interference components falling within the transmission bandwidth. OFDM cannot offer this advantage due to the low containment of its subchannel filters.

In the context of CR, where a secondary user scans the spectrum assigned to primary users for a transmission opportunity, the high spectral definition of FBMC is especially valuable. The performance of Haykin’s method of choice for radio scene analysis [42], the multitaper method [123], can be well approximated using FBs with greatly reduced complexity [33, 34].

The main research objective of our small team within the Digital Transmission Group at the Tampere University of Technology has been to prove that filter banks are a viable alternative for an evolved and efficient physical layer in wireless communications. Under the lead of Prof. Markku Renfors, Dr. Ari Viholainen, M.Sc. Tero Ihalainen and myself have researched over the last decade the broad aspects and problems present in a complete communication system with filter banks. The general plan included the design of efficient filter banks for processing complex valued signals. The filter banks were then used in different applications for wireless communications, in single carrier and in multicarrier environments, with research branching into several areas such as synchronization and equalization, multiantenna communications, cognitive radio capabilities and more. Original research on filter bank design led to the dissertation of Dr. Viholainen [143], while more recent results on communication aspects are the main constituents of M.Sc. Ihalainen’s doctoral thesis and of this document. Even nowadays, filter banks in wireless communications are a rather open research topic with challenges to be tackled, such as efficient space-time coding, among others.

In this context, this thesis addresses two research questions: Firstly, how well and with what implications can an analysis-synthesis filter bank pair efficiently mitigate narrowband interference at a receiver in a single carrier system? Intentional jamming of military communications and also the possibility of better spectral usage with overlaid signal spectra led to long lasting research in interference mitigation in spread spectrum signals. Here the research objective was to exploit the better spectral containment of the filter banks for performing accurate excision of a narrowband interferer within the signal bandwidth without power leakage to adjacent bands, as is the case in FFT-based excision.
The second research problem faced the synchronization, channel estimation and channel equalization in FBMC communication systems, in which the synthesis-analysis configuration is used. The objective was the study of the channel impairments and the solutions to combat them at the receiver in order to build them into a multicarrier communication alternative capable of competing with the omnipresent OFDM. These crucial stages for the transmission chain can substantially differ depending on the applied FBMC approaches. Our research objectives included two implementations. One focused on a multicarrier system working with a moderate number of subchannels, only a fraction of the number used in OFDM. In this case, flat channel fading cannot be assumed anymore at subchannel level. The second approach was developed envisioning an FBMC system to substitute a currently existing OFDM scheme, maintaining the global transmission parameters.

1.3 Outline and Main Results of the Thesis

The main objective when writing this thesis was to provide a fluent summary of the ideas, analysis and results included in the appended publications [P1]-[P5]. The background and results regarding narrowband interference mitigation and channel synchronization, estimation and equalization are the subject matter of Chapters 3 and 4. The next paragraphs give a brief outline of the contents of this thesis.

In this introductory chapter the motivation for the research leading to this dissertation is presented. The research problems posing the objectives of this work are introduced to define the scope of the thesis. Its contents are outlined, indicating the main results of the research, where applicable. This thesis is presented as a compilation of publications. At the end of this chapter we list the relevant publications that are appended in the second part of the thesis. Additionally, a list with some supplementary publications in which the author was involved is presented. Their results are not directly under the scope of this dissertation, but are closely related.

Chapter 2 introduces the concept of multirate filter banks and refreshes the basic multirate operations. The two configurations of the filter bank pairs, namely subband system (analysis-synthesis) and transmultiplexer (synthesis-analysis) are described. The special case of modulated filter banks is reviewed, since these are the types of filter banks relevant to this thesis. Finally, implementation issues such as prototype filter design and efficient implementation structures are briefly revisited.
In Chapter 3 the application of filter banks to mitigate the problem of narrowband interference in direct sequence spread spectrum signals is discussed. State of the art methods at the time of the research that led to [P1] are introduced. At that time, the methods for combating the interference were mainly subdivided into time-domain and frequency-domain methods. This division is maintained to localize the filter bank based method as belonging to the latter group. The main problems arising in the filter bank based narrowband interference detection and mitigation are introduced, shortly indicating also the devised solutions: The adaptive detection threshold and the shortened despreading for efficient transient mitigation. Also in Chapter 3, a more modern classification of the mitigation methods is cited, and several research results that have surfaced after publication of [P1] are presented. At the end of the chapter, some other applications of the filter banks in the subband system configuration are listed.

Chapter 4 describes how FBs have been applied in this thesis in the TMUX configuration for FBMC and how the channel effect has been countered. For equalization, subcarrier equalizers (SCE) of few taps are able to equalize each subchannel better than the multiplication by a single complex coefficient, if the channel frequency response is not flat within the subchannel. As a result, the use of higher order SCEs enables to increase the relative subchannel bandwidth, because the subchannel responses are allowed to take mildly frequency selective shapes. Another interpretation is that the number of subchannels to cover a given signal bandwidth by FBMC can be reduced. In general, higher order SCE structures offer a trade-off between the number of required subchannels and complexity of the subcarrier equalizers, providing flexibility and scalability to the system design. Also in this chapter, a narrowband interference mitigation technique that makes use of the low complexity equalizers, is presented. After the equalization problem is solved, the channel parameter estimation that feeds the equalizers is discussed. Similar estimation methods as in OFDM can be applied, taking into account the particularities of the FBMC signal, i.e., the inherent complex interference introduced by the filter bank. In this chapter, analysis for channel estimation and synchronization is presented and two practical estimation approaches are proposed: One for wider subchannels is based on training sequences. The other, in which the channel fading within the subchannels can be considered flat, uses scattered pilots. The research introduced in this chapter is a crucial component of the simulation testbed for the complete FBMC system that resulted from the joint efforts of our research team.
Chapter 5 draws final conclusions of the thesis, briefly summarizes the main differences between OFDM and FBMC, and offers possible future research directions. A short summary of the results published in [P1]-[P5] is given in Chapter 6, where also the author’s contributions to these publications are clarified.

The compilation of the publications included in this thesis can be found after the Bibliography.
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Chapter 2

Basics on Filter Banks

In the most general sense, a filter bank is an array of $M$ filters that processes its $M$ input signals to produce $M$ outputs.

![Most general filter bank](image)

Figure 2.1: Most general filter bank.

If all the inputs in Figure 2.1 are connected together, then the same signal is sent through the filter bank, i.e., $x_i[m] = x[m]$, $k = 0, 1, ..., M - 1$. In this case the bank can be considered to be analyzing the input signal $x[m]$ according to the characteristics of each filter. Hence this filter bank is called analysis filter bank (AFB). Although any imaginable filtering may be applied, a logical way to analyze the input signal of the AFB is to look at its characteristics at different frequency subbands.

Conversely, if individual signals are filtered and the outputs connected together, adding up all the outputs, a new, composed signal $y[m] = \sum_{k=0}^{M-1} y_i[m]$ is synthesized. Therefore, the name of this configuration is called synthesis filter bank (SFB).
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In subband processing, the outputs of the analysis filters retain desired portions of the spectrum of the input signal for further processing. The resulting signal occupies only a fraction of the original spectrum and the sampling rate can be reduced to lower the number of operations without losing the original signal information, as long as the Nyquist-Shannon sampling theorem \[93, 117\] is fulfilled. In an analogous manner, the input signal of the SFB can be up-sampled and filtered to occupy a desired spectral region. By adding signals that occupy different portions of the spectrum, a broader bandwidth signal can be synthesized. Filter banks that work at different sampling rates are called multirate filter banks and are key elements in multirate signal processing \[24, 27, 36, 81, 129\].

The real power of the filter banks is harnessed when they are used in pairs, combining them as subband systems (analysis-synthesis configuration) or transmultiplexers (synthesis-analysis configuration), as indicated in Figure 2.2. In the figure, it is assumed that rate conversions by \(N\) are the same in all subbands. An example application using a subband system is an equalizer, in which the subbands of a signal are amplified as required. On the other hand, the transmultiplexer configuration is applied in multicarrier communications \[129\].

Figure 2.2 also shows the input signals \(x[m]\) and \(x_k[m]\) to the subband system and the transmultiplexer subbands, respectively. Furthermore, the outputs are labeled \(\hat{x}[m]\) and \(\hat{x}_k[m]\), hinting to their relation with the corresponding inputs. As a matter of fact, it is desirable that the input and the output are as similar as possible, if no further processing apart from the filter banks takes place. If the filter banks are designed so that the inputs and the
outputs of the filter bank pairs are exactly the same, except for the processing delay, the filter banks are called perfect reconstruction (PR) filter banks. Another design possibility is to permit a limited distortion, in which case a nearly perfect reconstruction (NPR) is obtained [129, 130].

The design conditions necessary for obtaining these filter bank types can be deduced from the transfer functions that relate the input and the output of the banks with the help of the multirate operations presented next.

2.1.1 Basic Multirate Operations

The described operations of rate reduction or increase, preceded or followed by filtering, respectively, are the basic multirate operations. They are respectively known as decimation and interpolation, and are briefly described in the following subsections [25, 129].

Decimation

Decimation takes place in the AFB and consists of the filtering of the input signal (anti-aliasing filtering) and the subsequent downsampling, as can be seen in the branches of the analysis filter banks of Figure 2.2. Downsampling reduces the sampling rate by only selecting every \( N \)th sample of the filtered signal

\[
v_k[m] = x[m] \ast f_k[m] = \sum_{r=0}^{L-1} x[m - r] f_k[r],
\]

where \( \ast \) denotes the convolution sum and \( L \) is the length of the analysis filter \( f_k[m] \), assumed to be a finite impulse response (FIR) filter here. Downsampling can be expressed mathematically in the time domain and the z-transform domain as follows:

\[
y_k[n] = v_k[Nn],
\]

\[
Y_k(z) = \frac{1}{N} \sum_{l=0}^{N-1} V_k \left( z^{1/N} e^{-j2\pi l/N} \right).
\]

In the transmultiplexer configuration of Figure 2.2, \( y_k[n] \equiv \hat{x}_k[n] \), and in the subband system, \( y_k[n] \) are the inputs to the subband processing block.

In the frequency domain, the output spectrum is formed by a repetition of \( N \) shifted replicas of the input spectrum expanded by the factor \( N \). The size of the shift in frequency is \( 2\pi \), as can be deduced from equation (2.3). Figure 2.3 graphically presents the effect of equations (2.2) and (2.3). The figure also
Figure 2.3: Downsampling by $N = 2$. a) Time domain representation. b) Frequency domain presentation showing the aliasing effect produced because the highest frequency of the input signal is larger than $\pi/2$.

presents the aliasing problem, which appears when the filtering prior to the downsampling is not sharp enough.

The previous equations can be extended to include the anti-aliasing filter $f_k[m]$:

$$y_k[n] = v_k[Nn] = \sum_{r=0}^{L-1} x[Nn - r] f_k[r].$$  \hspace{1cm} (2.4)

In the z-domain,

$$V_k(z) = F_k(z) X(z),$$ \hspace{1cm} (2.5)

$$Y_k(z) = \frac{1}{N} \sum_{l=0}^{N-1} V_k\left( z^{1/N} e^{-j2\pi l/N} \right)$$

$$= \frac{1}{N} \sum_{l=0}^{N-1} F_k\left( z^{1/N} e^{-j2\pi l/N} \right) X\left( z^{1/N} e^{-j2\pi l/N} \right).$$ \hspace{1cm} (2.6)

Figure 2.4 details the frequency domain representation of the signals at different stages of the decimation, for $N = 8$.

**Interpolation**

The interpolation is the dual operation to the decimation, and takes place in the SFB. It consists of an upsampler and an interpolation filter $g_k[m]$, as
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Figure 2.4: Decimation of a bandpass signal with complex filters. a) Spectrum of the input signal. b) Spectrum after bandpass anti-alias filtering. c) Resulting spectrum after downsampling by $N = 8$.

depicted in the SFB branches of Figure 2.2. The upsampler raises the sampling frequency by $N$ and introduces $N - 1$ zero samples between the low sampling rate symbols. This can be described in time- and z-domains by equations (2.7) and (2.8), respectively.

$$w_k[m] = \begin{cases} x_k[m/N] & \text{if } m/N \in \mathbb{Z} \\ 0 & \text{otherwise.} \end{cases} \quad (2.7)$$

$$W_k(z) = X_k(z^N), \quad (2.8)$$

where $w_k[m]$ and $W_k(z)$ represent the signal after the upsampler in time- and z-domains, respectively. The effect in time and frequency domains is sketched in Figure 2.5. It can be seen that the signal spectrum is compressed and that the images that were beyond half the sampling frequency appear now inside the sampling range, at a frequency shift of $2\pi/N$. The interpolation filter interpolates between the actual upsampled symbols and eliminates the images that have appeared inside the sampling range. Therefore, the interpolation filter is also called anti-imaging filter.
To include the filter effect in a similar manner as in the decimation definition above, the equations including the filtering by the anti-imaging filter $g_k[m]$ are given next:

$$\tilde{x}_k[m] = w_k[m] \ast g_k[m] = \sum_{r=0}^{r=L-1} g_k[r]w_k[m-r] = \sum_{r=0}^{r=L-1} g_k[r]x_k[(m-r)/N],$$

and

$$\tilde{X}_k(z) = G_k(z)W_k(z) = G_k(z)X_k(z)^N.$$  

(2.9)

Therefore, $\tilde{x}_k[m]$ is the high rate version of $x_k[m]$. In the subband system of Figure 2.2, $\tilde{x}[m] = \sum_{k=0}^{M-1} \tilde{x}_k[m]$.

Figure 2.6 details the frequency domain representation of the signals at the different stages of the interpolation. Here, $N = 8$, and the interpolation filter is bandpass, therefore locating the resulting high-rate signal around a desired frequency.

**Multirate Identities**

To finalize this section, it is practical to recall the identities in multirate signal processing in Figure 2.7. These multirate identities permit switching the order of the up/downsampling operation with the corresponding filters. Now
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the filtering takes place at the lower rate, and with decimated filters, which allows for more efficient and less complex processing. The identities are exploited when aiming for implementing the filter bank in an efficient manner, as described in Section 2.3.

2.1.2 Transfer Relations and Reconstruction Conditions

Using the introduced multirate processing equations, the input-output relations for the subband system of Figure 2.2 can be written in the z-domain as
\[ \hat{X}(z) = \frac{1}{N} \sum_{k=0}^{M-1} F_k(z) \sum_{l=0}^{N-1} G_k \left( z e^{-j2\pi l/N} \right) X \left( z e^{-j2\pi l/N} \right). \quad (2.11) \]

The elements of the summations can be redistributed and grouped to yield

\[ \hat{X}(z) = T_0(z) X(z) + \sum_{l=1}^{N-1} T_l(z) X \left( z e^{-j2\pi l/N} \right), \quad (2.12) \]

where

\[ T_0(z) = \frac{1}{N} \sum_{k=0}^{M-1} F_k(z) G_k(z) \quad (2.13) \]

and

\[ T_l(z) = \frac{1}{N} \sum_{k=0}^{M-1} F_k(z) G_k \left( z e^{-j2\pi l/N} \right). \quad (2.14) \]

The distortion transfer function \( T_0(z) \) measures the distortion between the original signal and the reconstructed one coming from the convolution of the analysis and synthesis subband filters. Additionally, the aliasing transfer function \( T_l(z) \) quantifies the effect of the aliasing spectra of the replicas that appear in the downsampling operation at the analysis bank.

Similarly, in the transmultiplexer configuration of Figure 2.2, we obtain

\[ \hat{X}_i(z) = \frac{1}{N} \sum_{l=0}^{N-1} G_i \left( z^{1/N} e^{-j2\pi l/N} \right) \sum_{k=0}^{M-1} F_k \left( z^{1/N} e^{-j2\pi l/N} \right) X_k(z). \quad (2.15) \]

This equation can be reordered into

\[ \hat{X}_i(z) = T_{ii}(z) X_i(z) + \sum_{k=0}^{M-1} \sum_{k \neq i} T_{ik}(z) X_k(z), \quad (2.16) \]

where

\[ T_{ii}(z) = \frac{1}{N} \sum_{l=0}^{N-1} G_i \left( z^{1/N} e^{-j2\pi l/N} \right) F_i \left( z^{1/N} e^{-j2\pi l/N} \right), \quad (2.17) \]

is the transfer function that links the subband input and output signals of subband \( i \). Moreover,

\[ T_{ik}(z) = \frac{1}{N} \sum_{l=0}^{N-1} G_i \left( z^{1/N} e^{-j2\pi l/N} \right) F_k \left( z^{1/N} e^{-j2\pi l/N} \right), \quad k \neq i \quad (2.18) \]
describes how much of the signal of subband $k$ leaks into subband $i$.

Therefore, to accomplish perfect reconstruction in the subband system, $T_l(z) = 0$, for $l = 1, 2, \ldots, N - 1$ and $T_0(z) = z^{-N_d}$, i.e., a pure delay of $N_d$ samples. Analogously, $T_{ii}(z)$ and $T_{ik}(z)$ have to be a pure delay and 0, respectively, to obtain a PR transmultiplexer. If these conditions are only approximately fulfilled, then a NPR system is obtained. If the systems are critically sampled, i.e., if $M = N$, the problem of designing a PR analysis-synthesis system and a PR transmultiplexer are equivalent, since the systems are dual if the transfer functions are a function of $z^{-M}$ [140]. This does not impose a great limitation in the design, since the system can be devised with arbitrary delay due to the filters and the required additional delay to fulfill the indicated condition for the transfer functions can be artificially added to one of the banks [129]. Filter banks in which $N < M$ are oversampled filter banks.

### 2.2 Modulated Filter Banks

Uniform filter banks divide the spectrum into subbands of the same size and in which the subchannels have similar sampling rate conversion [129]. Other choices of dividing the spectrum are also possible, for example octave filter banks or wavelet filter banks [36]. Historically, uniform filter banks started out in the mid-seventies as the quadrature mirror filter (QMF), a two-channel system [26]. In the next decade, the QMF bank idea was generalized to the case of $M$-channel filter banks. The first approach was to use the QMF as a repeating base element in a nested tree structure, in which each subchannel is divided recursively into smaller subbands by using the two-channel bank. The same properties as for the building block are conserved for the overall structure [119, 120, 144]. The next step was the introduction of a parallel $M$-channel structure, instead of the tree configuration [90, 139]. One important finding was that perfect reconstruction without aliasing is possible even with subchannel overlapping, if the filters are designed to cancel the aliasing [138].

In the nineties, a special class of $M$-channel PR filter banks was developed: the modulated filter banks. This class is founded on the idea of a prototype filter that gets modulated, for example with a cosine modulation, to yield the channel filters of the filter bank [82, 112]. This simplifies the design process of the filter bank to the optimization of the prototype filter. Although there are modulated filter banks that use infinite impulse response (IIR) filters as the prototype [92], we only focus on finite impulse response (FIR) filters here. The modulation can be obtained by multiplication by a cosine, a sine or a complex
exponential. In the last case, a most general way to write the impulse response of the subchannel filters $h_k[m]$ is

$$h_k[m] = h_p[m]e^{-j\Delta f(k+k_0)(m+m_0)}, \quad (2.19)$$

where $\Delta f$ is the subband frequency separation. Usually, in an $M$-channel filter bank, $\Delta f = 2\pi/M$. This expression coincides with the definition of the generalized DFT (GDTF) \cite{17} filter banks, where $m_0$ and $k_0$ permit setting the time and frequency origins as desired. For example, depending on the frequency origin, the filter banks can be even or odd stacked. In an even stacked filter bank, $h_0[m]$ is centered around DC, whereas in the odd stacked case the first and last modulated filters $h_0[m]$ and $h_{M-1}[m]$ are symmetrically placed next to DC. These stacking options are depicted in Figure 2.8. The exponentially modulated filter bank (EMFB) \cite{7,8,143} utilized in the narrowband interference cancellation scheme of Chapter 3 is odd stacked. An example for even stacking is the FBMC/offset QAM (FBMC/OQAM, also called OFDM/OQAM) \cite{118} filter bank used in most of the multicarrier research of Chapter 4.

First, orthogonal cosine modulated filter banks appeared \cite{129}, where the same prototype is used to obtain the subband filters in the analysis and in the synthesis bank. The orthogonality term comes from grouping equations (2.11)-(2.14) into matrices that relate the input signal and its aliased versions with the output and its aliased versions. The transfer functions of the subchannel filters and their aliased versions stack up to matrices and perfect reconstruction can be obtained if the matrices of the analysis filters and the synthesis filters are orthogonal to each other, i.e., one is the conjugate transpose of the other. This leads to the property that the analysis filters $f_k[m]$ and the synthesis filters $g_k[m]$ are just the complex conjugated and time reversed version of each other, i.e.,

$$g_k[m] = f_k^*[L_p - 1 - m], \quad (2.20)$$
where $\ast$ is the complex conjugation operator. If the filters are real valued and have linear phase, then the analysis and synthesis subband filters are the same. It was shown in [8], that a PR prototype filter designed for an $M$-channel cosine modulated filter bank also yields perfect reconstruction for a similarly sized sine modulated filter bank. Moreover, the same prototype filter can provide PR in a complex modulated filter of $2M$ channels [66]. There is a small possibility for confusion here, since in real modulated filter banks the number of subbands is referred to half of the spectrum and in complex filter banks it is referred to the whole spectrum. In an $M$-channel cosine modulated filter bank, each subchannel filter is separated from the next by $\pi/M$, and the negative part of the spectrum is not considered because the signals and the filter bank are real. In complex modulated filter banks, the $M$ subchannels are separated by $2\pi/M$ from their neighbors. Since this thesis basically builds on complex filter banks, $M$ is from now on associated with the whole spectrum from $-\pi$ to $\pi$. With this notation in mind, the analysis filters of length $L_p$ in the EMFB and in the FBMC/OQAM implementations can respectively be expressed as [56]

$$f_{k}^{\text{FBMC/OQAM}}[m] = h_p[m]e^{j\frac{2\pi k}{M}(m-\frac{L_p-1}{2})}$$ \quad (2.21)

$$f_{k}^{\text{EMFB}}[m] = h_p[m]e^{j\frac{2\pi}{M}(k+\frac{1}{2})(m+\frac{M+1}{2})},$$ \quad (2.22)

and the corresponding synthesis filters are obtained applying equation (2.20).

Here it is important to mention that critical sampling cannot directly be obtained in linear-phase PR $M$-channel complex filter banks by changing the sampling rate by $M$ at once. Instead, real and/or purely imaginary subband signals have to be used, together with up and downsampling of $M/2$ [143]. In the even stacked modified DFT (MDFT) filter banks [66], this is implemented by two-stage down- and upsampling. In the analysis bank subband filters, first downsampling by $M/2$, duplication of the signal and delay of one sample for one copy of it takes place, before the final downsampling by 2 and taking the real or imaginary part, depending on the branch. The inverse processing takes place at the synthesis bank. In the exponentially modulated filter banks of [143], critical sampling is achieved when taking the real part of the subband signals after analysis, downsampling by $M/2$ and possible processing at oversampled rate. This does not signify a disadvantage, for example when comparing the transmission rates of EMFB with OFDM in multicarrier communications. Transmitting two real valued symbols at subcarrier rate $f_s/M_2$ is equivalent to transmitting one complex symbol at subcarrier rate $f_s/M$. 
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2.3 Filter Bank Implementation

There are some important aspects that have to be considered when implementing a modulated filter bank. The prototype filter has to be designed and optimized to fulfill the criteria established by the application for which the bank is going to be used. Then, the implementation of the modulated bank with the designed prototype offers some alternatives with effect on computational complexity. These aspects interact with each other and are briefly introduced in the following subsections. For detailed analysis and further interesting implementation issues, such as the effect of quantizing the subband filter coefficients with a limited number of bits, the interested reader is referred to [143].

2.3.1 Prototype Design

Orthogonal modulated filter banks are often designed by modulating a linear-phase lowpass FIR prototype filter with good spectral localization. Since bands of $2\pi/M$ bandwidth are desired, the cut-off frequency of the prototype filter is $\omega_c = \pi/M$ and the stopband edge $\omega_s$ depends on the excess bandwidth or roll-off factor $\rho$ as

$$\omega_s = \frac{(1 + \rho)\pi}{M}. \quad (2.23)$$

The roll-off factor $\rho > 0$ determines how much adjacent filters overlap. For example, if $\rho = 1$ the stopband edge is located at the center of the adjacent subchannels, i.e. only adjacent subbands overlap. Assuming that the filter has been designed with good selectivity, the effect of frequencies further away from the stopband edge is negligible. The subchannel filter examples in Figures 1.2 and 2.8 have $\rho = 1$ and the cut-off frequency of the subband filters is the point where the frequency responses of adjacent filters cross each other.

Prototype filters of order $KM-1$, where $K$ is an integer, have been proven to result in highly frequency selective PR filter banks [82]. The overlapping factor $K$ indicates how much time overlap there is in consecutive filtered blocks of $M/2$ samples at high rate. The term ”overlapping” comes from the interpretation of the PR filter banks as orthogonal transforms in which the basis functions (subchannel filters) overlap in time, such as the extended lapped transform (ELT). For $K = 1$ and $K = 2$ there are closed form analytical expressions for the prototype filter that provides PR in a cosine modulated filter bank [81], and therefore also in the complex modulated filter bank.
For higher overlapping factor values, the prototype filter has to be designed by optimizing its coefficients to fulfill the desired conditions. They are usually stopband attenuation level, cut-off frequency, passband transition width and PR constraints. If NPR is desired, then the PR constraints are relaxed and acceptable distortion and aliasing levels are defined to be met by the system. Generally, when using NPR prototype filters, the same attenuation as in PR can be achieved with shorter filter lengths, or, conversely, filters of the same length as PR prototype filters can achieve higher stopband attenuation. Different criteria to optimize the prototype filter are described in [18, 142, 143]:

**Least squares:** This criterion aims to minimize the energy of the stopband of the prototype filter. It presents low stopband attenuation at the stopband edge, but the attenuation quickly increases when moving further away from the passband.

**Minimax:** The objective here is to minimize the maximum ripple value of the frequency response in the stopband. The stopband attenuation at the edge is high, but the stopband level has an almost constant value over the whole stopband, with increased total energy.

**Peak constraint least squares:** Intermediate solution that minimizes the stopband energy subject to a maximum ripple value.

**Total interference:** In NPR designs, this criterion, which complements the desired spectral mask constraints, has as a goal to minimize the total interference originating from the filter bank, i.e., intersymbol and intercarrier interferences (ISI & ICI).

### 2.3.2 Efficient Implementation and Complexity

The modulated filter banks can be implemented directly by obtaining the modulated versions of the prototype filter optimized above and then filtering and downsampling in the analysis bank or upsampling and filtering in the synthesis part. However, this implies filtering at the high rate and then, in the analysis case, discarding $N - 1$ samples after downsampling by $N$. This is clearly not efficient and leads to a high number of operations. Instead, the multirate identities in Figure 2.7 can be used to perform the filtering at low rate, along with exploiting other characteristics of the prototype filter and the modulation part.
Cosine and sine modulated filter banks can efficiently be implemented with the help of the discrete cosine or sine transforms (DCT/DST) and preceding logic [81, 143]. One solution is based on the fast ELT. The DCT-IV (DST-IV for sine modulated filter banks) performs the modulation and the prototype filter is obtained from cascaded and orthogonal structures defined by butterfly matrices in which only the diagonal and anti-diagonal are non-zeros. In the analysis bank, the filter is first implemented by the butterflies after downsampling and then the block transform is applied. These operations are performed in the inverse order in the synthesis bank.

Another efficient implementation structure is based on the polyphase decomposition of the filter bank. In the analysis bank, a polyphase filter structure follows the downsampling. Then a cosine or sine modulation block that can be built using DCT-IV or DST-IV, respectively, is applied. These blocks are configured in inverse order at the synthesis bank. The polyphase structure can be divided into polyphase component pairs sharing a common delay line. In the case of PR banks, the polyphase component pairs can be represented by two-channel lossless rotation lattices [129].

Applying the mentioned structures, the number of multiplications and additions needed in the filter banks can be reduced from a quadratic order of the number of subbands \( M \) to a log-linear order \( (O(M^2) \rightarrow O(M \log(M))) \).

The filter banks utilized during the research leading to this thesis are complex filter banks for efficient processing of complex signals. Therefore, it is interesting to build them based on efficient implementation structures, too. In the case of the odd stacked EMFBs, the efficient structures mentioned above for the sine and cosine modulated filter banks can be combined to yield an efficient EMFB implementation. The way to connect them to yield the desired subbands in the analysis-synthesis configuration is presented in Figure 2.9 [143], [S1]. For the 2x oversampled transmultiplexer configuration that is useful in multicarrier signal processing, an implementation based on DFT and polyphase filters has also been proposed in [141].

More recently, we have been using the even stacked FBMC/OQAM filter banks. The FBMC/OQAM model is equivalent to the MDFT model [66, 118], and has efficient implementation structures based on the inverse and forward fast Fourier transforms, (IFFT/FFT), at the synthesis and analysis bank, respectively. The fast Fourier transforms are accompanied by polyphase filtering [13], to implement the subchannel selectivity. Efficient implementation structures for the analysis and synthesis banks are sketched in Figure 2.10 [56]. Here it is necessary to say that, although the implementations of EMFB and
FBMC/OQAM depicted in Figures 2.9 and 2.10 may seem very different, both approaches are very closely related to each other. In [143] the relation between an EMFB bank with subbands carrying real valued $Q$-level modulated signals and an MDFT (FBMC/OQAM) with subbands carrying complex valued $Q^2$-level modulated signals is detailed with the help of the GDFT. Therefore, signal processing solutions based on one implementation can easily be adjusted with minimal modifications to work with the other implementation.

These efficient implementation structures for the complex filter banks drastically reduce the amount of operations compared to the direct implementation. Nevertheless, it is necessary to point out that the computational complexity (number of multiplications) is still considerably higher than when comparing with the basic FFT-based OFDM [56].
Figure 2.10: Efficient implementation of the FBMC/OQAM filter banks.
Chapter 3

Filter Banks for Narrowband Interference Mitigation

A narrowband interference or interferer (NBI) is an additive signal that distorts a desired signal by occupying only a small fraction of its bandwidth. In a simple AWGN channel model, one can write the received signal \( r(t) \) as

\[
r(t) = s(t) + i(t) + \eta(t),
\]

where \( s(t) \) is the desired signal, \( i(t) \) is the NBI and \( \eta(t) \) is the AWG noise. The interferer can be generated on purpose to interfere with the given signal as for example in intentional jamming in military electronic warfare. It can also be a signal that appears inside the bandwidth of the signal of interest, for example in overlaid transmission, or a spurious spectral component produced by RF imperfections in a transmitter. Figure 3.1 shows how a QPSK signal and its constellation are distorted by a continuous wave interference with the same power.

Spread spectrum (SS) communication techniques are a form of transmission that count inherent robustness against NBI among their advantages [99]. In spread spectrum communications, the transmitted signal occupies (much) more bandwidth than theoretically necessary to transmit the desired information. Its exciting history [98, 116] originates at the beginning of the 20th century, but it is during World War II that the use of SS communications lifts off in military applications, finally finding its way to commercial applications since the 1980ies. A curious anecdote is that Hollywood actress Hedy Lamarr was granted a patent [84] on one type of spread spectrum implementation, namely frequency hopping spread spectrum. In frequency hopping or
time hopping SS, the signal hops among pseudorandomly changing frequency or time allocations, respectively. Other implementations are direct sequence (DS) SS, and chirp SS, in which chirp modulation [15] is used to generate the spectrally spread signal. DSSS is used in code division multiple access systems (CDMA) like IS-95 [10] and the third generation CDMA based standards such as wideband CDMA (WCDMA) and CDMA2000 [1, 62]. Chirp SS is found in the low rate wireless personal area network (WPAN) standard IEEE 802.15.4a [4].

The loss in spectral efficiency because of using a higher bandwidth than needed is compensated by the following advantages of SS communications [99]:

- **Good performance in environments with interference** compared with conventional narrowband modulation techniques.

- **Low power spectral density**, which permits communications with a low probability of detection and intercept, and is especially interesting for military applications.

- **Resistance to multi-path fading**, because of the signal’s similarity to white noise. The autocorrelation function of the spread signal is like an impulse function and different multi-paths can be independently detected and coherently combined to effectively raise the signal to noise ratio (SNR). The RAKE Receiver takes advantage of this property.
Privacy and selective addressing capability for multiple access communications. The signal of each user is spread by a unique spreading signal, in principle only known to the communicating parts, and, also after despreading, it looks like noise to other users with other spreading signals.

The research relevant to this chapter was performed with DSSS signals, in which every original data bit is multiplied by a pseudorandom (or pseudonoise (PN)) sequence of 'chips' (0s and 1s). This increases the bandwidth by the length of the sequence, also referred to as spreading gain. At the other end, the received signal is despread: the received chips are correlated with the same sequence. Despreading yields the originally transmitted low bandwidth bits. By carefully designing the PN-sequences with the adequate autocorrelation and cross-correlation properties, only the desired signal is recovered into the low bandwidth. Other wideband signals, e.g., other code division multiplexes or noise, remain additive white Gaussian noise (AWGN) -like. Narrowband signals falling inside the spread spectrum are whitened at the despreading stage, as sketched in Figure 3.2. Only some residual, AWGN-like distortion remains. Nevertheless, the depicted robustness to the NBI is limited, and
when the interferer is much stronger than the desired signal, the whitened interference remainder might well be strong enough to render the resulting signal useless. This is not such an unlikely case, since very often SS signals are transmitted at very low powers, as explained above. In this case, NBI mitigation techniques have to be applied to enhance the quality of the received signal [99].

The narrowband interferer’s property of spectral localization makes it easier to mitigate its effect, compared to other more common distortion types, such as additive white Gaussian noise (AWGN) or multipath channel propagation. Ideal mitigation means removing the interfering signal without affecting the desired signal. Not affecting the signal is almost impossible, and the common approach is to excise the interferer, by filtering it out of the signal bandwidth. Even though part of the signal is also removed, the BER performance is improved [87], as exemplified in Figure 3.3.

Figure 3.3: Constellation of a QPSK signal affected by NBI and after excision of the NBI.

If the receiver has multiple antennas, spatial filtering (beamforming) [134] can be applied to steer a null antenna gain towards the direction of interference and thus silencing it to the receiver. However, this is a technique that can be applied to all kinds of interference coming from a known direction, not only NBI, and is not further pursued here. The focus of the research in this part was the mitigation of NBI affecting a single DS-SS signal. Milstein’s milestone
review of early methods to achieve that objective can be found in [87], with further developments being reviewed in [95] and [71]. A more recent review, focusing on NBI mitigation in the multiuser application of DS-SS as multiple access method, namely CDMA, has been published by Buzzi et al. [20].

The NBI interference mitigation methods can be classified into time and frequency domain methods, as for example in [87]. With the advent of more advanced, non-linear mitigation techniques, the classification was reformulated into linear and non-linear methods, including the frequency domain techniques in the former group [71, 95]. Here we stick to the first interpretation, briefly introducing the time domain methods. Then the focus is directed to the frequency domain methods, since our filter bank based approach belongs to this group of techniques.

3.1 Narrowband Interference Mitigation in Time Domain

Time domain NBI mitigation is mainly based on filters that estimate the narrowband interferer to then subtract it from the received signal, hoping that an interference-less signal remains. Exploiting the narrowband properties of the interference, the result is notch filtering or whitening of the received signal. To estimate the NBI, linear predictor filters, such as the Wiener filter, or interpolation filters can be used. Both make use of the fact that the narrowband interference samples are correlated. For example, it can be modeled as an autoregressive process [99]. Hence, the current value of the interference can be predicted from the previous samples (predictor) or from the previous and future samples (interpolator). The prediction or interpolation filter can be implemented with a one sided or two sided tapped delay line, respectively [87]. The result is equivalent to whitening the input signal.

Some improvement can be obtained, if instead of whitening the input signal, only the noise and interference is whitened. This can be achieved by using an estimate of the NBI-free signal after mitigation and feeding it back to the interference rejection filter. By subtracting that estimate from the input, ideally the noise and the NBI is sent through the estimation filter and a better elimination of the NBI is obtained. Direct feedback is susceptible to error propagation, but in [121] it is shown, that this effect is negligible.

Other approaches reviewed in [71, 87], not directly related to digital signal processing, include adaptive analog-to-digital conversion and estimation of the
NBI with help of a phase locked loop (PLL). If the interference is narrow and strong enough, the PLL can lock its phase to the NBI and this estimate can be used to remove it from the signal of interest.

Usually, the underlying statistics of the AR process modeling the NBI are not known or the interferer is non-stationary, changing in time. In these cases, adaptive algorithms \[43\], such as for example least mean squares (LMS) have to be applied to update the filter coefficients. The reviewing papers cited in this section describe several variations and evolutions of adaptive algorithms for NBI rejection, trying to improve the trade-off between the NBI estimation accuracy and the convergence speed of the adaptive methods. Some authors \[74, 113\] propose the adaptive lattice filter structure for faster convergence and because the convergence of each lattice is independent of each other.

The previously presented methods to estimate the NBI assume that the signal in which it is embedded is Gaussian. In that case, the linear prediction/interpolation is optimal in the minimum mean squared error (MMSE) sense. In the 1990ies the research shifted towards non-linear prediction/interpolation filters based on the knowledge that the DSSS signal is not Gaussian and the linear approaches cannot yield optimal solutions\[95, 99\]. Poor and Rush \[95\] model the CDMA signal as having a binomial density function. The same authors assume that the interferer can be a digitally modulated signal, for example an overlaid communication with CDMA, and introduce the use of multiuser detection techniques. The NBI is then modeled as a virtual user of the CDMA signal and the multiuser detection techniques are applied to separate it from the useful signal. In \[20\], different adaptive multiuser detection algorithms are reviewed and compared. More recent research (after the publication of \[P1\]) focuses on locally optimum detection \[106, 107\].

### 3.2 Narrowband Interference Mitigation in Frequency Domain

The rationale for mitigating NBI in the frequency domain seems quite obvious. A strong interferer with small bandwidth compared to the spectrally relatively flat signal of interest will stand out in the form of a peak if looking at the spectrum of the composite signal. The spectral representation is obtained by means of its transform to the frequency domain. Here, the frequencies containing NBI can be processed independently to mitigate the interference. The affected frequencies can be nulled, notching out the jammer, as shown in
3.2 Narrowband Interference Mitigation in Frequency Domain

Figure 3.4: NBI excision on the frequencies at which the interference is detected.

Figure 3.4. This is often called interference excision. The performance of the excision method can be bounded by calculating the degradation of the SNR due to ‘biting off’ a chunk of the DSSS signal. Approximating that the excised spectral region is the rectangular band $w_{rd}$ and the overall bandwidth of the spread spectrum signal is $w_{sp}$, the SNR degradation compared to the NBI-less case in AWGN is [96]

$$\Delta \frac{S}{N} = 10 \log_{10} \left(1 - \frac{w_{rd}}{w_{sp}}\right). \quad (3.2)$$

Other choices are scaling the frequency components such as to whiten the spectrum [65, 97] or substituting the interfered frequencies with other values exploiting some knowledge of the desired signal [28]. After processing, the inverse transform is applied to obtain the interference-less signal. The subband system from Figure 2.2 is a valid means for performing these operations.

The resolution of the processed band depends on the transformation, therefore it is usually not possible to exactly match the interference when removing its band. On the other hand, no further assumptions about the NBI are made, so it can have any statistics as long as it has narrow bandwidth with respect to the signal of interest. The main advantage of using transform domain mitigation is that it can adapt faster to changing interference environments, compared to adaptive filtering in time domain approaches [5, 96].

First approaches in the frequency domain used real-time Fourier transforms on the continuous-time received signal to obtain its frequency distribution [86, 87]. As processing moved from the analog to the digital side of the receivers, the discrete version of the Fourier transform (DFT) and its fast implementation, the FFT, was applied to yield the necessary frequency repre-
sentation of the received signal. However, the FFT has the problem of slowly decaying sidelobes. The first ones reach only 13 dB of attenuation, as described in Section 1.2 and depicted in Figure 1.3. A strong interference will not only appear in its corresponding frequency bins, but it will also be present, attenuated only by the limited attenuation provided by the FFT, in neighboring frequency bins. The stronger the interference, the wider its energy will leak around its frequency location. One way to improve the sidelobe performance in the FFT is to apply prior windowing \cite{69}, although this degrades the desired signal when the NBI power is low \cite{39,148}. Another line of research, at the change of the millennium, focused on applying other types of transforms, moving from block transforms to lapped transforms (LTs) \cite{5,44}, such as the modulated lapped transform (MLT) and ELTs and the closely related filter banks. In the LTs, the spectral containment is a design parameter, so the spectral leakage can be avoided very effectively.

Our Publication \cite{P1} follows this line of research successfully applying the exponentially modulated filter bank in Figure 2.9 to excise the interferer. By using a complex filter bank, which can be implemented for example with the ELT, complex signals can be processed. This is useful for efficient processing of the interfered DSSS signal at baseband. Our research attempted to expand the results by applying the methods presented in \cite{28}: The fact that the desired signal was real, suggested to clone the symmetric frequencies with respect to DC (the frequency origin), after taking the complex conjugate, to fill the gap left after excision. Unfortunately, the performance did not improve in our results.

As already mentioned in Chapter 2, the computational complexity of the EMFB is higher than the FFT. Nevertheless, with the technology of 2002 \cite{S2} it was already viable to implement the whole excision system with overlapping factor $K = 5$ on a single TMS320C6414 digital signal processor (DSP) with sampling rate in the order of 6 to 9 MHz, depending on the size of the filter bank.

Here it is also worth mentioning that when the spectral containment is increased, the basis functions of the transforms (length of the subchannel filters in the filter bank interpretation) become increasingly long. The abruptness in frequency comes at the cost of expansion in time domain, which in turn is not favorable when the interference is quickly changing its frequency position. This could happen for example if the interference or the reference system includes frequency hopping features. Therefore, some research has concentrated on analyzing the narrowband interference as accurately as possible in
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Detecting presence of an NBI is a binary hypothesis testing problem. Recently, fueled by the research in the cognitive radio field of spectral sensing, this area has gained momentum and efforts are focused toward detecting a low energy signal (primary user) embedded in noise [122]. Fortunately, the NBI affecting a DSSS signal has to be quite powerful to affect the performance due to the processing gain of the spreading code and the interference can be easily detected using thresholds. This is sketched in Figure 3.5.

The threshold could be fixed, but it is more logical to have a threshold that adapts to the signal conditions. In any case, it is important to carefully set it, since too high a threshold might lower the probability of detection of the NBI and too low a threshold might return false positives. In [96] different approaches to set the threshold in an AWGN channel are explored. The general idea is to obtain an estimate of the energy in the subbands after the transformation into frequency domain for calculating an estimation of what subband power should be expected. A certain safety margin $t_f$ is then added
and all the subbands that exceed the computed threshold $\theta_{th}$ apply mitigation processing as described above: excision, scaling, etc. The authors in [96] conclude that using the arithmetic mean to calculate the subband energy averages yields best performance. Therefore, this was the approach utilized in [P1]. For example, in the excision case, assuming zero mean subband signals,

$$\hat{x}_k[n] = \begin{cases} x_k[n] & \text{if } x_k[n] < \theta_{th} \\ 0 & \text{if } x_k[n] \geq \theta_{th}, \end{cases}$$

(3.3)

where

$$\theta_{th} = \frac{t_f}{M} \sum_{k=0}^{M-1} E \left[ |x_k[n]|^2 \right].$$

(3.4)

Here, $x_k[n]$ and $\hat{x}_k[n]$ are the subband signals before and after the excision processing, respectively.

Figure 3.5 also reflects a possible shortcoming of the presented way for calculating the threshold. A very narrow interferer mainly affects one subband (number 3 in the Figure). However, because neighboring subbands overlap as described in Chapter 2, the NBI is also present in the neighboring subband. With a strong interferer, it might be that the average power calculated for setting the threshold $\theta_{th}$ is so high that the interfered subband (2) is not detected as such and excision does not take place there. In [P1] we present a recursively adaptive threshold that iterates the calculation of $\theta_{th}$ after eliminating the interfered subbands. The computation is iterated until no more subbands are left that exceed $\theta_{th}$. The iteratively adaptive threshold can be described by

$$\theta_{th}^{(i)} = \frac{t_f}{M^{(i)}} \sum_{k=0}^{M-1} E \left[ |x_k[n]|^2 \right],$$

(3.5)

where $R^{(i)}$ is the set of indices of subbands in which a NBI has been detected before iteration $i$ and $M^{(i)}$ is the difference between $M$ and the number of elements in $R^{(i)}$. This iteratively adaptive approach increases the excision performance and has been independently studied by Henttu and Saarnisaari, who were granted several patents on it [45, 46, 47].

Further fine tuning could be obtained by adapting $t_f$ in equations (3.4) and (3.5). Furthermore, if transmission occurs through a frequency selective channel and channel knowledge is available, the threshold can be shaped according to the frequency response of the channel.
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3.2.2 Post-NBI-Mitigation Transient Mitigation

When the interference frequency changes or appears or disappears instantaneously, it is natural to use relatively short processing blocks of an integer multiple of the symbol interval. In such an environment, excising strong NBI with the filter bank leads to transients similar to the edge effects in transform domain image processing. The effect is visualized in Figure 3.6. Plot (a) shows the samples of the signal without interference suppression and the same signal with the interference removed. Plot (b) shows only the signal in which the interference has been removed, and now the transients are clearly visible at the beginning and the end of the sample sequence. These transients are an important source of bit errors after despreading, if no further correction takes place. In [P1], a shortened despreading approach is proposed to reduce the number of errors without having to give up the leading and/or trailing bit.

3.2.3 Recent Developments in NBI Mitigation

The research that culminated with publication [P1] was performed during the first years of the century. After the publication in 2004, the author’s focus moved to filter bank based multicarrier development as described in Chapter 4. Nevertheless, the research in NBI mitigation has continued to produce a vast amount of results since then. The advances are in many areas, like perfecting
the performance in different interference scenarios, various spectrum spreading techniques, statistical signal processing methods and so on. For example, [108] proposes applying jammer knowledge to optimize the performance in frequency hopping minimum frequency shift keying satellite SS communications. A recent overview of the research up to 2005 can be found in [109]. One line of research follows the path of [20] already mentioned above, in which multiuser detection techniques are applied to improve detection performance and synchronization in the presence of one or several narrowband interferers [19, 152] and using statistical knowledge of the interference to improve performance [147]. More closely related to the presented filter bank approach, [148, 149] use the modified DFT to achieve NBI mitigation. Another interesting approach is to adaptively apply the most convenient transform before removing the interferer [79, 136] or to adaptively select the most convenient suppression algorithm after the frequency domain transformation [21]. The authors in [75] propose estimating the tone interferer in the frequency domain to generate an error signal to subtract from the interfered signal, avoiding thus the inverse transform. The generalization of multiple antenna receivers and the increasing computational power of the hardware permit complex statistical methods like independent component analysis for blindly estimating the interference and its direction of arrival for subsequent cancellation [101].

As a final remark to this section, it is delightful to notice that a lot of the results in this field originate from Finland, especially, but not only, from CWC at the University of Oulu. References [44, 45, 46, 47, 69, 96, 97, 101, 109, 136] above were published by Finnish authors, and the research leading to [S2] was done in Finland, although the main author is not Finnish. The interested reader can find much more literature regarding NBI mitigation from these authors than the references briefly introduced here.

### 3.3 Further Applications of Analysis-Synthesis Systems

In the spirit of advocating for the use of filter banks, the author would like to mention several other applications of the filter banks in the analysis-synthesis configuration, although not directly related to the problem of narrowband interference mitigation. Subband systems can be used for subband coding, for example for compression of video and audio signals. Other applications include error correction coding, where the filter banks are used with different
sampling rate conversion factors, and signal enhancement. Subband systems are also used for audio and image enhancement. Using an analysis-synthesis filter bank pair at both transmitter and receiver, low probability of intercept transmissions can be generated. Descriptions of these and other applications can be found in [5, 81]. Different types of transforms or filter banks are derived depending on the requirements of each application.

Closer related to the type of filter banks used in our research group, an interesting communications application is the frequency domain equalization in single carrier systems (SC-FDE) [30]. The transmitted signal is modulated onto a single carrier, avoiding problems such as the effect of high peak to average power ratio of multicarrier signals. At the receiver, the subband system permits frequency domain equalization [157] and also the use of the equalizer for reducing the effect of NBI [S3]. In [53], a filter bank based approach for SC-FDMA (also known as DFT-spread-OFDMA) [89] is presented under the name of FB-spread-FBMC. Here, the analysis-synthesis bank with different down- and upsampling factors is used in the transmitter to spread a user’s data and allocate it to the desired spectral bands. At the receiver, a subband system performing the inverse operation recovers the originally transmitted data.
Chapter 4

Channel Synchronization in FBMC

The principle of efficient multicarrier transmission is conceptually quite simple. Data is modulated onto different carriers, called subcarriers and multiplexed in frequency. Using orthogonal transforms, the spectra of the subcarriers can be overlapping, leading to better usage of the spectral resources. The idea, using a synthesis filter bank at the transmitter, is sketched in Figure 4.1. The figure also shows the simplicity in spectrally shaping the transmitted signal. At the receiver, the analysis filter bank implementing the inverse transform recovers the data, ideally free of system induced distortion. The simplest way to implement this technique is by means of the FFT. The sidelobe limitations already mentioned in the previous chapter have motivated research in modulated filter banks with pulse shapes that can provide better spectral containment.

Pulse shaping in multicarrier transmission dates back to the early work of Chang [23] and Saltzberg [110] in the 60’ies. Since then, various multicarrier concepts based on the Nyquist pulse shaping idea with symbols that overlap in time and bandlimited subcarrier signals have been developed by Hirosaki [49], Le Floch et al. [72], Sandberg and Tzannes [111], Vahlin and Holte [128], Wiegand and Fliege [153], Nedic [91], Vandendorpe et al. [135], Van Acker et al. [131], Siohan et al. [118], Wyglinski et al. [155], Farhang-Boroujeny [31, 32], Phoong et al. [94], and others. One central ingredient in the later developments is the theory of efficiently implementable, modulation-based uniform filter banks, developed by Vetterli [137], Malvar [81], Vaidyanathan [129], Karp and Fliege [66] and Viholainen [143], among others. The implementations used in our research are based on the EMFB concept with ELTs in [143] and
the FBMC/OQAM [118], efficiently implemented with DFT and polyphase filtering as in Bellanger and Daguet [13].

In Chapter 1 we introduced the advantages of MC modulation, counting among them the easier channel equalization. In OFDM, a cyclic prefix longer than the channel delay spread converted the propagation channel into flat fading at subcarrier level. FBMC lacks the CP but the frequency flatness of subchannel responses is approximately valid if the ratio between subcarrier spacing and the coherence bandwidth of the channel is small enough, i.e., for high $M$. Otherwise, the channel becomes frequency selective at subcarrier level, usually mildly, as exemplified in Figure 4.2. This fact is the starting point of this chapter, which builds on the analysis of the subchannel response of the propagation channel to propose a low complexity subchannel equalizer. The derived equalizer is tuned for NBI notching in Section 4.2. Then we study the means of estimating channel parameters to feed the equalizer for tuning its coefficients and for synchronizing the communications.

## 4.1 Channel Equalization

At the time of our research leading to [P2], the problem of equalizing the fading frequency-selective channel in the FBMC context was not so well understood.
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as in the DFT based systems. Three main approaches to solve this problem can be found in the literature. The first uses well localized FBMC waveforms i.e., the pulse energy both in time and frequency domains is well contained to limit the effect on consecutive symbols and neighboring subchannels [72, 118, 128]. In this context, a basic subcarrier equalizer structure of a single complex coefficient per subcarrier is usually considered. Another approach uses FIR filters as subcarrier equalizers with cross-connections between the adjacent subchannels to cancel the intercarrier interference (ICI) [111, 135]. A third line of studies applies a receiver filter bank structure providing oversampled subcarrier signals to avoid the cross connections between subchannels, and performs per-subcarrier equalization using FIR filters [49, 91, 131, 153, 155]. More recently, Waldhauser et al. have presented MMSE and decision feedback subcarrier equalizers explicitly designed for FBMC/OQAM [12, 145, 146]. The main idea here is that equalization of the oversampled subcarrier signals restores the orthogonality of the subcarrier waveforms and there is no need for cross-connections between the subcarriers. Our research contributed to this line of studies by developing low-complexity linear per-subcarrier channel equalizers for FBMC. Implementation examples as block diagrams for the EMFB and FBMC/OQAM types of transmultiplexers can be seen in Figure 4.3 a) and b), respectively. In the figure, the receiver with oversampled processing can be distinguished. The earlier contributions either lack connection to the theory of efficient multirate filter banks, use just a complex multiplier as subcarrier equalizer or, in case of non-trivial subcarrier equalizers, lack the analysis of needed equalizer length in practical wireless communication applications (many of such studies have focused purely on wireline transmission). Also various practical issues like peak-to-average power ratio and effects of timing and frequency offsets had not properly been addressed in this context before publication of [P2].

Figure 4.2: Mildly frequency selective channel response in the subchannels.
Figure 4.3: TMUX with oversampled analysis bank and per-subcarrier equalizers in (a) EMFB implementation and (b) FBMC/OQAM implementation.
4.1 Channel Equalization

The oversampled receiver is essential for the equalization studied in [P2]. In case of roll-off $\rho = 1.0$ or lower, non-aliased versions of the subchannel signals are obtained in the 2x-oversampled receiver, when complex (I/Q) signals are sampled at the symbol-rate, and complete channel equalization in an optimal manner is possible. As a result of the high stopband attenuation of the subchannel filters, there is practically no aliasing of the subchannel signals in the receiver bank. Thus, perfect equalization of the distorting channel within the subchannel passband and transition band regions would restore the orthogonality of the subchannel signals [91], completely eliminating ICI and the intersymbol interference (ISI).

4.1.1 Conditions for ISI and ICI Cancellation

The detailed derivation for canceling ISI and ICI can be found in [P2]. There, the analysis was performed for the odd stacked EMFB but the general results are valid for any of the related FBMC implementations with an oversampled receiver, taking into account the different subchannel filter definitions. Only the main results will be concisely summarized here.

With ideal sampling and no channel or with channel and ideal equalization, the desired subchannel signal, carried by the real part of the complex subchannel output, is orthogonal to the contiguous subchannel signal components occupying the imaginary part. The orthogonality between the subchannels is introduced when the linear-phase lowpass prototype $h_p[m]$ is exponentially frequency shifted as a bandpass filter, with 90-degree phase-shift between the carriers of the contiguous subchannels. This is the reason for taking the real part at the receiver to recover the desired signal, free from interference from the neighboring subchannels.

In practice, the non-ideal channel causes amplitude and phase distortion. ISI is mainly caused by the amplitude distortion. The phase distortion results in rotation between the I- and Q-components of the neighboring subchannel signals causing ICI or cross-talk between the subchannels. Limiting the sources of interference to the closest neighboring subchannels is justified if the filter bank design provides sufficiently high stopband attenuation, as visualized in Figure 4.4 for the first subband ($k = 0$).

The analysis in [P2], valid for PR filter banks and approximately for NPR designs, provides proof for this statement, yielding the following results for ICI and ISI cancellation at subchannel level:

Looking at Figure 4.3, the equalizer for subchannel $k$ can be identified
after the oversampled analysis bank and can be defined by $w_k[n]$. Using the multirate identities in Figure 2.7, an upsampled and non-causal version of it is denoted by

$$
\bar{w}_k[m] = \begin{cases} 
  w_k[2m/M], & \text{if } m = nM/2, n \in \mathbb{Z} \\
  0, & \text{otherwise} 
\end{cases}
$$

(4.1)

After rearranging the subchannel filter blocks and the channel with instantaneous impulse response in the baseband model $h[m]$, the compensated, overall response of the channel and equalizer cascade is

$$
c_k[m] = h[m] \ast \bar{w}_k[m],
$$

(4.2)

and its version translated to baseband

$$
\tilde{c}_k[m] = c_k[m]e^{-jm2\pi/M},
$$

(4.3)

Cancellation of ICI is achieved when simultaneously

$$
\text{Im} [\tilde{c}_k[m]] = 0
$$

$$
\text{Im} \left[ \tilde{c}_k[m]e^{-jm2\pi/M} \right] = 0.
$$

(4.4)

In frequency domain, the equalized channel frequency response is required to have symmetric amplitude and anti-symmetric phase with respect to both of the frequencies $k2\pi/M$ and $(k+1)2\pi/M$ to suppress both ICI components. Naturally, the ideal full-band channel equalization (resulting in constant amplitude and zero phase) implies both conditions. In our FBMC system, the
equalization is performed at low-rate, after filtering and decimation by \( M/2 \), and the mentioned two frequencies in the EMFB implementation correspond to 0 and \( \pi \), i.e., the filtered and down-sampled portion of \( H(e^{j\omega}) \) in subchannel \( k \) multiplied by the equalizer \( W_k(e^{j\omega}) \) must fulfill the symmetry conditions for zero ICI. In this case, both symmetry conditions are equivalent (i.e., symmetric amplitude around 0 \( \iff \) symmetric amplitude around \( \pi \), and anti-symmetric phase around 0 \( \iff \) anti-symmetric phase around \( \pi \)).

The intersymbol interference is suppressed when additionally

\[
\text{Re} [\tilde{c}_k[m]] = \delta[m] = \begin{cases} 1, & \text{if } m = 0 \\ 0, & \text{otherwise.} \end{cases} \tag{4.5}
\]

The above conditions were derived in the high-rate, full-band case, and if the conditions are fully satisfied, ISI within the subchannel and ICI from the lower and upper adjacent subchannels are completely eliminated. In practice, the equalization takes place at the decimated low sampling rate, and the target of the subchannel equalizer is to approximate ideal channel equalization over the subchannel passband and transition bands (assuming roll-off \( \rho \leq 1.0 \)) with sufficient accuracy. The ICI and ISI components outside the equalization band are proportional to the stopband attenuation of the subchannel filters and can be ignored.

### Interference Optimization Criteria

The analysis that led to the ICI and ISI cancellation criteria can be used for optimizing the parameters of the equalizer in order to minimize the interference. With a given equalizer, the ICI power in subchannel \( k \) is well approximated by

\[
P_k^{ICI} = \frac{M^2}{16} \int_{-\pi}^{\pi} \left| H_p \left( e^{j(\omega - \frac{\pi}{M})} \right) H_p \left( e^{j(\omega + \frac{\pi}{M})} \right) \right|^2 \left( \left| \tilde{C}_k^Q \left( e^{j\omega} \right) \right|^2 + \left| \tilde{C}_k^Q \left( e^{j(\omega + \frac{2\pi}{M})} \right) \right|^2 \right) d\omega, \tag{4.6}
\]

where

\[
H_p(e^{j\omega}) = \mathfrak{F} \{ h_p[m] \} \tag{4.7}
\]
\[
\tilde{C}_k^Q(e^{j\omega}) = \mathfrak{F} \{ \tilde{c}_k^Q[m] \} \tag{4.8}
\]

are the Fourier transforms of the prototype filter \( h_p[m] \) and the imaginary part of \( \tilde{c}_k[m] \) from equation (4.3), i.e.,

\[
\tilde{c}_k^Q[m] = \text{Im} [\tilde{c}_k[m]]. \tag{4.9}
\]
Only the residual imaginary part of \( c_k[m] \) is relevant for the ICI. We can see the cross-talk spectra (shaded in Figure 4.4) represented in the multiplication of the shifted frequency responses of the prototype filter.

The ISI power can be calculated with the help of the aliased spectrum of the overall transfer function \( \tilde{z}_k[m] \).

\[
\tilde{z}_k[m] = \text{Re} \left[ t_{0,0}[m] * \tilde{c}_k[m] \right] \quad (4.10)
\]

as

\[
P_{k,ISI} = \int_0^{2\pi/M} \left| \frac{M}{2} - \sum_{l=-1}^{1} \tilde{Z}_k(e^{j(\omega+\frac{2\pi l}{M})}) \right|^2 d\omega. \quad (4.11)
\]

In equation (4.10), \( t_{0,0}[m] \) is the TMUX transfer function for subchannel 0, obtained from convolving the synthesis filter \( f_0[m] \) and the non-causal zero-phase form of the analysis filter \( g_0[m] \) (see also Section 2.1.2). The Nyquist criterion in frequency domain is used: in ISI-free conditions, the folded spectrum of the overall subchannel response \( \tilde{Z}_k(e^{j\omega}) = \mathfrak{F}\{\tilde{z}_k[m]\} \) adds up to a constant level \( M/2 \), a condition equivalent to the overall impulse response being a unity impulse. By calculating the difference between this ideal reference level and the actual spectrum, the spectrum resulting from the residual ISI can be extracted. Integration over this residual spectrum gives the ISI power, according to equation (4.11), as sketched in Figure 4.5.
4.1 Channel Equalization

Finally, the noise enhancement introduced by the equalizer is calculated as

\[
\beta_k^\eta = \left. \frac{1}{2\pi} \int_{-\pi}^{\pi} W_k(e^{j\omega}) H_p(e^{j\omega/\pi}) \right| d\omega,
\]

where \( W_k(e^{j\omega}) \) is the response of the subchannel equalizer. The \(-\) and \(+\) signs are valid for even and odd subchannel indexes of the EMFB, respectively.

4.1.2 Low Complexity Subcarrier Equalization

Having developed a tool for evaluating the equalizer performance, we focused on the design of the low complexity equalizer. Early channel equalization solutions for FBMC suffered from insufficient performance when the channel is even mildly frequency selective, as in the case of a single complex multiplier [50]. Alternative solutions had relatively high implementation complexity, as in the FIR based approach described, e.g., by Hirosaki in [49]. To overcome these problems, specific equalizers that concentrate on a few chosen frequency points are considered. The point-wise equalization principle proceeds from the consideration that the subchannel equalizers are designed to equalize the channel optimally at certain frequency points within the subband. At those frequency points, the equalization aims to invert the channel, i.e., the coefficients of the equalizer are set such that the equalizer amplitude response optimally approaches the inverse of the determined channel amplitude response and the equalizer phase response optimally approaches the negative of the determined channel phase response. Between these considered points, the optimal linear equalizer is approximated and the residual ICI and ISI interference powers depend on the degree of inaccuracy with respect to the zero ICI/ISI conditions. On the other hand, the level of inaccuracy depends on how much the channel frequency response varies within the subchannel, i.e., the relation of the channel coherence bandwidth [99] to the size of the filter bank, and on the order of the point-wise per-subcarrier equalizer. For mildly frequency selective subband responses low-order equalizers are sufficient to keep the residual ICI and ISI at tolerable levels.

A complex FIR (CFIR) of a few taps is a straightforward solution for point-wise equalization. Another choice is the amplitude and phase subcarrier equalizer (AP-SCE) introduced in [P2]. The AP-SCE independently equalizes the channel phase with allpass IIR filters and the channel amplitude with a linear-phase FIR filter. An example CFIR and AP-SCE that are able to equalize at three frequency points are shown in Figures 4.6 and 4.7, respectively.
Figure 4.6: Complex FIR subcarrier equalizer for equalization at 3 frequency points.

Figure 4.7: Amplitude and phase subcarrier equalizer for equalization at 3 frequency points.

Note that in the AP-SCE the operation of taking the real part of the signal for detection is moved before the real allpass phase correction stage. This does not affect the output of the AP-SCE, but reduces its implementation complexity. In the figures, the double lines indicate that the signal on them is complex valued, whereas the single line indicates real valued signals.

The equalizer coefficients can be calculated by evaluating the frequency responses of the equalizer at the desired frequencies and forcing the equalizer to adopt desired target values there. The target values optimally equalize the channel at their frequency locations in the zero forcing (ZF) or mean squared error sense (MSE) \[73, 99\]. With three frequency points, the most convenient and computationally least complex choice is to equalize at the center of the subchannel and at the subband edges.

Figure 4.8 presents the working principle of a three point ZF equalizer in which the channel is inverted with the target equalizer amplitude points $\epsilon_i$ and phase points $\xi_i$. 
4.2 Narrowband Interference Suppression

The point-wise equalization introduced in the previous chapter can be applied to interference mitigation by placing notches at the equalization points. The

Figure 4.8: Three point equalization working principle.

The results in [P2] showed an excellent match between system simulations with these equalizers and semianalytical predictions based on the derivations presented above in Section 4.1.1. The introduced equalizers present very good equalization performance for subchannels of the order of 100 kHz and the ITU Vehicular-A channel model [61]. This permits the design of MC communication systems with a fraction of the subchannel number used in OFDM systems, allowing for significant complexity reduction, especially in the downlink.

Doctoral candidate Tero Ihalainen is currently experimenting on increasing the number of points to equalize (=increasing the number of taps of the equalizer) to improve performance with severe fractional time delay (FTD) or strongly frequency selective fading at subchannel level. Moreover, he has extended the point-wise equalization concept to the multiantenna case in FBMC [55]. Also other equalization strategies, such as a different distribution of the frequency points within the subchannel band are possible. In fact, the flexibility and expandability is a definite virtue of the applied frequency sampling approach. Furthermore, the AP-SCE has the advantage over the CFIR that it can be optimized in a more flexible manner, since the amplitude and phase sections are independent of each other.

4.2 Narrowband Interference Suppression

The point-wise equalization introduced in the previous chapter can be applied to interference mitigation by placing notches at the equalization points. The
main objective is to partially save information from the subchannels that are affected by the NBI. Successful achievement of this objective makes it possible to consider wider subchannel spacing in NBI scenarios. Publication [P4] explores this application in the case of adjacent subchannel interference, as seen in Figure 4.9, in which the NBI falls on the roll-off band of the studied subchannel. Mitigation within the subchannel directly hit by the interferer is expected to be only successful if it is very narrow and falls exactly on an equalization point. Mitigation at other than these two subchannels is not necessary if the subchannel filters are highly selective, as we have assumed so far in our FBMC models.

Since only the roll-off band is affected by the interferer, the notch is applied on the subband edge equalization point. However, we showed in [P4] that best performance is obtained if the notch does not completely null out the equalization frequency, but is scaled according to the NBI power. In absence of interference, the equalizing MSE target amplitude in subchannel $k$ is

$$
\epsilon_{ik} = \frac{|h_{ik}|}{|h_{ik}|^2 + \sigma_N^2}, \quad (4.13)
$$

where $h_{ik}$ is the channel response at the considered frequency point $i$ and $\sigma_N^2$ is the noise power. If a NBI is distorting the neighboring subchannel, the MSE criterion can be slightly modified to improve the BER performance by updating equation (4.13) into

$$
\epsilon_{ik} = \frac{|h_{ik}|}{|h_{ik}|^2 + \sigma_N^2 + \sigma_I^2}, \quad (4.14)
$$
where $\sigma_I^2$ is the NBI power. In both equations we assume that the signal is normalized to unity power. Note that this modification does not suppose any additional complexity for the equalizer. Obviously, in practice $\sigma_I^2$ needs to be calculated, adding some complexity to the estimation subsystem.

Publication [S3] develops this idea considering the interference power estimation problem. The system in which the subband equalizer and NBI mitigation are applied is of the single carrier type with frequency domain equalization. Nevertheless, the NBI estimation approach can be used similarly in the FBMC context. The idea is that if the channel gains in subchannel $k$ are known at the subband edges (subindex $i = 0, 2$) and at the center of the subband (subindex $i = 1$), then one can estimate the expected signal and noise power present in the subband as

$$\hat{P}_k = \frac{|h_{0k}|^2 + 2|h_{1k}|^2 + |h_{2k}|^2}{4} + \sigma_N^2. \quad (4.15)$$

The estimates of the channel gains could be obtained for example by interpolating from the gains estimated in neighboring, interference-free subbands. In case the measured power $P_k$ exceeds $\hat{P}_k$ by a certain amount determined by an NBI detection threshold, the subband can be considered as affected by interference. A good estimate for the NBI power present in subchannel $k$ is

$$\hat{\sigma}_I^2 = P_k - \hat{P}_k, \quad (4.16)$$

and the total NBI power to be used as the attenuation factor in equation (4.14) can be calculated as

$$\hat{\sigma}_I^2 = \sum_k \hat{\sigma}_{I_k}^2. \quad (4.17)$$

Here $k$ indexes the subbands affected by the interferer, normally two adjacent subbands, as in Figure 4.9.

Furthermore, the approximate interferer location within the subchannels can be estimated with help of $\hat{\sigma}_{I_k}^2$ from equation (4.16) and the frequency response of the prototype filter as the low rate $\omega = \hat{\omega}_l$ that fulfills

$$\frac{|H_p(e^{j2\omega/M})|^2}{|H_p(e^{j2\omega/M-2\pi/M})|^2} = \frac{\hat{\sigma}_{I_k}^2}{\hat{\sigma}_{I_{k+1}}^2}. \quad (4.18)$$

Here, the prototype filter $H_p$ is assumed to be symmetric and the obtained $\hat{\omega}_l$ is the distance from the center frequency of the analysis subchannel filter $k$ to the interference, assuming it to be located between subchannel $k$ and $k + 1$. Figure 4.10 clarifies this concept.
The presented approach for NBI mitigation in FBMC is capable of reducing the impact of the interferer so that the adjacent subchannel does not need to be discarded for reception. In the FBMC case studied in the previous section we have seen that the subchannel bandwidth can be in the order of 100 kHz, which is a considerable amount of bandwidth that is saved for transmission. An FBMC system could now be dimensioned to have wider subcarrier spacing without sacrificing a whole subchannel in NBI scenarios. Furthermore, if subchannel equalizers such as the low complexity CFIR or AP-SCE are implemented in the receiver, they can be readily used to perform the NBI mitigation, without adding complexity to the equalization stage.

4.3 Channel Estimation and Synchronization

After understanding how to efficiently and effectively equalize the channel in our FBMC proposal, the logical continuation was to research the means for obtaining the channel information that the equalizer needs in order to perform its task. Closely related to channel estimation is the synchronization problem because again propagation parameters are estimated. Often, channel estimation and synchronization parameter estimation is done with the same means. Actual synchronization and equalization can then be performed separately, or up to a certain degree jointly, for example with the help of the subcarrier equalizers presented in Section 4.1.2.
In order to synchronize and equalize the channel, there are methods to perform timing, carrier frequency offset (CFO) and channel estimation. In the MC context, timing estimation involves locating the start of a transmission burst, finding the first multicarrier symbol, and estimating the fractional time delay (FTD), which is a fraction of the multicarrier symbol period. Since OFDM is the most widespread MC technique, many methods for synchronization and channel estimation can be found for it. They are based on scattered pilots and training sequences \[83, 100\], on exploiting the redundancy of the CP \[132\] or even blind methods that do not make use of overheads in the signal \[100\].

Due to the different nature of the FB waveforms, some of the OFDM methods can be applied to FBMC and others, such as the CP based ones, cannot. Although there exist preamble based \[9, 38, 67, 76\] and blind \[16, 32, 80\] approaches, we focus our interest here towards low rate training sequence and scattered pilot based approaches \[63, 77\]. In the context of this thesis, it is interesting to note that the authors of \[63\] present an approach to perform full synchronization in both FBMC/OQAM and OFDM/QAM systems based on scattered pilots. There, the time domain properties of the regularly scattered pilots are exploited and synchronization takes place in the time domain, instead of subcarrier-wise. Further, the preamble based approach in \[9\] performs synchronization of FBMC signals in a setup with parameters similar to the well established IEEE 802.11a \[3\] standard.

When using efficient FB implementations, as for example FBMC/OQAM \[118\], the application of low rate training sequence and scattered pilot based approaches for synchronization and channel estimation is not as straightforward as in OFDM. The reason is the imaginary interference, inherent to the filter bank, that a real-valued low-rate symbol suffers from adjacent symbols in time and frequency. This has motivated different proposals for generating pilots \[64, 76\] compatible with the filter bank class of interest. In our research, we first investigated the training sequence approach in the EMFB case \[P5\] and then built a synchronization and channel estimation subsystem for FBMC/OQAM based on pilots and auxiliary pilots similarly to \[64\] because of good estimation performance \[P3\]. It should be noted, however, that since both FB implementations are closely related, the estimation approaches can both be applied with simple updates in the signal models to the implementation for which they were not originally conceived.

The general receiver concept with the estimation, synchronization and equalization subsystems can be summarized in Figure 4.11. It includes the
For a linear multipath channel with AWGN, fractional time delay and carrier frequency offset, the baseband signal model at the receiver input can be written as

\[ r(t) = (s(t) \ast h(t, \tau) \ast \delta(t - \tau_{FTD} T)) e^{j2\pi \frac{\tau}{T} t} + \eta(t), \quad (4.19) \]

where \( \ast \) represents the convolution operation, \( s(t) \) is the continuous-time version of the SFB output at the transmitter, \( h(t, \tau) \) is the time-varying transmission channel, and \( \delta \) is the Dirac delta. The transmitter output \( s(t) \) varies slightly depending on the FBMC implementation selected. Moreover, \( \tau_{FTD} \) is the fractional time delay as a fraction of the signalling interval \( T \), \( \varepsilon \) is the CFO as a fraction of the subcarrier spacing \( \Delta f \), and \( \eta(t) \) is complex valued AWGN. At the receiver, \( r(t) \) is sampled at \( T_s = \frac{T}{M} \) into \( r[m] \) and then passes the analysis bank. Here it should be noted that in the following derivations a slight change in notations is introduced to match the more compact notation from [P3], in which the FBMC/OQAM implementation is applied. The time index at low sampling rate \( n \) is now placed as a subindex of the considered variable, i.e., \( x_{k,n} \equiv x_k[n] \), next to the subchannel subindex \( k \). With this in mind, the \( k \)-th subchannel sequence \( y_{k,n} \) before the subchannel processing stage (estimation and synchronization/equalization in our case) can be expressed as

\[ y_{k,n} = [r[m] \ast f_k[m]]_{\frac{M}{2}} = \sum_{i=k-1}^{k+1} v_{i,n} \ast q_{i,k,n} + \eta_{k,n}, \quad (4.20) \]
where
\[ q_{i,k,n} = \left[ (g_i[m] * h[n,m] * \delta[m - \tau_{FTD} T_s] \right)e^{j2\pi \frac{k}{M} m} f_k[m] \right] \downarrow \frac{M}{2}. \] (4.21)

Above, \( q_{i,k,n} \) is the subchannel-dependent 2-dimensional impulse response, including the channel effects, from subchannel \( i \) to subchannel \( k \), and \( v_{i,n} \) is the input to the synthesis bank. In the FBMC/OQAM implementation (see Fig. 4.3 b)),
\[ v_{i,n} = \theta_{i,n} d_{i,n}, \] (4.22)
where
\[ \theta_{k,n} = e^{j \frac{\pi}{2} (k+n)} = j^{k+n}. \] (4.23)

The discrete-time time-varying channel is \( h[n,m] \), the delay \( \tau_{FTD} T_s = \tau_{FTDM} \) is assumed to be an integer number of samples, for simplicity, and \( \downarrow \frac{M}{2} \) represents the downsampling by \( \frac{M}{2} \) of the preceding expression included in the brackets. The sampled and filtered noise is \( \eta_{k,n} \). Equation (4.20) assumes a sufficiently frequency selective prototype filter and roll-off \( \rho \leq 1 \). Therefore only adjacent subchannels overlap and have an effect on subchannel \( k \) of interest. Further, we also assume here a reasonably small frequency offset \( \varepsilon \), in which case the overlaps with subchannels \( i = k \pm 2 \) remain insignificant.

### 4.3.1 Data Aided Channel Estimation

In the following sections the term pilot is used to designate a transmitted symbol that is known beforehand at the receiver, in order to sample the channel by evaluating its effect on the pilot symbol.

In efficient modulated filter banks the use of scattered (in time and frequency) pilot symbols or training sequences of pilot symbols at the low rate is not that simple as in OFDM, as a closer look into equation (4.21) reveals. Indeed, if we first remove all the channel effects in that equation, i.e., \( \tau_{FTD} = 0 \), \( \varepsilon = 0 \) and \( h[n,m] = \delta[n] \), \( q_{i,k,n} \) becomes the time- and frequency invariant 2-dimensional impulse response of the TMUX (see also Section 2.1.2), relating the real valued input \( d_{i,n} \) with the received \( k \)-th subchannel signal before the operation of taking its real part, \( \tilde{y}_{k,n} \). After multiplying in the FBMC/OQAM model by \( \theta_{k,n}^* \), we can rewrite (4.20) as
\[ \tilde{y}_{k,n} = d_{k,n} + \sum_{i=k-1}^{k+1} \sum_{l=-\infty}^{\infty} j^{i-k} d_{i,l} q_{i,k,n-l} + \eta_{k,n} \] (4.24)
\[ = d_{k,n} + \left( \eta_{k,n}^{\text{NPR}} + j u_{k,n} \right) + \eta_{k,n}. \] (4.25)
Table 4.1: Interference weights for data surrounding the symbol in the center of the table.

<table>
<thead>
<tr>
<th></th>
<th>( n = -4 )</th>
<th>( n = -3 )</th>
<th>( n = -2 )</th>
<th>( n = -1 )</th>
<th>( n = 0 )</th>
<th>( n = 1 )</th>
<th>( n = 2 )</th>
<th>( n = 3 )</th>
<th>( n = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k = -2 )</td>
<td>0</td>
<td>0.0006</td>
<td>-0.0001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.0001</td>
<td>0.0006</td>
<td>0</td>
</tr>
<tr>
<td>( k = -1 )</td>
<td>0.0054</td>
<td>j0.0429</td>
<td>-0.1250</td>
<td>-j0.2058</td>
<td>0.2393</td>
<td>j0.2058</td>
<td>-0.1250</td>
<td>-j0.0429</td>
<td>0.0054</td>
</tr>
<tr>
<td>( k = 0 )</td>
<td>0</td>
<td>-0.0668</td>
<td>0.0002</td>
<td>0.5644</td>
<td>\textbf{1}</td>
<td>0.5644</td>
<td>0.0002</td>
<td>-0.0668</td>
<td>0</td>
</tr>
<tr>
<td>( k = 1 )</td>
<td>0.0054</td>
<td>-j0.0429</td>
<td>-0.1250</td>
<td>j0.2058</td>
<td>0.2393</td>
<td>-j0.2058</td>
<td>-0.1250</td>
<td>j0.0429</td>
<td>0.0054</td>
</tr>
<tr>
<td>( k = 2 )</td>
<td>0</td>
<td>0.0006</td>
<td>-0.0001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.0001</td>
<td>0.0006</td>
<td>0</td>
</tr>
</tbody>
</table>

The elements \( \eta_{NPR}^{k,n} \) and \( u_{k,n} \) within the parentheses of equation (4.25) are obtained by respectively taking the real and imaginary part of the summation term in equation (4.24) above. They can be considered interference on the desired symbol \( d_{k,n} \). Now, even in a PR TMUX, in which the real-valued term \( \eta_{k,n}^{NPR} = 0 \), the imaginary-valued interference \( ju_{k,n} \) does not add up to 0. The transmultiplexer orthogonality is only obtained after taking the real part, i.e., this interference summation has only imaginary values \([118]\). In a good NPR design, \( \eta_{k,n}^{NPR} \) is a small real-valued contribution, generally well below the level of \( \eta_{k,n} \), and can safely be ignored. Another property of the imaginary-valued interference \( ju_{k,n} \) that can be deduced from equation (4.24) is that it is time-varying, since it depends on the data in the adjacent channels and on the symbols preceding and following \( d_{k,n} \), weighted by the transfer function of the TMUX.

Table 4.1 presents the interference weights that multiply neighboring symbols in the case of an NPR prototype designed with the frequency sampling method in \([14]\) and with an overlapping factor \( K = 4 \). We can see that the interference from subchannels not adjacent to the subchannel of interest have negligible effect and that in time direction the interference goes \( K \) symbols from the symbol of interest in both directions. With this NPR design, the residual distortion on the real part is less than \(-65 \text{ dB}\) compared to the actual data.

It is clear that a known data symbol located at subcarrier \( k_p \) and time \( n_p \) cannot be immediately recovered even if the channel at that subcarrier is a simple complex coefficient \( H_{k_p,n_p} \) (flat fading), because the pilot information and the complex-valued, time-varying and data-dependent interference will be mixed by the channel. In the following paragraphs we point out several
alternative methods that can be used to handle the described complex-valued interference in order to make data-aided channel parameter estimation feasible. The interested reader is referred to the cited references for detailed description of the methods.

**Auxiliary Pilots**

This approach is based on an elegant idea presented in [64]: An auxiliary pilot located at $k_a, n_a$, adjacently to the pilot $k_p, n_p$, cancels the interference $u_{k_p,n_p}$ of equation (4.24). We further develop and apply this idea in Publication [P3] to generate scattered pilots. The advantage of eliminating the interference is that the pilots can be used at the receiver in a similar fashion as OFDM pilots are used: the estimate of the channel at the pilot location is the received symbol normalized by the known transmitted symbol, i.e,

$$\hat{H}_{k_p,n_p} = \frac{\tilde{y}_{k_p,n_p}}{d_{k_p,n_p}}.$$  

This assumes that the channel is constant over the whole subchannel bandwidth. The auxiliary pilot is indeed one element of the sum in equation (4.25) and has to be calculated on-line with data transmission every time a pilot is inserted since the interference terms vary with the data. In [64], the auxiliary pilot is chosen to cancel the interference from the 8 surrounding symbols. This is a good approximation in well time-frequency localized prototype filters, such as the ones based on the isotropic orthogonal transform algorithm (IOTA) function [72]. In [P3] we chose to include more terms in the calculation of the interference because also symbols located further away can significantly contribute to it.

In typical filter bank designs it is wise to locate the auxiliary pilot immediately preceding or following the pilot, i.e., $n_a = n_p - 1$ or $n_a = n_p + 1$. This is because when computing the auxiliary pilot, its expression is normalized by the interference weight of the auxiliary pilot affecting the actual pilot. In Table 4.1 we see that with this choice the magnitude of the auxiliary pilot amplitude is minimized on the average (the interference weight next to the pilot at $(k_p, n_p) = (0, 0)$ is the highest). Consequently, less transmission energy is wasted on the pilot/auxiliary pilot pair and possible negative effects on the peak to average power ratio (PAPR) due to excessively strong auxiliary pilots are prevented.

As an example, with the prototype filter presented above, it is sensible to use the shaded area of Table 4.1 for the computation of the interference and
the auxiliary pilot. This leaves the residual imaginary interference power $-38$ dB below the average level of data. Further, if the auxiliary pilot is chosen to precede or succeed the pilot, then the auxiliary pilot power is on the average $3.3$ dB stronger than the data surrounding the pilot/auxiliary pilot pair. The next best choice for the auxiliary pilot location adds almost $6$ dB to its average power.

Note that the use of two real-valued symbols as pilots does not mean a penalty in overhead with respect to OFDM, since there the pilot is complex-valued. This observation also applies to the next technique for FBMC pilot design.

**Pair of Pilots**

The pair of real pilots (POP) [76] method also uses two consecutive OQAM subsymbols within a subchannel to send known pilots, i.e., at locations $(k_p, n_p)$ and $(k_p, n_p + 1)$. In the simplest case the pilots are similar. Ignoring the noise and assuming that the channel remains unchanged during both subsymbols, an equation system yields the equalizer coefficient (the same for both pilots) that restores the pilots to their original phase and amplitude. The estimate for the channel at the positions of the POP is obtained by inverting the computed equalizer coefficient. This method places the computational complexity on the receiver part and has the advantage that it is independent of the prototype filter design, since the interference term is not used explicitly in the equations. However, if the noise is not negligible, it will be enhanced in a random fashion, depending on the data surrounding the pilots, which makes the performance unpredictable and generally worse.

**Interference Approximation Method**

The authors of [76] also present the interference approximation method (IAM). The philosophy here is that most of the symbols surrounding the pilot in time and frequency are fixed and known at the receiver. In this case, the interference $u_{k_p, n_p}$ can be approximatively calculated with equation (4.24), which leads to the channel estimate

$$
\hat{H}_{k_p, n_p} = \frac{\tilde{y}_{k_p, n_p}}{d_{k_p, n_p} + ju_{k_p, n_p}}.
$$

(4.27)

The more symbols in the shaded area of Table 4.1 are fixed, the better is the approximation of $u_{k_p, n_p}$. Unfortunately, this approach leads to an unacceptable overhead if a good approximation of the interference, necessary for
accurate channel estimates, is desired. Therefore, it is practical only in situations in which pilots are packed closely together, e.g., in training sequences, such as in Publication [P5], where the fixed symbols can be simultaneously utilized by nearby located pilots. Of course, the symbols closer to the edge of the training sequence will be more exposed to the effect of the following random data and the approximation of $u_{kp,n_p}$ on them is worse.

Other Pilot Approaches

More sophisticated methods for scattered pilot-based channel estimation in FBMC/OQAM are presented in [77]. By means of an orthonormal transformation of the data around the pilot, the imaginary-valued term can be nulled while simultaneously avoiding the use of an auxiliary pilot with increased power. This implies an advantage in the transmit power efficiency compared to the auxiliary pilot approach, at the cost of increasing the computational complexity. Nevertheless, it is still necessary to fix one of the surrounding symbols, which cannot be used for data transmission. Another approach in [77] and in [78] consists of iteratively approximating $u_{kp,n_p}$ at the receiver with help of the detected data. At first, it is considered that $u_{kp,n_p} = 0$, and the channel is estimated based on this assumption. The equalization and detection then yield estimates of the data surrounding the pilot, which, in turn, permit calculating a better estimate of $u_{kp,n_p}$. The authors in [78] show that the technique converges in 3-4 iterations.

The methods presented above provide a way of sampling the time-varying frequency response of the transmission channel. The estimates required at the remaining subchannels and time-instants can be obtained by interpolating between the estimates obtained at the pilot locations. Note that for the 3-tap subcarrier equalizer presented in Section 4.1.2, the interpolation has to return estimates not only at the center frequencies of the subcarriers, but also at the subband edges in the middle of those frequencies. In general, if a higher order frequency sampling equalizer is used, the estimation and interpolation solution needs to provide estimates at the frequency locations at which the equalizer is designed to optimally invert the channel. Studying how improved interpolation techniques [100] affect the FBMC channel estimation performance is an interesting subject for future research.
4.3.2 Timing Synchronization

Timing synchronization can be divided into frame location and fine timing synchronization. The frame location aims to find the start of the transmitted frame in order to continue with the remaining synchronization operations. The objective of the fine timing synchronization is to estimate and correct the possible fractional time delay.

Frame Synchronization

Frame synchronization usually relies on correlating the received signal with a known training sequence [100, 115]. The transmitter sends the sequence embedded in the transmitted frame and the receiver correlates the received sample stream with the known sequence and uses the peak of the correlation to detect the beginning of the frame. The same sequence can be used to perform also FTD estimation [37, 124]. Often, these methods are time-domain methods [37, 38], i.e., they are performed before the AFB. In publication [P5], we transmit known training sequences on each subchannel and perform the correlation subcarrier-wise, i.e., after the AFB. Therefore, each subchannel correlation returns a peak that indicates the start of the frame:

$$n_{k,0} = \arg \max_n \left( \sum_{r=0}^{L_{TR}} d_{k,n}^{TR} \tilde{y}_{k,n+r} \right). \quad (4.28)$$

Here, $d_{k,n}^{TR}$ is the training sequence of length $L_{TR}$ in subchannel $k$. Note that the filter bank interference has to be taken into account, for example by including the known interference (see IAM method above in 4.3.1) to $d_{k,n}^{TR}$.

Selecting a sufficient amount of strong subcarriers (not attenuated by the channel) and selecting the most frequently appearing peak position in these subcarriers, the estimation can be made more robust. In [P5] we achieved also certain robustness against CFO when the absolute values of the received signal and training sequence were used in the correlation.

The training sequences utilized here are a few times longer than the sequences used in time domain synchronization. However, the training sequences from [P5] not only synchronize the frame, but also perform CFO and channel estimation at subcarrier level, and therefore implicit FTD estimation, as presented in Section 4.3.4.
FTD Synchronization and Correction

Assuming that the coarse location of a transmission frame is obtained for example as described in the previous subsection, the effect of fractional time delay, can be understood with help of equation (4.21). In the frequency domain it can be expressed as equation (4.29), which shows that the FTD introduces a phase term that linearly varies with the frequency:

\[
Q_{i,k}(e^{j\omega}) = \left[ \left( \left( G_i(e^{j\omega}) H_n(e^{j\omega}) e^{-j\omega\tau_{FTD}M} \right) \star \delta(\omega - 2\pi\epsilon) \right) F_k(e^{j\omega}) \right]_{\frac{M}{2}}
\]

\[
= \left[ \left( G_i(e^{j(\omega - 2\pi\epsilon)}) H_n(e^{j(\omega - 2\pi\epsilon)}) e^{-j(\omega - 2\pi\epsilon)\tau_{FTD}M} \right) F_k(e^{j\omega}) \right]_{\frac{M}{2}}
\]

\[
= \left[ G_i(e^{j(\omega - 2\pi\epsilon)}) H_n(e^{j(\omega - 2\pi\epsilon)}) F_k(e^{j\omega}) e^{-j(\omega - 2\pi\epsilon)\tau_{FTD}M} \right]_{\frac{M}{2}}.
\]

This frequency-dependent phase term destroys the orthogonality of the subchannels and causes the appearance of ICI.

For estimation purposes, let us first assume that there is neither channel distortion nor CFO present. In this case it seems straightforward to estimate the FTD from a transmitted pilot at \( k_p, n_p \), allowing for some uncertainty caused by the ICI. In practice, the estimate is obtained from the phase difference between two pilots separated by \( \Delta k \) subcarriers, since the signal can have a constant random phase rotation that is eliminated when calculating the phase difference. If \( \hat{H}_{k_p, n_p} \) is the estimated channel or, equivalently, the normalized transmitted pilot if no channel is considered, at the location \( k_p, n_p \) following equation (4.26) or (4.27), then

\[
\hat{\tau}_{FTD} = \frac{\angle(\hat{H}_{k_p, n_p}) - \angle(\hat{H}_{k_p + \Delta k, n_p})}{2\pi\Delta k}
\]

(4.30)

where \( \angle(\cdot) \) is the phase of \( (\cdot) \).

This result limits the carrier separation for the pilots, if unambiguous phase differences are to be calculated. The phase difference becomes ambiguous, that is it exceeds \( \pi \), if \( \tau_{FTD} \Delta k > \frac{1}{2} \). For example, if pilot subcarriers are separated by \( \Delta k = 10 \), only a delay of \( \pm \left\lfloor \frac{M}{2} \right\rfloor \) samples (\( \left\lfloor \cdot \right\rfloor \) rounds to the closest smaller integer) can be estimated without phase ambiguity. If the pilot separation is expected to exceed the non-ambiguous FTD estimation range, phase disambiguation techniques have to be applied.

The estimate can be improved by averaging techniques such as least squares linear curve fitting over all pilot pairs that are sufficiently closely placed within
In case of CFO, consecutive symbols within a subcarrier are rotated with respect to each other, as discussed in the coming Section 4.3.3. This forces the estimation averaging to be independently done over the subchannels for every MC symbol time to avoid more complex estimation solutions that take into account the CFO-induced rotation in the time direction. The CFO additionally increases the additive distortion. Finally, in presence of the transmission channel, the (flat-fading) channel coefficient within the subchannel of interest also multiplies the transmitted signal, introducing additional rotation. Since in general this rotation is different at different subcarriers, it would be expected that this method cannot be used anymore with practical transmission channels. Nevertheless, if the effect of the FTD on the phase is predominant, the phase difference introduced by the channel coefficients will add up as noise at the end. Consequently, we can consider

\[ \angle(\hat{H}_{k, n} + \Delta k, n_{p}) = \angle(\hat{H}_{k, n_{p}}) + 2\pi \Delta k \tau_{FTD} + \eta_{\phi}, \]

where \(\eta_{\phi}\) is an additive phase term, which depends on how much the channel is correlated in frequency direction at the pilot distance. Again, averaging over a sufficient number of pilots reduces the harmful effect of this additional phase term. In general, the FTD estimation can be seen as a problem of phase slope estimation over the active subcarriers.

The training sequences utilized in [P5] additionally permit estimating the mildly selective fading channel within the subchannel. This makes it possible to calculate the FTD within each subchannel, without need of resorting to the phase difference between subchannels with pilots.

The equalizers presented in Section 4.1.2 are well suited for compensating the FTD, since they can be designed to reverse the effect of the frequency-varying phase by including the FTD effect on the phase of the channel estimates at the subband edges.

Joint FTD and Channel Estimation Based on Iterative Interference Cancellation

The analysis above shows a clear interplay between the quality of the estimates and the presence of FTD and CFO. Therefore, it is desirable to apply the information of the estimated synchronization parameters to the estimated pilots in order to improve the quality of all the pilot-based estimates. One way to achieve this is by estimating both the subcarrier-wise channel coefficients and the phase slope in a joint manner. This is done in [P3], where we presented a new iterative interference canceling approach that utilizes the
FTD-induced linear phase slope within each pilot subcarrier. For the derivation of the joint FTD estimator and channel equalizer, we assume a simplified signal model where the amplitude response is assumed to be constant within each subchannel and the phase is assumed to be a linear function of frequency. This is motivated by equation (4.29) and by the observation that, in system configurations with high \( M \), a 1-tap equalizer is able to equalize the channel quite well in the absence of timing offsets. The joint channel-FTD estimation includes two parts: estimation of the complex channel coefficient for each pilot, and estimation of the phase slope jointly for all pilots participating in the estimation window \( \Omega_{JE} \).

In the FBMC/OQAM model, in which the downsampled signal is centered around DC, the FTD-compensating target response of the 3-tap subcarrier equalizer presented in Section 4.1.2 can be written as

\[
W_{k,n} \left( e^{-j \frac{\pi}{2}} \right) = w_{k,n} e^{j \psi} \\
W_{k,n} \left( e^{j0} \right) = w_{k,n} \\
W_{k,n} \left( e^{j \frac{\pi}{2}} \right) = w_{k,n} e^{-j \psi},
\]

(4.31)

where the equalizer phase difference correction between the subchannel center frequency and the edge is

\[
\psi = -\pi \tau_{FTD}. 
\]

(4.32)

Deriving the transfer function of the equalizer and applying a simplification assuming small \( \psi \), the equalized signal can be approximated as

\[
\tilde{d}_{k,n} + j \tilde{u}_{k,n} \simeq w_{k,n} \tilde{y}_{k,n} + \psi w_{k,n} \Delta \tilde{y}_{k,n},
\]

(4.33)

where we define

\[
\Delta \tilde{y}_{k,n} = -j \left( \tilde{y}_{k,n-1} + \tilde{y}_{k,n+1} \right) / 2.
\]

(4.34)

If the EMFB implementation is used, equation (4.31) has to be modified to accommodate the odd stacking of the filter bank. For even subchannels, the evaluation points are 0, \( \pi / 2 \) and \( \pi \), and for odd subchannels \( -\pi, -\pi / 2 \) and 0. This leads to a slightly different definition of \( \Delta \tilde{y}_{k,n} \) for EMFB:

\[
\Delta \tilde{y}_{k,n} = \pm j \left( \tilde{y}_{k,n-1} + \tilde{y}_{k,n+1} \right) / 2,
\]

(4.35)

where the sign depends on whether the subchannel \( k \) under consideration is even (+) or odd (−).

At the pilot locations, the 3-tap equalizer can be adjusted to approximate the transmitted known symbol \( \tilde{d}_{k,n} + j \tilde{u}_{k,n} \), with known \( \tilde{u}_{k,n} \) in the IAM.
method or $\tilde{u}_{k,n} = 0$ using auxiliary pilots. Taking this case as example, for the pilot symbols the ideal output is $d_{k,n}$ (the subindices $(\cdot)_p$ are dropped here for readability) and the channel equalization problem can be formulated as:

$$\left\{ \hat{\psi}, \hat{w}_{k,n} \right\} = \arg \min_{\psi, w_{k,n}} \left\{ \sum_{k,n \in \Omega_{JE}} \left| d_{k,n} - (w_{k,n}\tilde{y}_{k,n} + \psi w_{k,n}\Delta y_{k,n}) \right|^2 \right\}, \quad (4.36)$$

where $\Omega_{JE}$ is the set of subcarrier symbols used in the joint estimation. The objective is to optimize $\psi$ and $w_{k,n}$ in such a way that the difference between the equalizer output and the known pilot $d_{k,n}$ is minimized in the least-squares sense. This is a nonlinear optimization problem, which can be solved for example by iterating the following two steps:

1) Assuming that the phase slope is known from the previous iteration (0 in the beginning), $\left\{ w^i_{k,n} \right\}$ are solved from pilots $\tilde{y}_{k,n} + \psi^{i-1}\Delta y_{k,n}$ in equation (4.33). Note that the index $i$ here represents the iteration number.

2) Assuming that $\left\{ w^i_{k,n} \right\}$ are known, the observation is a linear function of $\psi$ and the optimum $\hat{\psi}$ can easily be calculated with the derivative of the expression in brackets in equation (4.36) with respect to $\psi$ and setting the result to 0, yielding

$$\hat{\psi} = \frac{\sum_{k,n \in \Omega_{JE}} d_{k,n} \text{Re}\left[ w_k \Delta y_{k,n} \right] - \left| w_k \right|^2 \text{Re}\left[ \tilde{y}_{k,n} \Delta y^*_{k,n} \right]}{\sum_{k,n \in \Omega_{JE}} \left| w_k \Delta y_{k,n} \right|^2}, \quad (4.37)$$

which, from equation (4.32), yields $\hat{\tau}_{FTD} = -\hat{\psi}/\pi$. Note that $w_k$ is here the average of $w_{k,n}$ within subchannel $k$.

In Publication [P3] we saw that this process converges typically in 5-10 iterations, depending on the FTD and $\Omega_{JE}$. Moreover, the estimates $\hat{\psi}$ are quite accurate even for higher values of $\psi$, exceeding greatly the estimation range imposed by the pilot separation in a scattered pilot setting. However, with higher mobility or lower SNR, the performance suffers more than the classical FTD estimation presented in the previous subsection. Therefore, this iterative approach could be better suited for initial locking to the correct timing and then the fine tuning can be done with the classical estimation.
4.3.3 Frequency Synchronization

Carrier frequency offsets have several effects on the transmitted signal. These effects can be analyzed with help of equations (4.19), (4.21) and (4.29). The main observation is that before the AFB, the complex exponential representing the frequency shift induces a linearly time-varying phase rotation of $2\pi \frac{\varepsilon}{M}$ on consecutive high-rate samples. Recall that $\varepsilon$ is the normalized CFO with respect to the subcarrier separation $\Delta f$. After the receiver bank and downsampling by $M/2$, the phase rotation between two consecutive symbols at rate $2/T$ is $\pi \varepsilon$ radians. This leads to ISI from symbols in the same subchannel and ICI from symbols in neighboring subchannels at earlier and later time-instants. The neighboring symbols located at the same time instant $n$ have the same phase rotation as the symbol under study, so they do not contribute to ICI. The linearly time-varying phase rotation is the property exploited in the following pilot-based CFO estimation and permits also to implement the basic compensation scheme.

A further effect of the CFO that can be deduced from equation (4.29) is that the subchannel filter at the AFB is not frequency-aligned with the corresponding subchannel filter of the transmitter SFB anymore. This distorts the effective impulse response of the synthesis-analysis cascade by a factor

$$F_{CFO}(e^{j\omega}) = \frac{H_p(e^{j(2\omega/M + 2\pi \varepsilon/M)})}{H_p(e^{j2\omega/M})},$$

where $\omega$ is the normalized angular frequency at subchannel sample rate and $H_p(e^{j2\omega/M})$ is the prototype filter frequency response in the filter bank design. In filter banks with linear-phase channel filters in the analysis (and synthesis) filter banks and in the zero-phase subchannel processing model, only the magnitude of the distorting frequency response is significant, the phase is constant over the subchannel band (but still dependant on $\varepsilon$). The magnitude of the described distortion on the frequency response for the prototype filter introduced above is shown in Figure 4.12 for some selected CFO values. In the figure, the subband edges correspond to the normalized frequencies $\pm 0.5$.

Finally, there are some effects like aliasing effects close to the subband edges and the appearance of distortion from the subchannel located 2 subcarrier spacings away. These effects can be considered minor with reasonable CFOs expected in a pilot-based estimation and tracking scenario.

Based on the CFO effects described above, pilot-based frequency offset estimation is straightforward: If a pilot at $k_p, n_p$ is followed by another one $\Delta n$ samples later at $k_p, n_p + \Delta n$, the phase rotation between them will cover
$\Delta \varphi = \pi \varepsilon \Delta n$ radians, assuming that the ISI introduced by equation (4.38) can be neglected and the channel does not vary in time. This yields an estimate

$$\hat{\epsilon} = \frac{\Delta \varphi}{\pi \Delta n} = \frac{\angle (\hat{H}_{k,p,n_p}) - \angle (\hat{H}_{k,p,n_p+\Delta n})}{\pi \Delta n}. \quad (4.39)$$

The performance of the estimation can be improved by averaging over many pilots to reduce the effect of the distortion. For example, if pilots are all separated by the same number of samples, the following expression \cite{68} can be used for estimating the CFO, while simultaneously weighting the subcarrier pilots according to their powers:

$$\hat{\epsilon} = \frac{\angle \left( \sum_{(k,n) \in \Omega_{CFO}} \hat{H}_{k,n+\Delta n} \hat{H}_{k,n}^* \right)}{\pi \cdot \Delta n}. \quad (4.40)$$

This way, stronger subcarriers are favored over weaker ones. Again, the subindices $(\cdot)_p$ indicating pilot locations are not included in the equation for readability. Here, $\Omega_{CFO}$ is the set of pilot locations used for CFO estimation. Note that the same problem of phase-ambiguity appears as in the FTD...
estimation above, when $\varepsilon \Delta n \geq 1$. Clearly, if a training sequence is used instead of scattered pilots, the range, in which the estimated CFO remains non-ambiguous is maximized. This is because the known data comes as a continuous stream ($\Delta n = 1$).

If the CFO is moderate, e.g., in CFO tracking scenarios, or the subchannel signal modulation is robust, then the offset compensation can be performed subchannel-wise, as sketched in Fig. 4.13a) with the multiplication by the complex exponential sequence that undoes the frequency shift, that is, $e^{-j\pi n \varepsilon}$. The frequency correction at subchannel level will obviously not recover the information leaked to the neighboring channel nor get rid of the distortion coming from 2 subchannels away, since the frequency shift is circular when performed at subchannel level. Further, the amplitude distortion due to the subchannel filter misalignments depicted in Fig. 4.12 also remains.

It is possible, however, to compensate for this amplitude distortion in a simple way with the help of the low complexity frequency sampling equalizers presented above. Similarly as with the phase slope in the presence of FTD, the low complexity equalizer can approximatively correct the amplitude distortion given by equation (4.38) setting the desired target responses to

$$W_{k,n}(e^{j\omega}) = \frac{1}{F_{\text{CFO}}(e^{j\omega})}.$$  \hspace{1cm} (4.41)

In the FBMC/OQAM implementation, the equation is evaluated at $\omega = -\frac{\pi}{2}, 0, \frac{\pi}{2}$, whereas in the EMFB structure $\omega = 0, \frac{\pi}{2}, \pi$ and $\omega = -\pi, -\frac{\pi}{2}, 0$, for the even and odd subchannels, respectively.

Figure 4.13 presents the subchannel model with the effect of the first two mentioned distortion types, which are the predominant ones. It includes also the basic subchannel-wise CFO correction that undoes the CFO phase rotation according to the estimated frequency shift $\hat{\varepsilon}$. In the equivalent model (b), the effect of inaccurate CFO estimation is represented by the residual frequency modulation $e^{j\pi n (\varepsilon - \hat{\varepsilon})}$.

Under serious carrier frequency deviations, the degradation of the received subchannel signal advocates for time domain solutions (before the AFB) for correcting and possibly also for estimating the CFO. In our research we observed that the compensation performance degrades faster than the estimation performance: With high values of CFO, the subcarrier-wise compensation cannot recover enough of the signal of interest that has leaked to the neighboring subchannel and eliminate the interference. In [48] and [P3] we conclude that the detection performance for 64-QAM, after CFO estimation and compensation, degrades severely when $|\varepsilon| > 0.05 \Delta f$, even in low noise scenarios. With
Figure 4.13: Subchannel receiver signal model in the presence of CFO, with CFO compensation and subchannel equalization. (a) Basic model. (b) Equivalent form.

more robust modulations such as 4-QAM, the range with acceptable detection performance is extended to over 20% of $\Delta f$ and the bottleneck becomes the pilot separation. Usually, several pilots are used for CFO estimation and they are generally sent on a robust modulation, such as BPSK with power boost with respect to data. Because of this, it is possible that the CFO estimate is still acceptable at CFOs at which the BER performance of 64-QAM data transmission is unacceptable. In this case, the CFO may still be estimated at subcarrier level, but compensation has to take place before the analysis filter bank.

4.3.4 Applied Synchronization and Estimation Schemes

Our research group has applied two synchronization and estimation approaches during our studies: Training sequence based channel parameter estimation was reported in [P5]. In [P3] we presented channel parameter estimation based on scattered pilots. Both approaches make use of the low-complexity frequency sampled subband equalizers introduced in Section 4.1.2. It is worth underlining here that when multipath channel, FTD and CFO concur in a communication link, these equalizers can compensate for the three distortions at the desired frequency locations by combining (multiplying) the target frequency responses needed for correcting each of the estimated distortions.
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Training Sequences

After the success of the low complexity equalizers in the TMUX with moderate number of subchannels $M$, our focus was on providing channel estimates to the equalizer that could resolve the mildly fading channel response within the subchannels. Scattered pilots are limited in this sense because they provide at most the information of the average complex gain of that subchannel at the pilot moment. Thus, training sequences were used at the beginning of a transmission burst. In the EMFB implementation, where even subchannels alias at baseband to the positive side of DC and odd ones to the negative side, we applied the repetition of following subsequences:

\[
\begin{align*}
  d_k^{Tr} &= \ldots, 1, 1, 0, 0, \ldots, \text{if } k \text{ even}, \\
  d_k^{Tr} &= \ldots, 0, 0, -1, 1, \ldots, \text{if } k \text{ odd}.
\end{align*}
\]  

(4.42)

Shifting the training sequences by $\pi/2$, they could be used in a similar way in FBMC/OQAM configuration.

The spectral content of these training sequences is concentrated on the points of equalization for which we want to obtain the estimates, as shown in Figure 4.14. These sequences have the advantage that the intercarrier interference (ICI) is reduced, since even channels don’t transmit when odd channels transmit their training sequence active symbols and viceversa. At the receiver side, after correlation for burst location, a 4-point FFT is taken on the centermost symbols of the training sequence of each subchannel, to minimize interference coming from random data symbols preceding or following the training sequence symbols. Obviously, the training sequence length has to be at least 4 low rate symbols for performing the 4-point FFT. This way, the estimates at the frequency points required by the equalizer are obtained. This is very convenient from the complexity point of view, since only multiplications by $\pm 1$ and $\pm j$ are needed to implement the FFT.

When developing this model, we were not fully aware of the properties of the interference coming from symbols further away than the immediately neighboring ones. In practice, we measured this interference in the case of training sequences not embedded in data and then removed this interference. This practically amounts to applying the IAM pilot technique from [76] and explained above in Section 4.3.1.

There are several ways of improving the estimates obtained with the training sequence by enhancing their signal to noise ratio. For example, one can
average the estimates at the overlap location between subchannels. Further averaging is possible if the channel variation is so slow in time, that the estimates at two consecutive training sequences practically do not change. A third approach, and the one that delivered best results in our simulations consist in frequency domain windowing, to make the overall channel frequency response smooth. Ideally, the window weights should follow the shape of the spaced-frequency channel correlation function \([99]\), but if the coherence bandwidth is large enough compared to the subcarrier separation, a simple averaging window performs well and avoids having to gain knowledge about the spaced-frequency channel correlation function.

**Scattered Pilots**

Within the European Commission FP7 research program PHYDYAS, we re-focused our interest on the FBMC/OQAM implementation of the complex filter banks. The project set a defined target to improve WiMAX \([154]\) performance, so it was natural to use it as a reference system. The same pilot configuration as in WiMAX was used in our research, i.e., scattered pilots at the same locations. Since \(M = 1024\), the channel was assumed flat fading at subchannel level in most of the cases. We applied the auxiliary pilot principle to implement the scattered pilots and exploit the estimation techniques described here.
Although the auxiliary pilot approach performs as well as the pilots in OFDM, the pilot location has to be considered carefully to avoid appearance of other auxiliary pilots in the region of interference of a given pilot (see Table 4.1). If an auxiliary pilot falls into the shaded area of another pilot (e.g., at $k = -1$ and $n = 2$), not the one corresponding to the auxiliary pilot, the calculation of the auxiliary pilots gets increasingly complicated. This is because the auxiliary pilots cannot be computed independently anymore, first the ‘overlapped’ auxiliary pilot has to be calculated before being able to compute the auxiliary pilot that nulls the interference of the pilot under consideration, at the center of the shaded area. With the pilot scattering defined in WiMAX we easily achieved the separation of auxiliary pilots by alternatively placing the auxiliary pilot before and after the pilot, as was more convenient for simple computation. However, in more dense pilot configurations the placement can become increasingly difficult, if interdependent auxiliary pilot calculations are to be avoided.

The most striking result from our FBMC/OQAM research was that the throughput can be up to 20% higher than in WiMAX, as results obtained from an advanced simulator ready to be implemented into an actual demonstrator unit showed in [105]. Our synchronization and channel estimation results for the single antenna case are summarized in [P3]. All synchronization operations can be performed after the analysis filter bank, at least in the tracking mode, if the initial errors are not too large. The FBMC system was also capable of taking advantage of MIMO multiantenna transmission, including synchronization and channel estimation in a WiMAX-like MIMO environment.

**Additional Considerations**

An interesting research topic, for which we unfortunately lacked resources, is how to interpolate to obtain channel parameter estimates at all time and frequency locations needed within a transmitted frame.

In the scattered pilot approach, when computing these estimates for all subcarriers and time instants, the correct interpolation of the channel from the estimates at the pilots is not a trivial problem in the case of FTD due to the modulo $2\pi$ phase ambiguity. For example, if amplitude and phase are interpolated separately, in order to include the FTD estimation for compensating the phase, $2\pi$ hops can result in a very unsmooth 2-D channel interpolation. In our studies using very basic linear interpolation we obtained the smoothest results by first eliminating the phase slope from the center frequencies of the
pilots. Then, 2-D complex interpolation to obtain the channel estimates for the data symbols both at the center and edge frequencies is performed, and finally the phase slope is restored to the whole estimation matrix for final calculation of the equalizer coefficients.

Also in the scattered pilot approach, the interpolation of the pilots could be used to increase the non-ambiguity ranges discussed in the synchronization sections above. Looking at Figure 4.15, consecutive pilots (marked with 'P') in frequency direction can be interpolated to estimate a pilot at the central subcarrier on the figure (circle filled with stripes), at the instant of the current pilots. Now the CFO estimation range within that subchannel is increased, because the interpolation has put an (interpolated) pilot closer to the actual pilot. Obviously, the pilot separation in frequency direction has to be within the FTD non-ambiguity range to yield a correct interpolated pilot. Exchanging frequency and time directions, the same holds for extending the FTD estimation range based on scattered pilots.

In the training sequence approach, the frequency direction did not need interpolation, but could take advantage of windowing, as mentioned above. However, in case of mobility or varying channel conditions, time domain interpolation between two training sequences is needed. We experimented with linear interpolation, but it remained an open question for us to study the trade-off among the interpolation method, the channel speed and the sepa-
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ratio between training sequences. For example, if an efficiency similar as in WiMAX is envisioned, 1/9 of the transmitted symbols are pilot overhead. How well can the training sequences track changes in practical channel models if they occupy 1/9 of the transmission time?

Another consideration when designing the data-aided estimation symbols is the peak to average power ratio (PAPR). All MC systems generate high signal peaks if the subchannel signals add coherently when synthesizing the high-rate MC signal. These peaks are likely to be affected by the non-linear elements such as the power amplifier, distorting the signal and inducing spectral regrowth. Strong spectral regrowth threatens the very purpose of using filter banks and their good spectral containment. In [P2] we study the effect of the non-linear power amplifier on OFDM and FBMC signals, concluding that both MC signals suffer similar spectral regrowth due to similar PAPR characteristics of both waveforms.

Furthermore, the regular pattern in which pilots are arranged within a transmitted symbol increases the probability of generating peaks in the signal after the synthesis bank. Thus, randomizing the pilots or training sequence is a utilized approach for example in WiMAX [2] to avoid high PAPR due to the training sequences. In [P3] we apply the pilot randomization of the IEEE 802.16e standard. In the training sequence based approach of [P5] the training sequences are multiplied with sequences that were optimized to minimize the resulting PAPR. The optimization was performed with a brute force algorithm, trying out different sequences and selecting the ones with reduced PAPR. During our research we also considered the cubic metric [127] as an optimization parameter, but the spectral regrowth did not vary much from the case with PAPR optimization.

Regarding the general MC signal obtained from random data, we have started to study other methods to reduce the PAPR in the FBMC signal in [S4]. The methods presented there study the trade-off in BER and spectral regrowth of different signal limitation methods to reduce the PAPR. Most recent simulation results indicate that, in combination with a realistic power amplifier model, feedforward linearization [40] of the PA produces the most promising distortion reduction compared to PAPR reduction techniques based on signal limiting. The PA model utilized is an adaptation of Rapp’s narrowband solid state PA [102] based on actual simulations. More sophisticated broadband PA models with memory and the mitigation of its effects, for example in the receiver [151], are a subject for future research.
Chapter 5

Conclusions

The first part of this thesis presented the motivation and background to the research that resulted in the included publications. The research was performed as part of several research projects and in cooperation with other research groups. Publication [P1] was the result of the work funded by the National Technology Agency of Finland (Tekes) “Digital and Analog Techniques in Flexible Receivers” with the cooperation of Insta Group (formerly Instrumentointi). Publications [P2,P4] were partly funded by Nokia and [P4] was also supported by the Academy of Finland in the project “Advanced Multicarrier Techniques for Wireless Communications.” The efforts in [P3] were partly funded by the European Commission under Project PHYDYAS (FP7-ICT-2007-1-211887).

Since the main tool applied in the research was the complex modulated filter bank in the EMFB and FBMC/OQAM implementations, basics on filter banks were introduced as a launcher for the remainder of the thesis. Chapters 3 and 4 paved the way towards the publications by presenting actual problems in digital communications and how they can be solved by means of filter bank based processing. First the case of narrowband interference suppression in a direct sequence spread spectrum was presented. Then the main transmission channel impairments and how they can be estimated and corrected in FBMC communications were introduced.

The main results of the research of the thesis are presented in the publications [P1]-[P5] at the end of the thesis. They comprise successful narrowband interference detection and mitigation with help of a subband system. In the context of FBMC, the problem of channel equalization in an oversampled system is analyzed and solved with low complexity subcarrier-wise equalizers.
These equalizers are applied in different scenarios with subcarriers spanning from a few kHz up to 100 kHz giving good equalization results. Furthermore, the equalizers are useful in the synchronization of fractional time delay, they can improve performance when correcting carrier frequency offsets and are useful for mitigating in-subband narrowband interference. In order to feed the subcarrier equalizers with required information to tune their coefficients, channel impairment estimation methods for FBMCs were applied. We adapted training sequence and scattered pilot based estimation to the filter bank particularities and showed that they produce useful timing and frequency offset estimates, along with accurate channel state information. With the help of the low complexity equalizer, the estimation range of fractional time delay can be expanded well beyond the ambiguity limits imposed by the pilot separation in the scattered pilot-aided approach. One important detail not to be missed is that all processing takes place at the low rate, after the analysis filter bank. Although synchronization may have to be coarsely performed before the AFB, the results of this work show in what range the system can obtain good estimates and correct synchronization errors subcarrier-wise. This enables exploiting the high selectivity of the subchannel filters to take care of the channelization filtering, i.e., separating different user bands.

5.1 Summary of the Main Differences between OFDM and FBMC

In general, the results contributed in this thesis show that filter banks are becoming a ripe technology that can offer the significant benefits sought after in modern wireless communications: robustness and spectral efficiency. Filter bank based multicarrier enjoys the advantages of multicarrier communications, namely simple wideband channel estimation and equalization, synchronization, robustness to narrowband interference and the option to configure the communication link with flexibility and scalability. The main enabler of further advantages over simple FFT based solutions is the possibility of designing the subchannels with desired stopband attenuation. This leads to gains in throughput due to the reduction of needed subcarriers acting as guard band and also because spectral leakage from strong adjacent non-synchronous signals is better under control. Another reason for better throughput is the lack of the cyclic prefix typical of OFDM. In the PHYDYAS project, WiMAX was taken as a reference for an advanced OFDM-based wireless communi-
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cation system. A filter bank upgrade based on our research, together with other PHYDYAS partners, showed in complete link-level simulations a gain of around 20% [105] and a slow decay of the gain with increasing number of uplink users [114]. Within the typical number of uplink multiplexed users in WiMAX, the FBMC throughput still outperforms OFDM.

The reason for the capacity decrease with growing number of uplink users lies in one of the main disadvantages of the filter banks: The overlapping nature of the FB waveforms. This causes the transmission blocks to have preceding and trailing 'tails' with a length depending on the overlapping factor $K$. These tails are nevertheless important for correct transmission at subcarrier level. Shortening them artificially or allowing overlap with other asynchronous communications on the same band to increase efficiency can lead to degradation of performance in the first and/or last symbols of the burst. Additionally, cutting the tails also induces spectral leakage into neighboring subchannels, causing spectral regrowth. Optimization of the FBMC signal in the time direction is actually an interesting challenge for future research. Initial studies have been carried out within the PHYDYAS program and reported in [57].

The advantage of applying only one subchannel for separating signal multiplexes can be regarded as a disadvantage if it is compared to a quasi-synchronous OFDM system, in which no guard band is needed. The more users share a given bandwidth, the more unused subchannels appear in the bandwidth, as also reported in the submission [114] mentioned above. However, if the OFDM system is not synchronized within the cyclic prefix length, it would need a significantly higher number of subbands to separate the frequency multiplexes.

With regard to advanced and sophisticated communication techniques, current research is proving that FBMC can be applied in the MIMO context, for example exploiting multiple transmit and receive antennas to obtain spatial diversity gain [55, 58], or spatial multiplexing [29]. Nevertheless, not all MIMO methods that work in OFDM are directly applicable to FBMC. This is because of the characteristics of the FBMC subchannel signals, mainly the data-dependent complex interference on a symbol at a certain time and frequency locations, caused by the symbols surrounding it. For example, [58, 103] show that the Alamouti space-time coding scheme [6] is not directly applicable, turning this problem into an appealing research topic. In [103] a block-wise Alamouti approach is proposed as a viable alternative for moderate mobilities.

A final shortcoming of the filter banks compared to plain FFT systems is that FBs have a higher computational complexity. However, regarding the
total system complexity, i.e., taking into account all the other functions such as for example advanced channel decoding, it has been found to be only moderately higher in the filter bank case \[105\]. More detailed numerical analysis is expected to be presented in the closing PHYDYAS project documents.

The research presented here strongly focuses on filter banks and uses simple FFT-based references to benchmark the achieved improvements of the FBs. There are also modifications that can be applied to OFDM systems, in order to combat its disadvantage of slowly decaying sidelobes. The simplest and commonly used solution is additional filtering of the OFDM signal to better contain it to a certain frequency band. Typical solutions assume still a relatively wide transition band, in the order of 10 to 20 \% of the signal band, to achieve low implementation complexity. Filter banks have, no doubt, higher complexity than the traditional basic approach, but on the other hand they offer the highest possible flexibility in composing the used, possibly non-contiguous signal band for transmission and reception, with the resolution of subband bandwidth. Further, filter banks implement the channel filtering jointly with subcarrier multiplexing. To achieve similar filtering characteristics and similar implementation complexity, highly-optimized multirate signal processing solutions would be needed for channel filtering. To achieve this together with high flexibility is an active topic in software radio oriented studies.

Other approaches increase their transmission overhead in order to obtain lower sidelobes. For example, the authors of \[156\] propose precoding the data before the IFFT at the transmitter. The method involves a precoding overhead and also a complex optimization task to obtain the coding matrix. Further, this matrix has to be calculated every time the configuration of active channels varies, losing therefore the simplicity of OFDM. Additionally, the transition band is still considerably wider than what can be achieved in a filter bank design with similar stopband attenuation and relatively low overlapping factor.

One well-known method to reduce OFDM sidelobes is raised-cosine windowing \[150\]. Our conclusion in \[54\] was that to obtain similar out of band radiation as with FBs, the required length of the cosine window tails, which is pure overhead, becomes prohibitive.

### 5.2 Suggestions for Future Research

The research within the PHYDYAS project chose WiMAX as the OFDM-based reference. Now it seems that LTE is getting wider acceptance. Because the LTE downlink is also based on OFDMA, similar conclusions as in the
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WiMAX studies can be drawn. Moreover, the minimal uplink allocation for a user contains more subcarriers and more symbols in time domain than the minimal WiMAX allocation (uplink PUSC): 12 subcarriers x 7 OFDM symbols, as compared to 4x3. A direct consequence is that in LTE there are less allocations within one multiplex, leading to less guard band and guard time overhead in a hypothetical LTE evolution based on FBs (i.e., uplink throughput gain in the FBMC approach is not so much degraded by multiplexes with full number of active users). Furthermore, LTE appears to prefer frequency division duplexing (FDD) to the time division duplexing (TDD) favored in WiMAX. In FDD mode, the tails around the main signal energy do not need protection by guard times or in uplink are needed less frequently, again reducing the FB overhead.

At this point it is also interesting to mention publication [53], in which our research group studies a filter bank based uplink waveform similar to LTE’s SC-FDMA waveform. The synthesis of a filter bank-spread-FBMC waveform is possible, although the reduction in the PAPR of the signal compared to the MC implementation is somewhat lower as in the DFT-spread-OFDMA technique.

As a final comment regarding the comparison between the current contenders in the race to 4G and FBMC, it is important to notice that in our research we have tried to adapt the FBMC system to comply with WiMAX parameters as much as possible. Developing an FBMC system optimized from scratch according to its own peculiarities might be an interesting continuation topic and might possibly return better throughput gains.

Regarding other future studies involving filter banks, a current and hot field of research today is cognitive radio. The spectral properties of the filter bank based systems are a great match to the requirements of the cognitive radio paradigm. Our research group has proposed methods to perform spectral sensing, exploiting the selectivity of the filter banks [51, 52]. Sensing bands are introduced within the secondary user signal to sniff for the primary user, without suffering from the distortion of the surrounding secondary user signal.

There are more exciting future research possibilities linking with the work presented in this thesis and also the more extensive research performed at our department and in the PHYDYAS project. One interesting direction is to perfect the advanced simulators that were produced during this work, including more elements that appear in actual transmission and how they affect the filter bank based system. For example, the analysis and inclusion of the non-linearities or IQ-imbalances of the transmission chain, and how these elements
interact with the other subsystems. It would be a fantastic opportunity to obtain feedback from the hardware demonstrator [59, 105] that resulted from the PHYDYAS project in order to advance knowledge of practical issues in FBMC transmission.

Finally, it would be exciting to surf the wave of cognitive radio and be able to establish some day the supremacy of filter banks in this concept. Spectral sensing and monitoring (detection of reappearance of a primary user during secondary transmission) in the oversampled receiver is still an immature issue. In this case it is particularly important to exploit the good selectivity of the filter bank and to study the impairments that can negatively affect its properties. An example is the non-linearity of the power amplifier, which can easily degrade the good spectral containment of the FBMC signal and impair spectral sensing.

As always when future interesting research topics are considered: Your imagination is the limit.
Chapter 6

Summary of Publications

The second part of this thesis consists of five publications: Three articles ([P1]-[P3]) published in peer-reviewed scientific journals and two conference papers ([P4,P5]). From these, [P2] is going to be used also in the dissertation of doctoral candidate Tero Ihalainen and was mentioned in the thesis of Dr. Tech. Mika Rinne as part of his extensive publication list. In Section 6.2 the contribution of the author of this thesis to [P2] is clearly differentiated. All the other publications are exclusively part of this thesis. In this chapter, the results of the publications and the contributions of the author of the thesis are summarized.

6.1 Overview of the Publication Results

In [P1] we study the application of an efficient, complex and critically decimated PR filter bank in the subband system configuration to mitigate narrowband interference in a DSSS communication signal in AWGN. The complex exponentially modulated filter bank permits efficient complex baseband processing of the interfered signal. The high selectivity of the prototype filter prevents the energy of the narrowband interference from leaking to adjacent subbands even at very high interference-to-signal ratios, which is the main problem in FFT based NBI suppression. Without the leakage of the NBI energy, the interference distorts only the subbands that correspond to its spectral location and only they undergo mitigation processing. An improved adaptive threshold NBI detection algorithm is introduced that leads to better identification of the interfered subbands. Furthermore, a shortened despreading approach is proposed to fight the transients appearing due to the block pro-
cessing nature of the algorithm. This improves the BER of the bits affected by the transients almost to the performance obtained with the help of guard bits. The results match very well with the predictions of a simplified SNR reduction analysis due to elimination of useful signal bands. We also explore the needed amount of data to obtain useful NBI estimates, which is interesting for knowing how fast an interferer can change its frequency location and still be excised by our NBI mitigation technique.

Publication [P2] addresses channel equalization in FB-based communications. At the moment of the research, the equalization in FBMC was not well understood. Equalization is performed at a 2× oversampled AFB of the transmultiplexer system, in order to place the desired information onto the real part of the signal. Then final critical sampling by taking the real part of the complex subband signal takes place. The paper presents the expressions for calculating the ISI and ICI powers of the equalized system when selective prototype filters with overlapping factor \( \rho = 1 \) are used. This enables simple semianalytic modeling of the PR TMUX with different equalizers. Since FBMC does not use a CP like OFDM, the channel response in the subchannels may be mildly fading, especially if \( M \) is relatively small. For this case, we derive low-complexity equalizers and the calculation of their coefficients to obtain the desired response in a frequency sampled manner. The amplitude and phase subchannel equalizer (AP-SCE) provides a flexible means to independently equalize amplitude and phase of the distorted signal. Moreover, some advantage with respect to a complex FIR equalizer can be gained from equalizing the phase independently when the reception suffers from fractional time delay. This equalization concept was rewarded with a patent [104]. Extensive simulations show a good match between the analytic and the simulated results. Moreover, scenarios with frequency and timing offsets, error control coding and the effect of the power amplifier non-linearity are studied. The BER performance and computational complexity of this approach is compared to OFDM, showing a promising alternative to FFT based MC, especially because most of the synchronization and equalization processing takes place after the analysis bank.

The logical evolution of the research of [P2] is reported in [P3], which concentrates on channel estimation and synchronization matters. Although the FBMC/OQAM NPR filter bank is different from the one used in [P2], the results are also applicable for that type of implementation. The research that led to these results was part of a common effort of a multinational and multidisciplinary research consortium within the European Commission FP7
research program. One of its objectives was to prove the viability of a filter bank based WiMAX substitute, maintaining as much compatibility as possible. In [P3], channel estimation and synchronization based on pilots arranged in a similar way as in WiMAX is tested, after providing an analysis of both problems and their interactions. Special pilot constructions are needed due to the inherent interference arising from the filter bank. The auxiliary pilot approach is chosen because it has the same bandwidth efficiency as common OFDM pilots, and we suggest ways to arrange the pilot pair to minimize computations. Also, a new iterative interference cancellation approach for jointly estimating the channel and the FTD is introduced, overcoming the limitations of the pilot separation for unambiguous FTD estimation. This technique can prove especially useful when sparse pilot allocations are used, such as in the MIMO scenario. In the multiantenna case, the pilot allocations have to be shared by the antennas, so the pilots for each transmitter-receiver stream are more separated, if the overhead due to the pilots is to remain the same. Simulations in quite a number of different scenarios show that the filter bank based WiMAX can perform as well as OFDM while providing a higher throughput.

The filter bank based multicarrier implementation presented in the conference papers [P4] and [P5] is the same as in [P2]: a PR EMFB TMUX with 2× oversampling at the receiver processing. In [P4], the same problem as in [P1] is addressed, i.e., narrowband interference mitigation. However, now the interference is affecting one or two subchannels in a MC transmission over a multipath channel and the AP-SCE is applied to notch out the interference. The equalizer gain closest to the NBI is tuned in an MSE-like way to provide simultaneously channel equalization and NBI mitigation. Finally, [P5] was published before [P3], although here we also discuss channel synchronization and estimation. In [P5] the EMFB-based FBMC system is dimensioned so that the channel response at subchannel level is mildly frequency selective and the advantages of the frequency sampled equalizer of [P2] are better exploited. Contrasting with the scattered pilot methods of [P3], in [P5] the estimation of the channel parameters is based on a training sequence (preamble) in each subchannel. This is more convenient in the case of wider subchannel bandwidths. With the proposed preambles, a low complexity approach to estimating the channel parameters needed by the AP-SCE is obtained. This publication also includes a study on how to perform frame synchronization by correlation of the training sequence. A main result of [P5] is that all the synchronization and channel estimation and equalization oper-
ations are done in the frequency domain, after the AFB. This motivated our team to pursue the same objective in the research with the narrower subbands and the scattered pilot based estimation approach of [P3].

An important common factor in all the publications is that all processing (detection, estimation, distortion correction) takes place after analysis filtering, at low rate. The highly selective subchannel filters are able to provide sufficient attenuation of non-synchronous signals so as to take care of the channelization filtering.

6.2 Author’s Contribution to the Publications

The research that resulted in this thesis was carried out at the Department of Communications Engineering of the Tampere University of Technology in Tampere, Finland, with the support of Tekes, the Academy of Finland, the European Commission, Insta Oy and Nokia. The author has been a member of an active filter bank research group under close supervision of Prof. Markku Renfors. The core of the research group was formed by Dr. Ari Viholainen, M.Sc. Tero Ihalainen and the author of this thesis, but also Dr. Yuan Yang, M.Sc. Juuso Alhava, M.Sc. Toni Levänen and M.Sc. Usman Rahim participated in the common efforts. Therefore, the author’s contribution cannot be separated completely and precisely from the co-author’s contributions, since the work was performed under close interaction. Nevertheless, the author’s contribution to the publications included in this thesis has been essential developing the theoretical models and building the simulation environments, performing the simulations and analyzing their results. The author has written most part of each of the publications, in which he is the main author, and has contributed with several passages in [P2]. The following paragraphs summarize the main contributions to the publications. The co-authors of these publications have seen these descriptions and agree with the author.

In publication [P1] the author applied the EMFB, which he helped to develop in [S1] to the NBI excision problem. He came up with the idea of iteratively setting the NBI detection threshold. Furthermore, he discovered the degradation introduced by the transients and proposed a means to combat them efficiently. The NBI mitigation method presented in [P1] was eventually implemented on hardware, as reported in [S2]. Furthermore, the author continued the research in the context of frequency-domain equalized single-carrier transmission contributing to the NBI power estimation and location techniques in [S3].
6.2 Author’s Contribution to the Publications

The theoretical model for complete ISI and ICI equalization in the 2× oversampled AFB in [P2] was postulated by Prof. Renfors and validated by M.Sc. Tero Ihalainen and the author of this thesis. Together they created the testbed on which the low-complexity AP-SCE was thoroughly examined in different environments, such as error control coding, presence of non-linearities and time and frequency offsets. The author of this thesis especially contributed to the CFO results and also to the study of the effect of the high PAPR of the MC signal with a non-linear PA. This original investigation seeded the research on PAPR reduction methods reported in [S4].

The author was responsible for the analysis of the channel impairments and their interactions in [P3]. The core of the WiMAX-like FBMC simulator was developed by him, and he implemented the channel parameter estimation functionalities in the FBMC/OQAM environment. Prof. Markku Renfors proposed the iterative interference cancellation idea for joint FTD and channel estimation, and the author of this thesis perfected and successfully implemented the idea. Convenient scattering of the pilots for channel parameter estimation was suggested by the author to avoid unnecessary nesting of the auxiliary pilot calculations.

In [P4] the author tuned the AP-SCE for NBI suppression in the FBMC case. After extensive simulations of different equalizer gain weighting approaches, he came up with the MSE-like expression for considering the interference power when calculating the desired frequency gains of the equalizer. This approach, including a means for estimating the power of the NBI was also used in [S3].

Publication [P5] considers the preamble based synchronization of the EMFB TMUX. Prof. Markku Renfors designed the preambles to concentrate their energy in the optimum frequency locations for channel parameter estimation for the AP-SCE. The author came up with the idea for low complexity estimation of the frequency sampled equalizer gains with help of the preambles. The author also overcame the difficulty of the self interference in the oversampled filter bank, which was not so well understood at the moment of this research.
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A filter-bank-based narrowband interference detection and suppression method is developed and its performance is studied in a spread spectrum system. The use of an efficient, complex, critically decimated perfect reconstruction filter bank with a highly selective subband filter prototype, in combination with a newly developed excision algorithm, offers a solution with efficient implementation and performance close to the theoretical limit derived as a function of the filter bank stopband attenuation. Also methods to cope with the transient effects in case of frequency hopping interference are developed and the resulting performance shows only minor degradation in comparison to the stationary case.
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1. INTRODUCTION

Direct sequence spread spectrum (DS-SS) systems have several applications, for example, CDMA communications and advantages, low power spectral density, privacy of the communications, and an inherent immunity to narrowband interferences, due to the processing gain [1]. Nevertheless, this immunity is only effective up to certain interference power, making it necessary to apply additional techniques to suppress the effect of strong narrowband interferences if a degradation of the performance is to be avoided. Several interference suppression techniques have been proposed to process the signal in the time domain (e.g., adaptive transversal filtering) [2, 3, 4, 5, 6] and in the transform domain [2, 7, 8, 9]. These techniques take advantage of the knowledge of the wide spectral shape of the desired signal's spectrum as compared to the interferer's narrow spectrum. There are also methods in the spatial domain, using techniques like antenna diversity or beamforming [2, 10], although these methods are not exclusive to narrowband interference on a wideband SS signal. There exist more advanced approaches in the time-frequency domain [11, 12], like wavelet transformation-based methods. In situations in which the interfering environment changes quickly, time-domain techniques are too slow to work correctly. In these cases, frequency-domain techniques like the FFT-based or the filter-bank-based methods perform better [8, 12].

The purpose of this paper is to analyse the performance of a filter-bank-based interference suppression system. To eliminate the effects of narrowband interference, a perfect reconstruction (PR) filter bank with interference detection and subband suppression logic is used. Efficient implementation of the complex, critically sampled filter bank is based on an extension of the extended lapped transform (ELT) to the complex case. Based on detection and excision algorithms that can be found in the literature [8], a new, improved recursive algorithm is developed. Simulations have been run with different types of narrowband interference sources (jammers), demonstrating promising performance even in high jammer power cases.

The structure of the paper is as follows. Section 2 introduces the idea of filter-bank-based interference suppression and proposes an efficient implementation for the filter bank. Also the novel excision algorithm is presented and methods to relieve the transient effects in case of frequency hopping interference are introduced. Section 3 presents a theoretical performance analysis of the system. In Section 4 a detailed system model is presented and performance simulation results are shown and discussed in Section 5. Finally, Section 6 summarizes the conclusions obtained from this research work.
of the reduced bandwidth due to the subband filtering \[13\]. Figure 2 presents a maximally decimated filter bank, which means that, if the filter bank consists of \(2M\) channels, the factor by which the down- and upsampling is performed is also \(2M\).

If the filter design parameters are chosen correctly, the filter bank can offer PR, meaning that the output signal is just a scaled and delayed version of the input signal \[13\]:

\[
\hat{x}(n) = cx(n - n_0).
\]

Applying the filter banks to the narrowband interference suppression problem, the subbands affected by the interference are not included in the synthesis part of the filter, resulting in notch filtering, as sketched in Figure 3 [2, 12].

Since the FFT can also be regarded as a filter bank, it can be used as an approach to remove the interference. However, each subchannel of the FFT filter bank has strong sidelobes, the first ones at \(-13\) dB. Thus, the power of the narrowband jammer is very likely to leak to adjacent subchannels, affecting a relatively high portion of the signal bandwidth. To fight this limitation, windowing can be applied to the signal before taking the FFT [14]. Although this is an effective solution to lower the sidelobes, the conditions for sufficient aliasing cancellation in an efficient, maximally decimated system are not so well understood as in PR filter bank systems. It should also be emphasized that a straightforward application of the complex modulation principle does not provide a PR system in the maximally decimated case [15]. Our implementation of the filter bank overcomes these problems by using the novel maximally decimated filter bank structure [16] shown in Figure 4, based on the ELT [17].

Using a PR filter bank, we also assure that the signal does not suffer any additional distortion by the processing. This is especially important in the case in which there is no interference present and no subband processing takes place. Further, the PR filter banks have efficient implementation methods based on ELT that are not applicable in the non-PR case [18]. However, properly designed nearly-perfect-reconstruction (NPR) CMFB/SMFB filter banks can be used in the same configuration (Figure 4) to implement a complex NPR filter bank suitable for our application. Depending on the used hardware architecture and allowed performance degradation in the interference free case, such a design could be slightly more efficient than the PR bank.
2.2. Complex critically sampled PR filter bank structure

Some papers have appeared proposing complex modulated lapped transforms for different applications, such as audio processing [19] and image motion estimation [20]. However, these papers use real-valued input signals to which the transform is applied.

The method chosen here to implement the complex MFB for the interference detection and suppression system with complex (I/Q) input signal is illustrated in Figure 4. The inputs are the real (I, in-phase) and imaginary (Q, quadrature) parts of the complex signals. The PR cosine and sine MFBs and the following butterfly structures effectively allow obtaining real subband signals by separating the positive and negative parts of the spectrum corresponding to each real subband, as sketched in Figure 4. If we observe the subsampled signals of Figure 4, we can see that, due to the butterfly structures, at the entrance of the synthesis banks we have, for the kth subchannel in the upper branch (CMFB),

\[(c_k + s_k) + (c_k - s_k) = 2c_k,\]  
(3)

and, in the lower branch (SMFB),

\[(c_k + s_k) - (c_k - s_k) = 2s_k,\]  
(4)

where \(c_k\) and \(s_k\) are the outputs of the analysis CMFB and SMFB for subchannel \(k\), respectively (time index omitted). From the point of view of the filter bank, the signal remains unchanged (except for a scaling factor of 2), but in between the butterflies, the positive and negative sides of the spectra of the original signal at the entrance of the filter bank are separated. We can see this process in Figure 5. At the beginning we have a complex signal with different positive and negative frequency spectra. A certain spectral region and its corresponding symmetric negative counterpart are highlighted for better understanding. Next, the real and imaginary parts of the complex signal are separated and their corresponding spectra are shown. We then apply the filter bank and follow the changes suffered by the highlighted sections of the spectrum, sections that for simplicity coincide with the kth subchannel of the filter bank. The real part of the signal is filtered by the CMFB and the imaginary by the SMFB and then decimated and combined by the first butterfly. This is reflected in the spectra of Figure 5 by the spectral expansion inherent to decimation and by the fact that in the upper branch \((c_k + s_k)\) we now have a signal corresponding to the positive side of the filtered spectrum section of the original signal \(x\). In a same manner, the lower branch \((c_k - s_k)\) carries a signal corresponding to the negative side of the filtered spectrum section of the original signal \(x\). Ignoring the processing stage,
after the second butterfly we recover the signals as they were before the first one (except for the scaling factor). Upsampling (spectral contraction) and recombinining with the other subband signals yields I and Q, similar to I and Q, assuming there was no further processing of the signals involved.

In other words, the analysis subchannel filtering function is equivalent to applying the corresponding complex subband filter of the complex MFB to the input signal, taking the real part of the output and decimating by $M$. Thus, the subband signals of the basically complex bank are used in real format at the processing stage. Finally, after the synthesis bank, the filtered in-phase and quadrature high-rate signals are obtained, with perfect reconstruction if no processing has taken place.

In the proposed structure, all the operations at the processing stage take place with real instead of complex signals and arithmetic. In fact, it can be shown that perfect reconstruction can be achieved in a critically sampled system only if the subsampled signals are real. If the subsampled signals are complex, the necessary aliasing cancellation for achieving PR cannot be obtained [16].

The implementation of the cosine and sine MFBs with efficient algorithms has been well studied; lattice, polyphase, and ELT structures can be used [17, 21]. We use the ELT-based approach, based on DCT-IV and DST-IV, leading to an efficient implementation of the filter bank. In [16], it is shown that a complex PR system can be obtained from an ELT-based real PR system using the proposed approach.

2.3. The excision principle

The detection of the jammer is based on thresholds, taking into consideration the uniform shape of the DS-SS signal spectrum. Different adaptive threshold calculation methods for FFT-based systems have been studied and presented in [8]. The simplest effective one measures the powers of the subbands, obtains a mean of them, and multiplies it by a factor $t_f$ (threshold factor, $t_f > 1$) to set up the threshold $\theta$. If

**Figure 5:** Separating and combining the spectral components using the structure of Figure 4.
we define the signals after the first butterflies as
\[
b_k = \begin{cases} 
  c_k + s_k, & k = 0, \ldots, M - 1, \\
  c_{2M-1-k} - s_{2M-1-k}, & k = M, \ldots, 2M - 1,
\end{cases}
\]
we can write
\[
\theta = \frac{t_f}{2M} \sum_{k=0}^{2M-1} E(b_k^2),
\]
considering that the signals \( b_k \) have zero mean. The subbands with higher powers are eliminated, so after the processing,
\[
\tilde{b}_k = \begin{cases} 
  b_k, & E(b_k^2) < \theta, \\
  0, & E(b_k^2) \geq \theta.
\end{cases}
\]
However, there might be some jammer energy present in the neighboring subchannels that is not detected in the first sweep, so our algorithm was built out to be recursive, as sketched in Figure 6. A similar excision algorithm has been developed independently in [22].

Once the subbands with detected jammer presence are removed, the same process is repeated without the removed subchannels. This can be described by rewriting (6) into the form
\[
\theta = \frac{t_f}{M_s} \sum_{k=0}^{2M-1} \var(b_k),
\]
where \( M_s \) is the number of active subbands that has not been set to 0 and \( R \) represents the indices of the removed subbands. Thus, the algorithm checks if there are subchannels that could have passed the previous threshold but could still be affected by jammer power and exceed a newly set averaging threshold. This can happen if the jammer is very powerful, pulling the threshold up in such a way that the leaking to the neighbouring subbands is not detected in the first sweep. A possible further jammer with lower power would also not be detected. Setting a too low threshold factor to accelerate or even avoid the recursive algorithm could be counterproductive, especially if we have few signal samples at our disposal to calculate the subband signal power. In this case, there might be great variations in the subband power estimates, which would lead to wrong decisions if the threshold is low.

### 2.4. Mitigating transient effects in case of frequency hopping interference

We here consider mostly the case where the interference frequency may be changing or the interference may appear or disappear instantaneously. In such a case, it is natural to use relatively short processing blocks, the length of which is an integer multiple of the symbol interval. In this situation, one important source of errors is the transients that appear at the beginning and at the end of the processing blocks. In our work, different methods have been tried to mitigate the transient effects. The most effective one from the performance point of view is the use of a guard symbol at the end of the block, where the transients cause more errors. Nevertheless, there is a more efficient way to fight the transients and to save the last bit for information: the guard interval. In this approach, the despreading of the last bit does not happen with the whole spreading code, only the last chips are discarded because of their distorted values due to the transients.

### 3. PERFORMANCE ANALYSIS

In a BPSK system with AWGN channel, the bit error rate (BER), as a function of the energy per bit to noise power spectral density ratio, can be estimated with the help of the Q-function as follows [1]:
\[
P_b = BER = Q\left(\sqrt{\frac{2E_b}{N_0}}\right).
\]
In the case of a spread spectrum communication system with interference present in the channel, the BER can be estimated as
\[
BER = Q\left(\sqrt{\frac{2g_pS}{f + N}}\right) = Q\left(\sqrt{\frac{2g_p(S/J)(S/J)}{S/N + S/J}}\right),
\]
where \( g_p \) is the processing gain introduced by the despreading of the signal, and \( S, f, \) and \( N \) are the powers of the signal, the jammer, and the noise, respectively. The quotient \( S/N \) can be calculated from the energy per bit to noise power spectral density ratio as
\[
\frac{S}{N} = \frac{1}{g_p}\frac{E_b}{N_0}.
\]
To estimate the effect of removing some of the filter bank subbands of a BPSK signal, \( E_b/N_0 \) should be reduced by the factor \( (f_{sp} - f_{rd})/f_{sp} \) (see Figure 3) [8]. Thus, the effective \( S/N \) becomes
\[
\frac{S}{N} = \frac{1}{g_p}\frac{E_b}{N_0} \frac{f_{sp} - f_{rd}}{f_{sp}}.
\]
Here, \( f_{sp} \) is the bandwidth of the spread signal and \( f_{rd} \) is the part of it that is being removed. It is assumed that the remaining jammer power is clearly below the noise power level.
Equation (12) permits to predict the expected performance if the bandwidth that is removed to fight the jammer is known. The bandwidth to be removed can be estimated from the bandwidth and power of the jammer and from the spectral characteristics of the prototype filter in the filter bank, since its stopband edge and attenuation determine how much jammer power can leak to neighbouring subchannels.

4. SYSTEM MODEL

The system used to model the narrowband interference suppressor is presented in Figure 7.

The figure shows a transmitter that sends information through a channel to a receiver, modelled in the baseband domain. At the transmitter, the antipodal signal generator generates a random sequence of 1’s and −1’s. The generated binary sequence is spread by a pseudorandom m-sequence by multiplying each information bit by this sequence in the DS spreading block. Next, the sampling frequency is doubled and the obtained signal is filtered by a pulse shaping filter of the root-raised cosine type with a roll-off factor of 22%.

The channel is an AWGN channel with additive interference. The signals that model the noise and the interference are both complex. The jammer is either a single tone or a 10% BPSK-type interferer, pulse shaped with a roll-off factor of 35%. It occupies 10% of the desired signals bandwidth and can have either a fixed spectral position or hops in the range \([-f_s/2, f_s/2]\), where \(f_s\) is the sampling rate, at regular intervals.

At the receiver, the signal is filtered by a digital matched filter at twice the chip rate. The interference detection and suppression block performs an estimation of the jammer location in the frequency axis and suppresses the bands that contain it. To achieve this goal, an ELT-based filter bank is used, dividing, respectively, the real part and the imaginary part of the received signal among 2\(M\) real subbands.

Next, the inverse operations to the ones performed at the transmitter are completed: the jammer-free signal is downsampled and despread following the integrate-and-dump principle. Ideal code synchronization is assumed. The received signal is converted to a sequence of bits after the decisions have been made at the detector. The obtained sequence is compared with the original bit sequence to obtain the BER.

As an alternative to the two-times oversampled system, we consider also the case where the filter bank processing is done at the chip rate. Perfect code synchronization is assumed in both cases.

The frequency responses of the fourth subchannel filters that are used for the filter bank with 2\(M = 64\) complex channels are plotted in Figure 8. The figure shows a frequency modulated ELT prototype with overlapping factor \(K = 4\) and another more frequency selective one with \(K = 6\). In both cases, the roll-off in the filter bank design is 100%, meaning that each subchannel transition band is overlapping with the closest transition band and passband of the adjacent subchannel, but not with the more distant ones.

Knowing the elements of this model, the number of affected and eliminated subbands can be estimated for each jammer power and a prediction for the expected performance based on (12) can be plotted. Depending on the stopband attenuation of the prototype filter in the suppressor, the number of affected subchannels varies with the power of
the jammer. Thus, if the filter characteristics are known, the number of affected subbands can be predicted and the effective $S/N$ from (12) can be calculated to obtain the estimated BER for the two filter bank designs. An application of this idea is presented in Figure 13.

5. PERFORMANCE EVALUATION

Simulations with the previously described model were run with the following parameters: the spreading factor/processing gain of the spread spectrum system was $g_p = 127$ and the spread signal was oversampled by 2. The filter bank was an ELT-based complex bank with $2M$ complex channels ($M$ on the positive and $M$ on the negative sides of the frequency band), decimation, and interpolation by $M$ and perfect reconstruction. The threshold factor used in the jammer detection block was 2. For each point in the simulation results, at least 10000 data bits were used to check the BER. In the case of a randomly hopping jammer, the interferer hopped every 16 information bits and the simulations were done with $E_b/N_0 = 7$ dB. The results below extend the ones presented in [23].

Figure 9 compares the results applying the recursive algorithm with those that do not apply it with a 10% jammer and a single tone jammer at a fixed position. The improvement in the performance using the recursive algorithm is evident.

The previously mentioned effect of the transients is studied in Figure 10. The curves present the performance of a filter bank with $2M = 32$ subbands and with different prototype filters $K = 4$ and $K = 6$. It can be seen that without mitigating the transients, the results for both prototypes are very similar and we are not completely taking advantage of the higher stopband attenuation of the filter with higher overlapping factor $K$. However, when the guard interval method

Figure 9: Performance without excision, with one-time excision, and using the proposed recursive excision algorithm. $E_b/N_0 = 7$ dB, $2M = 32$ subbands with $K = 4$, spreading factor = 127, 10% and single tone jammers at fixed position. Guard-interval-based transient mitigation is applied.

Figure 10: Fighting the transients with guard interval and guard bit. Filter prototypes with overlapping factors $K = 4$ and $K = 6$, where $E_b/N_0 = 7$ dB, $2M = 32$ subbands, spreading factor = 127, 10% jammer at randomly hopping positions.
is applied, apart from an improvement in the performance in both designs, we can see that the difference between the performances grows. The figure also includes the guard bit approach as a lower BER bound for the guard interval method. With a guard interval of 20 chips, the performance of the guard interval idea is close to the performance of the guard bit approach. In the figure we also include the noise floor, representing the performance of the system when no jammer is present.

Several parameters have been modified during the simulations to investigate their effect on the performance of the system. For instance, the number of subchannels varied and the downsampling by two was performed before the filter bank (see the model in Figure 6), resulting in chip rate processing at the filter bank. Figures 11 and 12 combine the results of these variations. We can see that using $2M = 32$ gives a good performance with a reasonably low number of subbands. For the case $2M = 16$, the performance worsens,
and the difference with higher number of subchannels is especially high in the case of low-to-medium power jammers. Considering the case of chip rate processing, the width of the spectrum relative to the sampling frequency at the filter bank input is doubled, and this could allow having a filter bank with fewer subbands. The processing load can thus also be reduced in two ways, first by handling half the number of samples, second by using a smaller filter bank. In this case we see that also the filter bank with $2M = 16$ subbands achieves acceptable performance. Overall, using chip rate processing results only in a minor degradation in performance if the filter banks size is chosen appropriately.

The size of the filter bank affects the length of the prototype filter in its design: the larger $M$ is used, the more coefficients are needed for each subchannel filter. Longer subchannel filters cause also longer lasting transients, so a good trade-off between the length of the guard interval and the number of subbands in the bank has to be found.
We can compare the obtained results with the expected performance of the derivations of Section 3, taking into account the filter bank design proposed in Section 4. Figure 13 shows the estimated and simulated BER performances in the cases in which the jammer is not removed and also when it is removed. For the estimation of the BER range after the jammer removal, the range in the numbers of removed subbands at each S/J ratio was considered. Knowing the type of interference and its power and the noise level, it is possible to predict how much the interference will stick out of the uniform DS-SS signal spectrum. Based on the stopband attenuation of the filters in the filter bank, we can then estimate how many subbands will be affected by the jammer, that is, get enough jammer energy to modify the uniformity of the desired signal. With the number of affected and therefore eliminated subbands and (12), we can calculate the expected degradation of the $E_b/N_0$ ratio and consequently the expected BER.

Testing this idea on empirical measurements and counting the maximum and minimum number of affected subbands with different interference parameters, at each S/J ratio, we were able to obtain the shaded area of Figure 13. The figure shows that the expected results match quite well with the obtained ones.

In another experiment, the processing was shortened into blocks of 2 to 8 information bits, instead of 16 as in the previous results. Shorter processing blocks permit the tracking and elimination of more quickly hopping jammers. The aim was to see how short the blocks could be made before the performance of the system decreased too much. Figures 14 and 15 reflect the results of this research. For a system of $K = 6$, $2M = 128$ subbands at chip rate processing and using guard bits, the conclusion is that the degradation in performance is negligible for block lengths down to 6 bits, but beyond that point it starts to be significant.

The results shown in this section are clearly better than the ones presented in the reference method [8] using a 1024-point FFT, as far as a direct comparison can be made. Apparently, the 10% BPSK jammer in [8] did not have any kind of pulse shaping, hence resulting in a more wideband signal with sinc spectrum. We present in Figure 16 a comparison between a filter bank with 32 subchannels and a 1024-point FFT (no windowing) under a 10% fixed positioned jammer.

6. CONCLUSIONS

In this paper, a filter-bank-based interference detection and excision method for a DS-SS system has been studied and evaluated. The interfered subbands were removed from the signal to eliminate the jammers. The system worked with interference at a fixed position and with interference that randomly changed its position, with continuous wave interference and with BPSK type of interference taking up to 10% of the desired signal bandwidth.

The main strengths of the system presented in this paper are the perfect reconstruction property of the filter bank used and its affordable complexity requirements. It was shown through simulations that the performance is close to the theoretical limit when all aspects of the system are carefully optimised. The proposed system works quite well with far greater S/J ratios than any of the transform domain techniques reported in the literature. We can take the results of [12, Figure 3.14] as a reference. They show the performance of different frequency domain excision methods in the case of 10% jammer bandwidth and indicate best performance for the ELT-based approach. In those results, the performance degrades drastically (BER > 0.1) for S/J ratios lower than about −45 dB. For comparison, we repeated our simulations with similar parameters (5 dB $E_b/N_0$, almost the same spreading code length, 63 instead of 64, but different spreading code). These results, with properly optimised filter bank and recursive jammer detection algorithm, indicate smoother degradation with low S/J ratios providing tolerable performance (BER < 0.1) for S/J above −75 dB with $K = 6$ (−55 dB with $K = 4$).

Implementing the perfect reconstruction filter bank with ELTs, an efficient system is obtained, allowing the system to work at high data rates. In [24], it was shown that the whole excision system with overlapping factor $K = 5$ can be implemented with a single TMS320C6414 DSP with sampling rate in the order of 6–9 MHz, depending on the size of the filter bank.

One significant aspect when comparing with most of the other frequency domain approaches is that the needed number of subchannels is very low. Even with 16 subchannels, the performance is close to the theoretical one.

All in one, the narrowband interference suppression method presented is a good compromise between complexity, efficiency, and performance at relatively high jammer powers. In [9], a similar conclusion is drawn when
Figure 14: Different processing block lengths of 2 to 8 bits. Filter bank with $2M = 128$, $K = 6$, chip rate processing, guard bit, $E_b/N_0 = 7$ dB, and spreading factor = 127. (a), (b) represent the single tone and (c), (d) represent the 10% jammers at fixed positions. Dashed lines represent simulated BER without jammer removal, solid lines represent simulated BER after jammer removal, and dotted lines represent noise floor.

Comparing ELT, FFT, and DCT methods. Better performance at increasing jammer powers can be obtained by using prototype filters that are more frequency selective and have higher stopband attenuation. However, the limiting factors can be at earlier stages in the receiver. For example, the resolution of the A/D converter has to be good enough to represent a desired signal that is, for instance, 70 dB weaker than the interfering signal that is also being sampled simultaneously.

We have studied the performance of the proposed method only in the single-user case. In multiuser CDMA environment, the effect of the notch filtering due to filter bank excision on the multiple access interference (MAI) is a serious concern. Considering the case of very strong narrowband interference, it is obvious that the best thing to do also from the MAI point of view is to remove the interfered frequency band completely since it could not include any useful information for detection. However, in this context, the use of higher number of subchannels than needed in the single-user case could be favourable. In case of modest jammer levels, subband excision is clearly a suboptimal solution and...
its performance comparisons against other interference suppression methods are a topic for future studies. Also a more analytical study of the recursive jammer detection methods is included in the future plans.
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Figure 16: Comparison between a filter bank with $2M = 32$, $K = 6$ and oversampled processing and a 1024-point FFT, where $E_b/N_0 = 7$ dB, spreading factor = 127 and the 10% jammer is at a fixed position. Guard-interval-based transient mitigation is applied.
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Channel equalization in filter bank based multicarrier (FBMC) modulation is addressed. We utilize an efficient oversampled filter bank concept with 2x-oversampled subcarrier signals that can be equalized independently of each other. Due to Nyquist pulse shaping, consecutive symbol waveforms overlap in time, which calls for special means for equalization. Two alternative linear low-complexity subcarrier equalizer structures are developed together with straightforward channel estimation-based methods to calculate the equalizer coefficients using pointwise equalization within each subband (in a frequency-sampled manner). A novel structure, consisting of a linear-phase FIR amplitude equalizer and an allpass filter as phase equalizer, is found to provide enhanced robustness to timing estimation errors. This allows the receiver to be operated without time synchronization before the filter bank. The coded error-rate performance of FBMC with the studied equalization scheme is compared to a cyclic prefix OFDM reference in wireless mobile channel conditions, taking into account issues like spectral regrowth with practical nonlinear transmitters and sensitivity to frequency offsets. It is further emphasized that FBMC provides flexible means for high-quality frequency selective filtering in the receiver to suppress strong interfering spectral components within or close to the used frequency band.
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1. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) [1] has become a widely accepted technique for the realization of broadband air-interfaces in high data rate wireless access systems. Indeed, due to its inherent robustness to multipath propagation, OFDM has become the modulation choice for both wireless local area network (WLAN) and terrestrial digital broadcasting (digital audio and video broadcasting; DAB, DVB) standards. Furthermore, multicarrier transmission schemes are generally considered candidates for the future “beyond 3G” mobile communications.

All these current multicarrier systems are based on the conventional cyclic prefix OFDM modulation scheme. In such systems, very simple equalization (one complex coefficient per subcarrier) is made possible by converting the broadband frequency selective channel into a set of parallel flat-fading subchannels. This is achieved using the inverse fast Fourier transform (IFFT) processing and by inserting a time domain guard interval, in the form of a cyclic prefix (CP), to the OFDM symbols at the transmitter. By dimensioning the CP longer than the maximum delay spread of the radio channel, interference from the previous OFDM symbol, referred to as inter-symbol-interference (ISI), will only affect the guard interval. At the receiver, the guard interval is discarded to elegantly avoid ISI prior to transforming the signal back to frequency domain using the fast Fourier transform (FFT).

While enabling a very efficient and simple way to combat multipath effects, the CP is pure redundancy, which decreases the spectral efficiency. As a consequence, there has recently been a growing interest towards alternative multicarrier schemes, which could provide the same robustness without requiring a CP, that is, offering improved spectral efficiency. Pulse shaping in multicarrier transmission dates back to the early work of Chang [2] and Saltzberg [3] in the sixties. Since then, various multicarrier concepts based on the Nyquist pulse shaping idea with overlapping symbols and bandlimited subcarrier signals have been developed by Hirosaki [4], Le Floch et al. [5], Sandberg and Tzannes [6], Vahlin and Holte [7], Wiegand and Fliege [8], Nedic [9], Vandenborre et al. [10], Van Acker et al. [11], Siohan et al. [12], Wyglinski et al. [13], Farhang-Boroujeny [14, 15], Phoong et al. [16], and others. One central ingredient in the
later developments is the theory of efficiently implementable, modulation-based uniform filter banks, developed by Vetelni [17], Malvar [18], Vaidyanathan [19], and Karp and Fliege [20], among others. In this context, the filter banks are used in a transmultiplexer (TMUX) configuration.

We refer to the general concept as filter bank based multicarrier (FBMC) modulation. In FBMC, the subcarrier signals cannot be assumed flat-fading unless the number of subcarriers is very high. One approach to deal with the fading frequency selective channel is to use waveforms that are well localized, that is, the pulse energy both in time and frequency domains is well contained to limit the effect on consecutive symbols and neighboring subchannels [5, 7, 12]. In this context, a basic subcarrier equalizer structure of a single complex coefficient per subcarrier is usually considered. Another approach uses finite impulse response (FIR) filters as subcarrier equalizers with cross-connections between the adjacent subchannels to cancel the inter-carrier-interference (ICI) [6, 10].

A third line of studies applies a receiver filter bank structure providing oversampled subcarrier signals and performs per-subcarrier equalization using FIR filters [4, 8, 9, 11, 13]. The main idea here is that equalization of the oversampled subcarrier signals restores the orthogonality of the subcarrier waveforms and there is no need for cross-connections between the subcarriers. This paper contributes to this line of studies by developing low-complexity linear per-subcarrier channel equalizer structures for FBMC. The earlier contributions either lack connection to the theory of efficient multirate filter banks, use just a complex multiplier as subcarrier equalizer or, in case of non trivial subcarrier equalizers, lack the analysis of needed equalizer length in practical wireless communication applications (many of such studies have focused purely on wireline transmission). Also various practical issues like peak-to-average power ratio and effects of timing and frequency offsets have not properly been addressed in this context before.

The basic model of the studied adaptive sine modulated/cosine modulated filter bank equalizer for transmultiplexers (ASCET) has been presented in our earlier work [21–23]. This paper extends the low-complexity equalizer of [23, 24], presenting comprehensive performance analysis, and studies the tradeoffs between equalizer complexity and number of subcarriers required to achieve close-to-ideal performance in a practical broadband wireless communication environment. A simple channel estimation-based calculation of the equalizer coefficients is presented. The performance of the studied equalizer structures is compared to OFDM, taking into account various practical issues.

In a companion paper [25], a similar subband equalizer structure is applied to the filter bank approach for frequency domain equalization in single carrier transmission. In that context, filter banks are used in the analysis-synthesis configuration to replace the traditional FFT-IFFT transform-pair in the receiver.

The rest of the paper is organized as follows. Section 2 briefly describes an efficient implementation structure for the TMUX based on exponentially modulated filter banks (EMFB) [26]. The structure consists of a critically sampled synthesis and a 2x-oversampled analysis bank. The problem of channel equalization is addressed in Section 3. The theoretical background and principles of the proposed compensation method are presented. The chosen filter bank structure leads to a relatively simple signal model that results in criteria for perfect subcarrier equalization and formulas for FBMC performance analysis in case of practical equalizers. A complex FIR filter-based subcarrier equalizer (CFIR-SCE) and the so-called amplitude-phase (AP-SCE) equalizer are presented. Especially, some low-complexity cases are analyzed and compared in Section 4. In Section 5, we present a semianalytical and a full time domain simulation setup to evaluate the performance of the equalizer structures in a broadband wireless communication channel. Furthermore, the effects of timing and frequency offsets, nonlinearity of a power amplifier, and overall system complexity are briefly investigated. Finally, the conclusions are drawn in Section 6.

2. EXPONENTIALLY MODULATED PERFECT RECONSTRUCTION TRANSMULTIPLEXER

Figure 1 shows the structure of the complex exponentially modulated TMUX that can produce a complex in-phase/quadrature (I/Q) baseband signal required for spectrally efficient radio communications [23]. It has real format for the low-rate input signals and complex I/Q-presentation for the high-rate channel signal. It should be noted that FBMC with (real) m-PAM as subcarrier modulation and OFDM with (complex) m²-QAM ideally provide the same bit rate since in general the subcarrier symbol rate in FBMC is twice that of OFDM for a fixed subchannel spacing. In this structure, there are 2M low-rate subchannels equally spaced between [−F_s/2, F_s/2], F_s denoting the high sampling rate.

EMFBs belong to a class of filter banks in which the subfilters are formed by frequency shifting the lowpass prototype h_p[n] with an exponential sequence [27]. Exponential modulation translates H_p(e^{j\omega}) (lowpass frequency response) around the new center frequency determined by the subcarrier index k. The prototype h_p[n] can be optimized in such a manner that the filter bank satisfies the perfect-reconstruction (PR) condition, that is, the output signal is a delayed version of the input signal [27, 28]. In the general form, the synthesis and analysis filters of EMFBs can be written as

\[ f_k[n] = \sqrt{\frac{2}{M}} h_p[n] \exp \left( j \left[ n + \frac{M+1}{2} \right] \frac{k + \frac{1}{2} \pi}{M} \right), \]  

\[ h_k[n] = \sqrt{\frac{2}{M}} h_p[n] \exp \left( - j \left[ N - n + \frac{M+1}{2} \right] \frac{k + \frac{1}{2} \pi}{M} \right), \]  

respectively, where \( n = 0, 1, \ldots, N \) and \( k = 0, 1, \ldots, 2M - 1 \). Furthermore, it is assumed that the filter order is \( N = 2KM - 1 \). The overlapping factor \( K \) can be used as a design parameter because it affects on how much stopband attenuation can be achieved. Another essential design parameter is the stopband edge of the prototype filter \( \omega_i = (1+\rho)\pi/2M \), where
the roll-off parameter $\rho$ determines how much adjacent subchannels overlap. Typically, $\rho = 1.0$ is used, in which case only the contiguous subchannels are overlapping with each other, and the overall subchannel bandwidth is twice the subchannel spacing.

In the approach selected here, the EMFB is implemented using cosine and sine modulated filter bank (CMFB/SMFB) blocks [28], as can be seen in Figure 1. The extended lapped transform (ELT) is an efficient ELT structures cannot be utilized [29]. However, in the 2x-oversampled case, having two parallel CMFB and SMFB blocks, the implementation benefits of NPR designs could be more significant.

3. CHANNEL EQUALIZATION

The problem of channel equalization in the FBMC context is not so well understood as in the DFT-based systems. Our equalizer concept can be applied to both real and complex modulated baseband signal formats; here we focus on the complex case. In its simplest form, the subcarrier equalizer structure consists only of a single complex coefficient that adjusts the amplitude and phase responses of each subchannel in the receiver [22]. Higher-order SCEs are able to equalize each subchannel better if the channel frequency response is not flat within the subchannel. As a result, the use of higher-order SCEs enables to increase the relative subchannel bandwidth because the subchannel responses are allowed to take mildly frequency selective shapes. As a consequence, the number of subchannels to cover a given signal bandwidth by FBMC can be reduced. In general, higher-order equalizer structures provide flexibility and scalability to system design because they offer a tradeoff between the number of required subchannels and complexity of the subcarrier equalizers.

The oversampled receiver is essential for the proposed equalizer structure. In case of roll-off $\rho = 1.0$ or lower, nonaliased versions of the subchannel signals are obtained in the 2x-oversampled receiver when complex (I/Q) signals are sampled at the symbol rate. Consequently, complete channel equalization in an optimal manner is possible. As a result of the high stopband attenuation of the subchannel filters, there is practically no aliasing of the subchannel signals in the receiver bank. Thus perfect equalization of the distorting channel within the subchannel passband and transition band regions would completely restore the orthogonality of the subchannel signals [9].
3.1. Theoretical background and principles

Figure 2(a) shows a subchannel model of the complex TMUX with per-subcarrier equalizer. A more detailed model that includes the interference from the contiguous subchannels is shown in Figure 2(b). Limiting the sources of interference to the closest neighboring subchannels is justified if the filter bank design provides sufficiently high stopband attenuation. Furthermore, in this model the order of down-sampling and equalization is interchanged based on the multirate identities [19]. The latter model is used as a basis for the cross-talk analysis that follows. It is also convenient for semianalytical performance evaluations. The equalizer concept is based on the property that with ideal sampling and equalization, the desired subchannel signal, carried by the real part of the complex subchannel output, is orthogonal to the contiguous subchannel signal components occupying the imaginary part. The orthogonality between the subchannels is introduced when the linear-phase lowpass prototype \( h_p[n] \) is exponentially frequency shifted as a bandpass filter, with 90-degree phase-shift between the carriers of the contiguous subchannels.

In practice, the nonideal channel causes amplitude and phase distortion. The latter results in rotation between the subcarriers. Channel equalization is required to recover the orthogonality of the subcarriers.

3.1.1. ICI analysis

For the potential ICI terms from the contiguous subchannels \( k - 1 \) and \( k + 1 \) (below and above) to the subchannel \( k \) of interest, we can write

\[
\begin{align*}
    f_{k-1}[n] &\ast \tilde{h}_k[n] \\
    &= \sum_{l=a}^{b} \tilde{h}_k[l] f_{k-1}^{c}[n-l] + \sum_{l=a}^{b} \tilde{h}_k[l] f_{k-1}^{a}[n-l] \\
    &+ j \cdot \left( \sum_{l=a}^{b} \tilde{h}_k[l] f_{k-1}^{c}[n-l] - \sum_{l=a}^{b} \tilde{h}_k[l] f_{k-1}^{a}[n-l] \right) \\
    &= \nu_k^{c}[n] + \nu_k^{a}[n] = v_k[n],
\end{align*}
\]

\[
\begin{align*}
    f_{k+1}[n] &\ast \tilde{h}_k[n] \\
    &= \sum_{l=a}^{b} \tilde{h}_k[l] f_{k+1}^{c}[n-l] + \sum_{l=a}^{b} \tilde{h}_k[l] f_{k+1}^{a}[n-l] \\
    &+ j \cdot \left( \sum_{l=a}^{b} \tilde{h}_k[l] f_{k+1}^{c}[n-l] - \sum_{l=a}^{b} \tilde{h}_k[l] f_{k+1}^{a}[n-l] \right) \\
    &= \nu_k^{c}[n] + j \cdot \nu_k^{a}[n] = u_k[n],
\end{align*}
\]

respectively.

Due to PR design, the real parts \( \nu_k^{c}[m] \) and \( u_k^{c}[m] \) (\( m \) being the sample index at the low rate) of the downsamped subchannel signals are all-zero sequences (or close to zero sequences in the NPR case). So ideally, when the real part of the signal is taken in the receiver, no crosstalk from the neighboring subchannels is present in the signal used for detection. Channel distortion, however, causes phase rotation between the I- and Q-components breaking the orthogonality between the subcarriers. Channel equalization is required to recover the orthogonality of the subcarriers.

The ICI components from other subcarriers located further apart from the subchannel of interest are considered negligible. This is a reasonable assumption because the extent of overlapping of subchannel spectra and the level of stopband attenuation can easily be controlled in FBMC. In fact, they are used as optimization criteria in filter bank design, as discussed in the previous section.

The cascade of the distorting channel with instantaneous impulse response (in the baseband model) \( h_{ch}[n] \) and the upsampling version of the per-subcarrier equalizer \( \tau_k[n] \) (see Figure 2) applied to the subchannel \( k \) of interest can be expressed as

\[
\begin{align*}
    h_{ch}[n] &\ast \tau_k[n] = r_k[n].
\end{align*}
\]

In the analysis, a noncausal high-rate impulse response \( \tau_k[n] \) is used for the equalizer, although in practice the low-rate causal form \( \psi_k[m] \) is applied.

Next we analyze the ICI components potentially remaining in the real parts of the subchannel signals that are used for detection. Figure 3 visualizes the two ICI bands for subchannel \( k = 0 \). We start from the lower-side ICI term and use an equivalent baseband model, where the potential ICI energy
is symmetrically located about zero frequency. We can write

\[ \hat{v}_k[n] = \hat{v}_k^Q[n] + j\hat{v}_k^Q[n] = v_k[n]e^{-jn\pi/k/M}. \]  

(9)

In the appendix, it is shown that this impulse response is purely imaginary, that is, \( \hat{v}_k^Q[n] \equiv 0 \) and \( \hat{v}_k[n] = v_k[n] \). In case of nonideal channel with channel equalization, the baseband cross-talk impulse response can now be written as

\[ \hat{g}_k^{k-1}[n] = j\hat{v}_k^Q[n] \ast \hat{r}_k[n], \]  

(10)

where \( \hat{r}_k[n] = r_k[n]e^{-jn\pi/k/M} \). Here the upper index denotes the source of ICI. Now we can see that if the equalized channel impulse response is real in the baseband model, then the cross-talk impulse response is purely imaginary, and there is no lower-side ICI in the real part of the subchannel signal that is used for detection.

At this point we have to notice that the lower-side ICI energy is zero-centered after decimation only for the even-indexed subchannels, and for the odd subchannels the above model is not valid as such. However, we can establish a simple relation between the actual decimated subchannel output sequence \( z_k[mM] \) in the filter bank system and the sequence obtained by decimating in the baseband model. It is straightforward to see that the following relation holds:

\[ z_k[n]e^{-jn\pi/k/M} \bigg|_{n=mm} = (-1)^{mk}z_k[mM]. \]  

(11)

Thus, for odd subchannels, the actual decimated ICI sequence is obtained by lowpass-to-highpass transformation (i.e., through multiplication by an alternating \( \pm 1 \)-sequence) from the ICI sequence of the baseband model. Then the actual ICI is guaranteed to be zero if it is zero in the baseband model. Therefore, a sufficient condition for zero lower-side ICI in all subchannels is that the equalized baseband channel impulse response is purely real.

For the upper-side ICI, we can first write the baseband model as

\[ \tilde{u}_k[n] = \tilde{u}_k^Q[n] + j\tilde{u}_k^Q[n] = u_k[n]e^{-jn(k+1)\pi/M}. \]  

(12)

Again, it is shown in the appendix that this baseband impulse response is purely imaginary, that is, \( \tilde{u}_k^Q[n] \equiv 0 \) and \( \tilde{u}_k[n] = u_{2M-1}[n] \). With equalized nonideal channel, the cross-talk response is now

\[ \tilde{g}_k^{k+1}[n] = j\mu_{2M-1}[n] \ast \left( \tilde{r}_k[n]e^{-jn\pi/M} \right) \]  

(13)

and the upper-side ICI vanishes if the equalized channel impulse response is real in this baseband model. Now the relation between the decimated models is

\[ z_k[n]e^{-jn(k+1)\pi/M} \bigg|_{n=mm} = (-1)^{m(k+1)}z_k[mM] \]  

(14)
and a sufficient condition also for zero upper-side ICI is that the equalized baseband channel impulse response is purely real. However, the baseband models for the two cases are slightly different, and both conditions

\[
\text{Im}\left[\tilde{r}_k[n]\right] = 0,
\]

\[
\text{Im}\left[\tilde{r}_k[n]e^{-jn\pi/M}\right] = 0 \tag{15}
\]

have to be simultaneously satisfied to achieve zero overall ICI. In frequency domain, the equalized channel frequency response is required to have symmetric amplitude and antisymmetric phase with respect to both of the frequencies \(k\pi/M\) and \((k + 1)\pi/M\) to suppress both ICI components. Naturally, the ideal full-band channel equalization (resulting in constant amplitude and zero phase) implies both conditions. In our FBMC system, the equalization is performed at low rate, after filtering and decimation by \(M\), and the mentioned two frequencies correspond to \(0\) and \(\pi\), that is, the filtered and downsampled portion of \(H_{ch}(e^{j\omega})\) in subchannel \(k\) multiplied by the equalizer \(C_k(e^{j\omega})\) must fulfill the symmetry condition for zero ICI. In this case, the two symmetry conditions are equivalent (i.e., symmetric amplitude around 0 implies symmetric amplitude around \(\pi\), and antisymmetric phase around 0 implies antisymmetric phase around \(\pi\)). The target is to approximate ideal channel equalization over the subchannel passband and transition bands with sufficient accuracy.

3.1.2. ISI analysis

In case of an ideal channel, the desired subchannel impulse response of the baseband model can be written as

\[
\tilde{t}_k[n] = \tilde{r}_k[n] + jt^Q_k[n] = t_k[n]e^{-jn\pi/M}. \tag{16}
\]

For odd subchannels, a lowpass-to-highpass transformation has to be included in the model to get the actual response for the decimated filter bank, but the model above is suitable for analyzing all subchannels. Now the real part of the subchannel response with actual channel and equalizer can be written (see the appendix) as

\[
\tilde{g}_k[n] = \text{Re}\left[\tilde{t}_k[n] * \tilde{r}_k[n]\right] = \text{Re}\left[t_0[n] * \tilde{r}_k[n]\right] = t^0_k[n] * \text{Re}\left[\tilde{r}_k[n]\right] - t^Q_k[n] * \text{Im}\left[\tilde{r}_k[n]\right]. \tag{17}
\]

The conditions for suppressing ICI are also sufficient for suppressing the latter term of this equation. Furthermore, in case of PR filter bank design, \(t^0_k[n]\) is a Nyquist pulse. Designing the channel equalizer to provide unit amplitude and zero-phase response, a condition equivalent of having

\[
\text{Re}\left[\tilde{r}_k[n]\right] = \delta[n] = \begin{cases} 1, & n = 0, \\ 0, & \text{otherwise,} \end{cases} \tag{18}
\]

would suppress the ISI within the subchannel.

The above conditions were derived in the high-rate, full-band case, and if the conditions are fully satisfied, ICI within the subchannel and ICI from the lower and upper adjacent subchannels are completely eliminated. In practice, the equalization takes place at the decimated low sampling rate, and can be done only within the passband and transition band regions (assuming roll-off \(\rho = 1.0\)). However, the ICI and ISI components outside the equalization band are proportional to the stopband attenuation of the subchannel filters and can be ignored.

3.2. Optimization criteria for the equalizer coefficients

Our interest is in low-complexity subcarrier equalizers, which do not necessarily provide responses very close to the ideal in all cases. Therefore, it is important to analyze the ICI and ISI effects with practical equalizers. This can be carried out most conveniently in frequency domain. In the baseband model, the lower and upper ICI spectrum magnitudes are

\[
\left|\tilde{g}_k^Q(e^{j\omega})\tilde{r}_k^Q(e^{j\omega})\right| = \left|V_k^Q(e^{j\omega})\tilde{r}_k^Q(e^{j\omega})\right| = M/2 \left|H_P(e^{j(\omega-(\pi/2M))})H_P(e^{j(\omega+(\pi/2M))})\right| \cdot \left|\tilde{r}_k^Q(e^{j\omega})\right|,
\]

\[
\left|U_{2M-1}^Q(e^{j\omega})\tilde{r}_k^Q(e^{j\omega})\right| = M/2 \left|H_P(e^{j(\omega-(\pi/2M))})H_P(e^{j(\omega+(\pi/2M))})\right| \cdot \left|\tilde{r}_k^Q(e^{j\omega})\right|, \tag{19}
\]

respectively. Here the upper-case symbols stand for the Fourier transforms of the impulse responses denoted by the corresponding lower-case symbols. The terms involving the two frequency shifted prototype frequency responses are the overall magnitude response for the crosstalk, \(H_p(e^{j(\omega-(\pi/2M))})\) appears here as the receive filter for the desired subchannel and \(H_p(e^{j(\omega+(\pi/2M))})\) denotes the response of the transmit filter of the contiguous (potentially interfering) subchannel. The actual frequency response includes phase terms, but based on the discussion in the previous subsection we know that, in the baseband model of the ideal channel case, all the cross-talk energy is in the imaginary part of the impulse response. The residual imaginary part of the equalized channel impulse response \(\tilde{r}_k^Q[n]\) determines how much of this cross-talk energy appears as ICI in detection. It can be calculated as a function of frequency for a given set of equalizer coefficients, assuming the required knowledge on the channel response is available. Now the ICI power for subchannel \(k\) can be obtained with good accuracy by integrating over the transition bands in the baseband.
From the residual ISI can be extracted. Integration over this reference level and the actual spectrum, the spectrum resulting on power spectra and the noise enhancement involved. Based and the equalizer can be applied to derive the ICI and ISI evaluated semianalytically according to the discussion above. The equalization to combat multipath distortion, can be evaluated.

The performance of the studied FBMC, using per-subcarrier indexes, respectively.

\[ P_{IC}^{k} = \int_{-\pi/2M}^{\pi/2M} M^2 \left| H_p(e^{j(w-(\pi/2M))}) H_p(e^{j(w+(\pi/2M))}) \right|^2 d\omega \]

\[ + \int_{-\pi/2M}^{\pi/2M} M^2 \left| H_p(e^{j(w-(\pi/2M))}) H_p(e^{j(w+(\pi/2M))}) \right|^2 d\omega \]

Also the ISI power can be calculated, as soon as the channel and equalizer responses are known, from the aliased spectrum of \( \tilde{G}_k(e^{j\omega}) \), as

\[ P_{ISI}^{k} = \int_{0}^{\pi/M} \left| M - \sum_{l=-1}^{1} \tilde{G}_k(e^{j(\omega+(\pi/M))}) \right|^2 d\omega. \]

Here, the Nyquist criterion in frequency domain is used: in ISI-free conditions, the folded spectrum of the overall subchannel response \( \tilde{G}_k(e^{j\omega}) \) adds up to a constant level \( M \), a condition equivalent to overall impulse response being unity impulse. By calculating the difference between this ideal reference level and the actual spectrum, the spectrum resulting from the residual ISI can be extracted. Integration over this residual spectrum gives the ISI power, according to (21).

Typically, the pulse shape applied to the symbol detector, the slicer, is constrained to satisfy the Nyquist criterion. In the presence of ISI, this often requires from the receive filter (in this context, the term "receive filter" is assumed to include both the analysis filter and the equalizer) a gain that compensates for the channel loss and causes the noise power to be amplified. This is called noise enhancement. The subchannel noise gain can be calculated as

\[ b_k^n = \frac{1}{2\pi} \int_{-\pi}^{\pi} C_k(e^{j\omega}) H_p(e^{j(w+\pi/2)/M}))^2 d\omega, \]

where \( C_k(e^{j\omega}) \) is the response of the subchannel equalizer. The \( - \) and + signs are valid for even and odd subchannel indexes, respectively.

### 3.3. Semianalytical performance evaluation

The performance of the studied FBMC, using per-subcarrier equalization to combat multipath distortion, can be evaluated semianalytically according to the discussion above. The term "semianalytically" refers, in this context, to the fact that no actual signal needs to be generated for transmission. Instead, a frequency domain analysis of the disturbing channel and the equalizer can be applied to derive the ICI and ISI power spectra and the noise enhancement involved. Based on \( P_{IC}^{k}, P_{ISI}^{k}, \) and \( b_k^n \), the overall signal to interference plus noise ratio(s) (SINR) for given Eb/N0-value(s) can be obtained. Then, well-known formulas based on the Q-function [30] and Gray-coding assumption can be exploited to estimate the uncoded bit error-rate (BER) performance. This can further be averaged over a number of channel instances corresponding to a given power delay profile.

### 4. Low-complexity pointwise per-subcarrier equalization

The known channel equalization solutions for FBMC suffer from insufficient performance, as in the case of the 0th-order ASCET [22], and/or from relatively high implementation complexity, as in the FIR filter based approach described, for example, by Hiroasaki in [4]. To overcome these problems, a specific structure that equalizes at certain frequency points is considered. The pointwise equalization principle proceeds from the consideration that the subchannel equalizers are designed to equalize the channel optimally at certain frequency points within the subband. To be more precise, the coefficients of the equalizer are set such that, at all the considered frequency points, the equalizer amplitude response optimally approaches the inverse of the determined channel amplitude response and the equalizer phase response optimally approaches the negative of the determined channel phase response. Optimal equalization at all frequencies would implicitly fulfill the zero ICI conditions of (15), and the zero ISI condition of (18). In pointwise equalization, the optimal linear equalizer is approximated between the considered points and the residual ICI and ISI interference powers depend on the degree of inaccuracy with respect to the zero ICI/ISI conditions and can be measured using (20) and (21), respectively. On the other hand, the level of inaccuracy depends on the relation of the channel coherence bandwidth [31] to the size of the filter bank and the order of the pointwise per-subcarrier equalizer. For mildly frequency selective subband responses, low-complexity structures are sufficient to keep the residual ICI and ISI at tolerable levels.

Alternative optimization criteria are possible for the equalizer coefficients from the amplitude equalization point of view, namely, zero-forcing (ZF) and mean-squared error (MSE) criteria [30, 31]. The most straightforward approach is ZF, where the coefficients are set such that the achieved equalizer response compensates the channel response exactly at the predetermined frequency points. The ZF criterion aims to minimize the \( p_{IC}^{k} \) and \( P_{ISI}^{k} \), but ignores the effect of noise. Ultimately, the goal is to minimize the probability of decision errors. The MSE criterion tries to achieve this goal by making a tradeoff between the noise enhancement and residual ISI at the slicer input. The MSE criterion thus alleviates the noise enhancement problem of ZF and could provide improved performance for those subchannels that coincide with the deep notches in the channel frequency response. For high SNR, the MSE solution of the amplitude equalizer converges to that obtained by the ZF criterion.

#### 4.1. Complex FIR equalizer

A straightforward way to perform equalization at certain frequency points within a subband is to use complex FIR filter (CFIR-SCE), an example structure of which is shown in Figure 4, that has the desired frequency response at those given points. In order to equalize for example at three
frequency points, a 3-tap complex FIR with noncausal transfer function
\[ H_{\text{CFIR-SCE}}(z) = c_{-1}z + c_0 + c_1z^{-1} \] (23)
offers the needed degrees of freedom. The equalizer coefficients are calculated by evaluating the transfer function, which is set to the desired response, at the chosen frequency points and setting up an equation system that is solved for the coefficients.

### 4.2. Amplitude-phase equalizer

We consider a linear equalizer structure consisting of an allpass phase correction section and a linear-phase amplitude equalizer section. This structure is applied to each complex subchannel signal for separately adjusting the amplitude and phase. This particular structure makes it possible to independently design the amplitude equalization and phase equalization parts, leading to simple algorithms for optimizing the equalizer coefficients. The orders of the equalizer stages are chosen to obtain a low-complexity solution. A few variants of the filter structure have been studied and will be described in the following.

An example structure of the AP-SCE equalizer is illustrated in detail in Figure 5. In this case, each subchannel equalizer comprises a cascade of a first-order complex allpass filter, a phase rotator combined with the operation of taking the real part of the signal, and a first-order real allpass filter for compensating the phase distortion. The structure, moreover, consists of a symmetric 5-tap FIR filter for compensating the amplitude distortion. Note that the operation of taking the real part of the signal for detection is moved before the real allpass phase correction stage. This does not affect the output of the AP-SCE, but reduces its implementation complexity.

The transfer functions of the real and complex first-order allpass filters are given by
\[ H_r(z) = \frac{1 + b_r z}{1 + b_r' z^{-1}}, \] (24)
\[ H_c(z) = \frac{1 - j b_c z}{1 + j b_c' z^{-1}}, \] (25)
respectively. In practice, these filters are realized in the causal form as \( z^{-1} H(z) \), but the above noncausal forms simplify the following analysis. For the considered example structure, the overall phase response of the AP-SCE phase correction section (for the \( k \)th subchannel) can be derived from (24) and (25)
\[ \arg\left[H_{\text{PC}}(e^{j\omega})\right] = \arg\left[e^{j\omega a} \cdot H_r(e^{j\omega}) \cdot H_c(e^{j\omega})\right] = \varphi_{0k} + 2 \arctan\left(\frac{b_{ck} \sin \omega}{1 + b_{ck} \cos \omega}\right) + 2 \arctan\left(\frac{-b_{ck} \sin \omega}{1 + b_{ck} \cos \omega}\right). \] (26)

In a similar manner, we can express the transfer function of the amplitude equalizer section in a noncausal form as
\[ H_{\text{AE}}(z) = a_2 z^2 + a_1 z + a_0 + a_1 z^{-1} + a_2 z^{-2}, \] (27)
from which the equalizer magnitude response for the \( k \)th subchannel is obtained
\[ \left|H_{\text{AE}}(e^{j\omega})\right| = \left|a_{0k} + 2a_{1k} \cos \omega + 2a_{2k} \cos 2\omega\right|. \] (28)

### 4.3. Low-complexity AP-SCE and CFIR-SCE

**Case 1.** The subchannel equalization is based on a single frequency point located at the center frequency of a specific subchannel, at \( \pm \pi/2 \) at the low sampling rate. Here the + sign is valid for the even and the − sign is valid for the odd subchannel indexes, respectively. In this case, the associated phase equalizer only has to comprise a complex coefficient \( e^{j\omega a} \) for phase rotation. The amplitude equalizer is reduced to just one real coefficient as a scaling factor. This case corresponds to the 0th-order ASCET or a single-tap CFIR-SCE.

**Case 2.** Here, equalization at two frequency points located at the edges of the passband of a specific subchannel, at \( \omega = 0 \) and \( \omega = \pm \pi \), is expected to be sufficient. The + and − signs are again valid for the even and odd subchannels, respectively. In this case, the associated equalizer has to comprise, in addition to the complex coefficient \( e^{j\omega a} \), the first-order complex allpass filter as the phase equalizer, and a symmetric 3-tap FIR filter as the amplitude equalizer. Compared to the equalizer structure of Figure 5, the real allpass filter is omitted and the length of the 5-tap FIR filter is reduced to 3. In the CFIR-SCE approach, two taps are used.

**Case 3.** Here, three frequency points are used for channel equalization. One frequency point is located at the center of the subchannel frequency band, at \( \omega = \pm \pi/2 \), and two frequency points are located at the passband edges of the subchannel, at \( \omega = 0 \) and \( \omega = \pm \pi \). In this case, the associated equalizer has to comprise all the components of the equalizer structure depicted in Figure 5. In the CFIR-SCE structure of Figure 4, all three taps are used.

**Mixed cases of phase and amplitude equalization.** Naturally, also mixed cases of AP-SCE are possible, in which a different number of frequency points within a subband are considered for the compensation of phase and amplitude distortion. For
example, Case 3 phase equalization could be combined with Case 2 amplitude correction and so forth. Ideally, the number of frequency points considered within each subchannel is not fixed in advance, but can be individually determined for each subchannel based on the frequency domain channel estimates of each data block. This enables the structure of each subchannel equalizer to be controlled such that the associated subchannel response is equalized optimally at the minimum number of frequency points which can be expected to result in sufficient performance. The CFIR-SCE cannot provide such mixed cases.

Also further cases could be considered since additional frequency points are expected to result in better performance when the subband channel response is more selective. However, this comes at the cost of increased complexity in processing the data samples and much more complicated formulas for obtaining the equalizer coefficients.

For Case 3 structure, CFIR-SCE and AP-SCE equalizer coefficients can be calculated by evaluating (23) and (26), and (28), respectively, at the frequency points of interest, setting them equal to the target values, and solving the resulting system of equations for the equalizer coefficients:

**CFIR-SCE:**

\[
\begin{align*}
c_{1k} &= \frac{1}{4} \left( \chi_{0k} - \chi_{2k} \right), \\
c_{0k} &= \frac{1}{2} \left( \chi_{0k} + \chi_{2k} \right), \\
c_{1k} &= \frac{3}{4} \left( \chi_{0k} - \chi_{2k} \right) + j \left( 2\chi_{1k} - \chi_{0k} - \chi_{2k} \right),
\end{align*}
\]

**AP-SCE:**

\[
\begin{align*}
p_{0k} &= \frac{\xi_{0k} + \xi_{2k}}{2}, \\
p_{1k} &= \pm \tan \left( \frac{\xi_{2k} - \xi_{0k}}{4} \right), \\
p_{2k} &= \pm \tan \left( \frac{\xi_{0k} - \phi_{0k}}{2} \right),
\end{align*}
\]

\[
\begin{align*}
a_{0k} &= \frac{1}{2} \left( 2\chi_{1k} + \chi_{0k} + \chi_{2k} \right) + \frac{1}{4} \left( \phi_{0k} - \phi_{2k} \right), \\
a_{1k} &= \frac{3}{4} \left( \chi_{0k} - \chi_{2k} \right) + j \left( \phi_{0k} - \phi_{2k} \right), \\
a_{2k} &= \frac{1}{8} \left( \chi_{0k} - \chi_{2k} \right)
\end{align*}
\]

Here the ± signs are again for the even/odd subchannels, respectively, and \( \chi_{0k}, \xi_{0k}, \) and \( \epsilon_{ik}, \) \( i = 0, \ldots, 2, \) are the complex target response, the target phase, and amplitude response values at the three considered frequency points for subchannel \( k. \) The value \( i = 1 \) corresponds to the subchannel center frequency whereas values \( i = 0 \) and \( i = 2 \) refer to the lower and upper passband edge frequencies, respectively. With MSE criterion,

\[
\chi_{ik} = \frac{H_{ch}(e^{j/(2k+1)/2}))^*}{\left| H_{ch}(e^{j/(2k+1)/2}) \right|^2 + \eta},
\]

\[
\epsilon_{ik} = \arg(\chi_{ik}), \quad \eta_{ik} = |\chi_{ik}|,
\]

where \( H_{ch} \) is the channel frequency response in the baseband model of the overall system. The effect of noise enhancement is incorporated into the solution of the equalizer parameters using the noise-to-signal ratio \( \eta \) and a scaling factor \( y = 3/M \sum_{i=0}^{2} \chi_{ik} H_{ch}(e^{j(2k+1)/2})) \) that normalizes the subchannel signal power to avoid any scaling in the symbol values used for detection. In the case of ZF criterion, \( \eta = 0 \) and \( y = 1. \)

The operation of the ZF-optimized amplitude and phase equalizer sections of Case 3 AP-SCE are illustrated with randomly selected subchannel responses in Figures 6 and 7, respectively.

In Case 2, MSE-optimized coefficients for CFIR-SCE and AP-SCE amplitude equalizer can be calculated as

\[
\begin{align*}
c_{0k} &= \frac{1}{2} \left( \chi_{0k} + \chi_{2k} \right), \\
c_{1k} &= \frac{1}{2} \left( \epsilon_{0k} + \epsilon_{2k} \right), \\
c_{1k} &= \frac{1}{4} \left( \epsilon_{0k} + \epsilon_{2k} \right),
\end{align*}
\]

where \( y = 2/(\chi_{0k} H_{ch}(e^{j(2k+1)/2})) + \xi_{2k} H_{ch}(e^{j(2k+2)/2})) \). The AP-SCE phase equalizer coefficients \( \phi_{0k} \) and \( b_{ik} \) can be obtained as in Case 3.

Case 1 equalizers are obtained as special cases of the used structures, including only a single complex coefficient for CFIR-SCE and an amplitude scaling factor and a phase rotator for AP-SCE. It is natural to calculate these coefficients based on the frequency response values at the subchannel center frequencies, that is,

\[
\begin{align*}
c_{0k} &= \chi_{1k}, \\
\epsilon_{0k} &= \chi_{1k}, \\
\phi_{0k} &= \arg(\chi_{1k}),
\end{align*}
\]

with \( \eta = 0 \), since MSE and ZF solutions are the same.
5. Numerical Results

The performance of the low-complexity subcarrier equalizers was evaluated with different number of subchannels both semianalytically and using full simulations in time domain. First, basic results are reported to illustrate how the performance depends on the number of subcarriers and the equalizer design case. Also the reliability of the semianalytical model is examined and the differences between ZF and MSE criteria are compared. Finally, more complete simulations with error control coding are reported and compared to an OFDM reference in a realistic simulation environment. Also sensitivity to timing and frequency offsets and performance with practical transmitter power amplifiers are investigated. We consider equally spaced real 2-PAM, 4-PAM, and 8-PAM constellations for FBMC and complex square constellations QPSK, 16-QAM, and 64-QAM in the OFDM case.

5.1. Semianalytical performance evaluation

Semianalytical simulations were carried out with the Vehicular-A power delay profile (PDP), defined by the recommendations of the ITU [32], for a 20 MHz signal bandwidth. These simulations were performed in quasi-static conditions, that is, the channel was time-invariant during each transmitted frame. Perfect channel information was assumed. In all the simulations, the average channel power gain was scaled to unity. Performance was tested with filter banks consisting of $2M = \{64, 128, 256\}$ subchannels. The filter bank designs used roll-off $\rho = 1.0$ and overlapping factor $K = 5$ resulting in about 50 dB stopband attenuation. The statistics are based on 2000 frame transmissions for each of which an independent channel realization was considered. The semianalytical results were obtained by calculating the subcarrierwise ICI and ISI powers $P_{IC}^k$ and $P_{IS}^k$, respectively, together with noise gains $\beta_k^0$ for $k = 0, \ldots, 2M - 1$. These were then used to determine the subcarrierwise SINR-values, as a function of channel $E_b/N_0$-values, for all the channel instances. The uncoded BER results were obtained for 2-, 4-, and 8-PAM modulations by evaluating first the theoretical subcarrierwise BERs based on the SINR-values using the Q-function and Gray-coding assumption, and finally averaging the BER over all the subchannels and 2000 channel instances.

5.1.1. Basic results for AP-SCE

The comparison in Figure 8(a) for ZF 4-PAM shows that the time domain simulation-based (Sim) and semi-analytic model-based (SA) results match quite well. This encourages to carry out system performance evaluations, especially in the algorithm development phase, mostly using the semianalytical approach, which is computationally much faster. Time domain simulation results in Figure 8(b) for 4-PAM indicate that the performance difference of ZF and MSE criteria is rather small. Figures 8(c) and 8(d) show the semi-analytic results for 2-PAM and 8-PAM, respectively, using the ZF criterion. It can be observed that higher-order AP-SCE improves the equalizer performance significantly, allowing the use of a lower number of subcarriers. Also ideal OFDM performance (without guard interval overhead) is shown as a reference. With the aid of the AP-SCE equalizer, the performance of FBMC with a modest number of subcarriers can be made to approach that of the ideal OFDM.

5.1.2. Comparison of CFIR-FBMC and AP-FBMC

In the other simulations, it is assumed that the receiver is time-synchronized such that the first path corresponds to
Figure 8: Uncoded BER results for AP-SCE with a quasi-static ITU-R Vehicular-A channel model and 20 MHz bandwidth. (a) Comparison of time domain simulations (Sim) and semi-analytic model (SA) for ZF 4-PAM. (b) Comparison of ZF and MSE criteria with 4-PAM based on time domain simulations. (c) Semi-analytic performance of ZF 2-PAM. (d) Semi-analytic performance of ZF 8-PAM. Ideal OFDM (using corresponding square-constellation QAM, without guard interval overhead) included in all figures as a reference.

zero delay. Figure 9, however, shows a semi-analytic BER comparison of the two subcarrier equalizer structures for $2^M = 256$ subchannels when the effect of time synchronization error is considered. Simulations were carried out with a quasi-static channel model based on the extended ITU-R Vehicular-A PDP [33]. Simulation result statistics are based on 2000 independent channel instances of this model and the MSE criterion was used in the derivation of the amplitude equalizer coefficients. Figure 9 shows the performance in two cases: with delays of 0 and 64 samples, corresponding to 0
and 50% of the subcarrier symbol interval, respectively. It is seen that with 0 timing offset, CFIR-SCE and AP-SCE have very similar performance. However, AP-SCE is clearly more robust in the presence of timing offset. Especially with high-order modulations, the performance of CFIR-SCE is significantly degraded when the timing error approaches half of the subcarrier symbol interval. AP-SCE is very robust in this sense, and the results demonstrate that FBMC with AP-SCE can be operated without timing synchronization prior to the receiver filter bank.

Figure 10 shows the signal-to-interference ratio (SIR) performance in case of an ideal channel with timing offset only. Here, Case 2 AP-SCE includes only the first-order complex allpass and phase rotation; the real allpass does not have any effect in this case. Figure 10 was obtained in the $2M = 256$ subcarrier case, but it was observed that with other filter bank sizes, the behavior in terms of relative timing offset is very similar. It is seen that Case 3 CFIR-SCE gives clearly better performance than simple phase rotation (Case 1), and with timing offsets approaching half of the symbol interval, Case 2 AP-SCE has 3 dB better performance than Case 3 CFIR-SCE. This is in accordance with the findings in [34], where it is observed that allpass IIR structures provide performance gain in fractional delay compensation compared to FIR structures with similar complexity.

### 5.2. Performance comparisons with channel coding

#### 5.2.1. Channel model, system parameters, and OFDM reference

We have also carried out full simulations in time domain comparing cyclic prefix OFDM and FBMC. It was of particular interest to evaluate the performance of FBMC with AP-SCE and CFIR-SCE per-subcarrier equalizers and to explore the potential spectral efficiency gain. Time-variant radio channel impairments were modeled based on the extended ITU-R Vehicular-A PDP [33] (maximum excess delay of 2.51 $\mu$s). This upgraded channel model has been shown to improve the frequency correlation properties when compared to the original PDP, making it better suited for evaluation of wideband transmission with frequency-dependent characteristics. Mobile velocity of 50 km/h and carrier frequency of 5 GHz were assumed. With sampling rate of 26.88 MHz ($7 \times$ WCDMA chip rate), 616 subcarriers of 1024 in OFDM and 84/168/672 subchannels of 128/256/1024 in FBMC were activated to obtain systems with the same effective bandwidth of 18 MHz (at 40 dB below passband level). This corresponds to subchannel bandwidths of 26.25 kHz and 210/105/26.25 kHz, respectively. 2-, 4-, and 8-PAM modulations were considered for FBMC whereas QPSK, 16-QAM, and 64-QAM were used for OFDM. The FBMC design used roll-off $\rho = 1.0$ and overlapping factor $K = 5$ resulting in a stopband attenuation (defined as the level of the highest sidelobe) of about 50 dB (for 2-PAM/QPSK comparison also $K = 3$ was considered, giving stopband attenuation of about 38 dB). Channel coding
was performed using low-density parity check (LDPC) coding [35]. The maximum number of iterations in iterative decoding was set to ten. About 10% overhead for pilot carriers is assumed in OFDM and similar overhead for training sequences in FBMC. OFDM has 41.67 μs overall symbol duration, with 2.53 μs guard interval and 1.04 μs raised-cosine roll-off for spectral shaping. Both systems have a single zero power subcarrier in the middle of the spectrum to facilitate receiver implementation. The information bit rates in the two systems were approximately matched using code rates of R = 3/4 and R = 2/3 for OFDM and FBMC, respectively. Bits for a single frame to be transmitted were coded in blocks of 3348 and 3990 bits, respectively, after which all the coded bits of a frame were randomly interleaved before bits-to-symbols and symbols-to-subcarriers mappings. The resulting number of source bits in a fixed frame duration of 250 μs are 5022 and 5320 for QPSK/OFDM and 2-PAM/FBMC, respectively. Ideal channel estimation was assumed for both OFDM and FBMC modulations. Simulation result statistics are based on 5000 transmitted frames for each of which an independent realization of the channel model was applied. MSE optimization criterion was used to derive the amplitude equalizer parameters.

### 5.2.2 Coded results

Figures 11(a), 11(b), and 11(c) show the obtained results for 2-PAM/QPSK, 4-PAM/16-QAM, and 8-PAM/64-QAM comparisons, respectively. Coded frame error rate (FER) and BER are shown as a function of required energy per source bit to noise spectral density-ratio. Due to the absence of time domain guard interval and reduced frequency domain guard-bands, higher spectral efficiency in FBMC is achieved. This excess transmission capacity can be used to transmit more redundant data (lower coding rate) while maintaining similar information data rate compared to OFDM. This turns into favor of FBMC in the BER/BER performance comparison as somewhat less energy in FBMC is sufficient to result in similar error probability compared to OFDM. Alignment of the performance curves for K = 3 and K = 5 in Figure 11(a) indicates that at least in narrowband interference-free-conditions, FBMC design with K = 3 (and possibly even K = 2) provides sufficient performance with reduced complexity compared to K = 5.

### 5.2.3 Effect of AP-SCE structure and parameters

The ability of AP-SCE/CFIR-SCE equalizer to compensate for mildly frequency selective subchannel responses is clearly visible in the simulation results. FBMC of 2M = 256 subchannels with Case 3 AP-SCE/CFIR-SCE follows the performance curves obtained with the structure consisting of 2M = 1024 subchannels with Case 1 equalizer. So, great reduction in the number of subchannels required to cover the 18 MHz signal band can be achieved with higher-order AP-SCE/CFIR-SCE structures. In case of 2-PAM modulation even a filter bank with 2M = 128 subchannels can be considered. For 4-PAM and 8-PAM, 2M = 256 subchannels are required to keep the performance benefit with respect to the OFDM reference.

### 5.3 Performance with nonlinear power amplifier

The ratio between the maximum instantaneous power of a signal and its mean power (PAPR) is proportional to the number of subcarriers and also depends on the modulation constellation used. This is a matter of concern when the signal passes through a nonlinear device such as the power amplifier (PA). In this situation, signal components of different instantaneous power might be amplified differently, introducing distortion to the signal and causing spectral regrowth to the bands adjacent to the signal. In this section, we focus on the spectral regrowth caused by a PA on FBMC and OFDM with similar parameters as in the time domain BER simulations. We apply time domain raised-cosine windowing of 28 samples to the OFDM signal in order to assure attenuation of 40 dB for the signal at 9 MHz from the carrier frequency. Therefore, the overall 40 dB bandwidth for OFDM and FBMC is 18 MHz. The PA follows the solid state power amplifier (SSPA) model that can be found in [36]. Only amplitude nonlinearity is taken into account. The amplitude gain is given by

\[
p_a = \frac{p_i}{\sqrt{1 + (p_i/p_{sat})^2}},
\]

where \( p_i \) and \( p_{sat} \) are the amplitude of the PA input signal and output signal, respectively, and \( p_{sat} \) denotes the saturation voltage of the PA. The spectral regrowth is measured as a function of the input back-off (IBO) of the input signal at the amplifier. In Figure 12 we show the regrowth of the spectra of FBMC (dashed lines) and OFDM (continuous lines). For FBMC we simulate IBOs that are 1.2 dB higher than for OFDM. This reflects the fact that for a similar coded BER performance we can use an FBMC signal with 1.2 dB less power than OFDM. We can see from the figure, that it is of advantage to be able to use a weaker signal, since close to the desired passband we obtain less spectral regrowth. At more distant frequencies, the OFDM spectrum decays faster because the useful bandwidth is smaller than the useful bandwidth in FBMC (16.2 MHz versus 17.6 MHz). OFDM with a comparable useful bandwidth (672 active subcarriers) has a spectral decay profile similar to FBMC’s. Moreover, at the same IBOs and same useful bandwidths, both systems show very similar regrowth curves.

### 5.4 Frequency offset

In multicarrier transmissions, frequency offsets (e.g., due to Doppler and inaccuracy of local oscillators in the transmission chain) introduce ICI. In case of a fixed frequency offset in OFDM, the SIR due to the resulting ICI is given by [37]

\[
SIR = \frac{1}{(\sin(\pi \Delta f))^2 \sum_{p=0}^{N_c-1} \frac{1}{N_c} \frac{1}{1 + \frac{p}{N_c} \sin(\pi(p+\Delta f)/N_c)^2}}.
\]
where $N_c$ and $\Delta f$ are the number of subcarriers and frequency offset, respectively. The effects of frequency offsets in FBMC were tested with a simple simulation experiment by measuring the mean squared error in symbol detection with a set of fixed frequency offsets. The results are shown and compared to the OFDM performance in Figure 13. Here $N_c = 256$ for both systems.

Basically, the frequency offset introduces a time-varying phase offset, which is common to all subcarriers. In the simulation, as well as in the analytical results for OFDM, the constant part of the common phase offset is assumed to be cancelled by the channel equalizer such that in the middle of each symbol the phase error of each subcarrier is zero.
It can be seen from Figure 13 that for a given relative (with respect to subcarrier spacing) frequency offset, the FBMC SIR performance is slightly better but within 2 dB from the OFDM performance. Since FBMC allows significantly wider subcarrier spacing, the relative frequency offsets are smaller, and there is a clear performance benefit for FBMC in terms of frequency offset effects. This indicates also a potential for better performance in case of fast fading.

### 5.5. Complexity

In this subsection, a rough evaluation of the computational complexity of FBMC is presented, using a simple complexity measure: the number of real multiplications required to detect a symbol. We focus on the receiver side where the OFDM FFT or FBMC analysis bank and the equalizer are the main processing blocks. Channel estimation and calculation of the equalizer coefficients are not included in this evaluation.

One of the most efficient algorithms for implementing DFT is the split radix FFT algorithm [18], taking \( M(\log_2(M) - 3) + 4 \) real multiplications for a block of \( M \) complex samples. In the OFDM case, 3 real multipliers are enough to do the complex multiplication to equalize each of the used subcarriers.

In the FBMC case, the FFT-based algorithm presented in [26] is the most efficient one to implement the oversampled analysis bank in terms of multiplication rate. It requires \( 2M(2K - 2 + \log_2(M)) \) real multiplications for a block of \( M \) high-rate samples. In an efficient implementation, the AP-SCE subcarrier equalizers take 2, 5, and 7 real multiplications in Cases 1, 2, and 3, respectively, per detected real symbol. Alternatively, the 3-tap CFIR-SCE structure takes 6 real multiplications per detected real symbol.

For a fair comparison, we calculate the overall number of multiplications per detected complex symbol in the OFDM case and per two detected real symbols in the FBMC case. For simplicity, it is assumed that all the subcarriers are in use. The resulting overall multiplication rates with the two extreme cases of FBMC-complexity are shown in Table 1.

It is observed that with this complexity measure, FBMC is more complex than the basic OFDM system. However, the implementation of FBMC is yet quite realistic with today’s efficient digital signal processors or dedicated very large scale integration (VLSI) hardware. It is expected that there are a lot of possibilities to optimize the EMFB implementation in dedicated hardware, using short coefficient word-lengths, sums of powers of two implementations for coefficients, and so forth.

Furthermore, it can be noted that due to the larger block-size, OFDM requires significantly bigger data memory and coefficient storage in processor-based implementations.

One quite significant aspect is the needed baseband filtering in the receiver before the filter bank or FFT. The oversampled analysis bank acts as a high-quality channel selection filter, effectively suppressing adjacent channels and other interference components appearing in the range of the unused subcarriers. In the OFDM case, the attenuation capability...
of the DFT is rather limited, regarding the adjacent channels and other out-of-band interference sources that are not synchronized to the guard interval structure. Therefore additional highly selective digital baseband filtering is usually needed in OFDM, especially if the frequency domain guard-bands between the adjacent frequency channels are to be minimized. Including the baseband filtering in the complexity comparison may change the measures significantly.

6. CONCLUSION

We have studied a new low-complexity per-subcarrier channel equalizer for FBMC transceiver for high-rate wideband communications over doubly-dispersive channel and analyzed its performance. It was shown that the coded error-rate performance of FBMC is somewhat better than that of the OFDM reference. It was also indicated that the performance of FBMC with a practical nonlinear power amplifier is similar to that of OFDM or even better. Further, FBMC is much less sensitive to frequency offsets than OFDM due to the possibility of using significantly lower number of subcarriers. The latter observation indicates also a potential for improved performance benefit in case of fast-fading channels. It was seen that an FBMC receiver can be operated without time synchronization prior to the receiver bank, also with higher-order modulations if AP-SCE is used. This leads to a simplified overall receiver structure.

The arithmetic complexity of FBMC is, no doubt, higher than that of the reference OFDM, but yet realistic with digital VLSI technologies. However, FBMC has various benefits over OFDM, like higher flexibility in choosing the design parameters. Especially, it can be emphasized that the receiver filter bank in FBMC acts as a high-quality frequency selective filter for all the signal components in the received band. This is in contrast to OFDM where transients are introduced to the guard interval structure, causing leakage of interference power also to noninterfered parts of the spectrum. Therefore, FBMC has the potential of providing sufficient attenuation for adjacent channels and other interferences, reducing the complexity of the baseband filtering of the receiver. On the other hand, this feature makes it feasible to have small frequency domain guard-bands between the asynchronous adjacent channel users, increasing the spectral efficiency. Selectivity provides also high robustness to narrowband interferences in the signal band, and a possibility to use multiple nonadjacent frequency slots for a single user in a flexible manner.

The numerical examples were mostly performed with high-end TMUX designs ($K = 5$) with relatively high stopband attenuation (about 50 dB). However, results with lower-complexity filter banks ($K = 3$) (about 38 dB) were also shown and even the case with $K = 2$ (about 30 dB) was tested. The conclusion is that even though the performance analysis assumed infinite attenuation for the subchannel stopbands, the performance degradation even with about 30 dB stopband attenuation is minor if the system does not need to suppress strong interfering signal components. These results encourage further research on FBMC for beyond 3G communications. Such studies include development of robust synchronization and channel estimation techniques, as well as optimization of filter banks for low complexity with high flexibility. For example, efficient NPR filter bank designs form an interesting topic.

APPENDIX

ICI AND ISI RELATED IMPULSE RESPONSES IN THE BASEBAND MODEL

We first derive the equivalent baseband model for the lower ICI response using (1) and (5):

\[
\hat{v}_k[n] = \left\{ f_{k-1}[n] \ast \tilde{h}_k[n] \right\} e^{-j(nk\pi/M)}
\]

\[
= \left\{ f_{k-1}[n]e^{-j(nk\pi/M)} \right\} \ast \left\{ \tilde{h}_k[n] e^{-j(nk\pi/M)} \right\}
\]

\[
= \left\{ f_{k-1}[n]e^{-j(nk/M)} \right\} e^{-j((M+1)k\pi/2M)}
\]

\[
\ast \left\{ \tilde{h}_k[n] e^{-j(nk/M)} e^{j((M+1)k\pi/2M)} \right\}
\]

\[
= \left\{ f_{k-1}[n] e^{-j(n+(M+1)/2)(k\pi/M)} \right\}
\]

\[
\ast \left\{ \tilde{h}_k[n] e^{j((M+1)/2)(k\pi/2M)} \right\}
\]

\[
= f_{2M-1}[n] \ast \tilde{h}_0[n] = v_0[n].
\]  

Further,

\[
v_0[n] = f_{2M-1}[n] \ast \tilde{h}_0[n]
\]

\[
= \left( \sum - f_0^c[n] + jf_0^s[n] \right) \ast \left( \tilde{h}_0[n] - j\tilde{h}_0[n] \right)
\]

\[
= -f_0^c[n] \ast \tilde{h}_0[n] + f_0^c[n] \ast \tilde{h}_0[n]
\]

\[
+ j \left( f_0^s[n] \ast \tilde{h}_0[n] + f_0^s[n] \ast \tilde{h}_0[n] \right).
\]

Applying the relationships between the sine/cosine modulated analysis/synthesis filters that can be found in [26] and which apply for a PR TMUX,

\[
h_k^c[n] = (-1)^{k+1} f_k[n],
\]

\[
f_k^s[n] = (-1)^{k+1} h_k[n],
\]

we finally obtain

\[
v_0[n] = j \left( f_0^s[n] \ast \tilde{h}_0[n] + f_0^s[n] \ast \tilde{h}_0[n] \right).
\]

Although (A.2) and (A.4) use the noncausal form for the analysis filters, we can see that the introduced time delay does not affect (A.3) in any way. Further, since the delay is the same in both sine and cosine analysis filters, the real terms cancel each other out the same way they would do if causal expressions were used. Therefore, the lower ICI is purely imaginary in the baseband model. Likewise, we can write for the upper ICI response

\[
\hat{u}_k[n] = \left\{ f_{k+1}[n] \ast \tilde{h}_k[n] \right\} e^{-j(n(k+1)\pi/M)}
\]

\[
= \left\{ f_{k+1}[n]e^{-j(n+1)(k\pi/M)} \right\}
\]

\[
\ast \left\{ \tilde{h}_k[n] e^{j((k+1)(k\pi/2M))} \right\}
\]

\[
= f_{0}[n] \ast \tilde{h}_{2M-1}[n] = u_{2M-1}[n].
\]
Now
\[ u_{2M-1}[n] = \left( f_0[n] + jf_0[n] \right) \ast \left( -\tilde{h}_0[n] - j\tilde{h}_0[n] \right) \]
\[ = -f_0[n] \ast \tilde{h}_0[n] + f_0[n] \ast \tilde{h}_0[n] \]
\[ - j\left( f_0[n] \ast \tilde{h}_0[n] + f_0[n] \ast \tilde{h}_0[n] \right) \]
\[ = - j\left( f_0[n] \ast \tilde{h}_0[n] + f_0[n] \ast \tilde{h}_0[n] \right), \tag{A.6} \]
so also the upper ICI response is purely imaginary.

For the impulse response of subchannel \( k \), we can write in the baseband model
\[ \tilde{h}_k[n] = \left\{ f_k[n] \right\} \ast t_k[n], \]
\[ \ast \left\{ h_k[n] e^{-j(M+1)/(k+M)} \right\} \]
\[ = f_0[n] \ast \tilde{h}_0[n] = t_0[n]. \tag{A.7} \]
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This paper presents a detailed analysis of synchronization methods based on scattered pilots for filter bank based multicarrier (FBMC) communications, taking into account the interplay of the synchronization, channel estimation, and equalization methods. We show that by applying pilots designed specifically for filter banks, the carrier frequency offset (CFO), fractional time delay (FTD), and channel response can be accurately estimated. Further, a novel joint FTD and channel estimation scheme, based on iterative interference cancelation, permits extending the FTD estimation range well beyond the limit imposed by the pilot separation. The channel parameter estimation and compensation are successfully performed totally in the frequency domain, in a subchannel-wise fashion, which is appealing in spectrally agile and cognitive radio scenarios. The performance evaluation is done in a hypothetical WiMAX scenario in which an FBMC system would substitute OFDM maintaining as much physical layer compatibility as possible.

1. Introduction

Research on increasing data transmission rates and the development of applications exploiting these improved rates, or requiring even more bandwidth, have been fueling each other for decades already, and it seems that this trend will continue. The challenge is therefore to boost high data rates in wireless communications.

Multicarrier (MC) techniques have proven to be a means to adequately overcome many challenges of wide bandwidth transmission while providing also high spectral efficiency. Using MC communications, a frequency selective channel can be divided into several parallel subchannels with flat or mildly selective fading, facilitating channel estimation and equalization (the terms “subchannel”, “subband” and “subcarrier” are used interchangeably throughout the whole text, referring to the frequency subband centered at the subcarrier frequency). Timing synchronization is also easier and limited narrowband interference can be easily mitigated.

In fact, the division of the whole bandwidth into many subchannels provides scalability and flexibility when configuring the communication link [1].

The flagship of MC techniques is orthogonal frequency division multiplexing (OFDM) with cyclic prefix (CP) [1]. A correctly chosen CP elegantly turns severely frequency selective channels into flat fading ones at subcarrier level, enabling very simple subcarrier-wise equalization (one complex coefficient per subcarrier). OFDM has become the MC technique of choice in a number of communication systems, including emerging cellular standards such as WiMAX [2] (based on the IEEE 802.16e [3] standard) and E-UTRA LTE (Evolved UMTS Terrestrial Radio Access Long Term Evolution) [4]. These two exploit the flexibility of OFDM to also provide multiple access in time and frequency through orthogonal frequency division multiple access (OFDMA).

Filter bank based multicarrier (FBMC) modulation can be considered an evolved OFDM due to the advantages it presents and also because it can easily be implemented...
building on the core blocks of OFDM, that is, the IFFT/FFT pair [5]. The filter banks (FBs) display the following two highly desirable properties. Firstly, their subchannels can be optimally designed in the frequency domain to have desired spectral containment [6]. Secondly, FBMC systems do not make use of the CP, which is pure redundancy, enabling a more efficient use of channel resources. Basically, the subchannel filters are designed with the Nyquist pulse shaping principle, which means that the consecutive symbol waveforms are overlapping in time. Compared to OFDM, where the adjacent subbands are only attenuated 13 dB, the excellent spectral containment allowed by the FBs is crucial for avoiding distortion from asynchronous signals in adjacent bands. Further savings in spectral resources appear at the edges of the transmission band, where ideally only one subchannel can be used as guard band to the next transmission band. An OFDM system with slowly decaying sidelobes would need more subbands or very sharp additional filtering to provide similar attenuation outside the transmission band. In the context of cognitive radio [7, 8], where a secondary user scans the spectrum assigned to primary users for a transmission opportunity (spectral sensing), the high spectral definition of FBMC is especially valuable. The performance of Haykin's method of choice for radio scene analysis, the multitaper method [9], can be well approximated using FBs with greatly reduced complexity [10].

In order to synchronize and equalize the channel, there are methods to perform timing, frequency offset and channel estimation. In the MC context, timing estimation involves locating the start of a transmission burst, finding the first multicarrier symbol, and estimating the fractional time delay (FTD), which is a fraction of the multicarrier symbol period. Since OFDM is the most widespread MC technique, many methods for synchronization and channel estimation can be found for it. They are based on scattered pilots and training sequences [11, 12], on exploiting the redundancy of the CP [13] or even blind methods that do not make use of overheads in the signal [12].

Due to the different nature of the FB waveforms, some of the OFDM methods can be applied to FBMC and others, such as the CP-based ones, cannot. Although there exist preamble based [14], training sequence based [15] and blind [16] approaches, we focus our interest here towards scattered-pilot-based approaches. However, when using efficient filter bank implementations, as for example the FBMC/OQAM (offset quadrature amplitude modulation) [5], the application of scattered pilots is not as straightforward as in OFDM due to the complementary interference that a low-rate symbol suffers from adjacent symbols in time and frequency. This has motivated different proposals for generating pilots [17, 18] compatible with the filter bank class of interest. In this paper, we build our synchronization and channel estimation subsystem based on pilots and auxiliary pilots [19] similarly to [18] because of good estimation performance.

Here it is interesting to mention that the authors of [20] also present an approach to perform full synchronization in both FBMC/OQAM and OFDM/QAM systems based on scattered pilots. However, in that publication the time domain properties of the regularly scattered pilots are exploited and synchronization takes place in the time domain instead of subcarrier-wise, as is our goal in this paper. Both approaches complement each other and could be used together, for example, for performing coarse acquisition and fine tuning or to improve their respective performances.

In order to obtain results of practical relevance, we develop a testbed system that aims to maintain a certain resemblance and even compatibility up to a degree with the WiMAX profile. Also the channel model and distortion parameters are chosen to be typical of WiMAX communications. We use rather basic synchronization parameter estimation, and compensation methods, many of which are known from the literature in the OFDM context, and adapt them to the FBMC/OQAM system model. Our focus is on understanding the interplay of different synchronization and channel equalization functions. We also explore the possibilities to enhance the overall performance by iterating the estimation and compensation tasks. It is important to underline, that all the necessary synchronization, channel estimation and equalization operations take place after the analysis bank at the receiver, at the low sampling rate. This makes it possible to utilize the filter bank itself for efficient implementation of the needed frequency channelization selectivity for all signal processing functions. Further, the channelization can be done in a dynamically adjustable manner, efficiently suppressing immediately adjacent and even (narrow) in-band interference components.

The paper is structured as follows: first, we review the concept of efficient filter bank based multicarrier communications. In Section 2, we describe how to implement the filter banks and perform efficient subchannel-wise equalization. In Section 3, we first discuss the synchronization requirements in spectrally agile radios. Then we present the method for obtaining pilots for FBMC/OQAM and study the effect of the channel distortions on these pilots. In the end of this section, we present solutions for correcting the distortions, including a novel, iterative interference canceling, joint FTD, and channel estimating algorithm. In Section 4, we introduce the design of the WiMAX-like simulation testbed based on FBMC. Section 5 presents the estimation and correction performance of the studied methods. Finally, Section 6 draws the conclusions from this research.

2. FBMC and Efficient Subchannel-Wise Equalization

2.1. Filter Bank Based Multicarrier Communications. Exponentially modulated filter banks (EMFB) [21], modified DFT (MDFT) filter banks [22], and OFDM with offset QAM (OFDM/OQAM or FBMC/OQAM) [5], among others, are complex filter bank structures that can produce complex I/Q baseband signals for transmission, making them suitable for FBMC systems in spectrally efficient radio communications. In FBMC communications, the filter banks are used in the transmultiplexer (TMUX) configuration [23], with the synthesis filter bank (SFB) in the transmitter and the analysis filter bank (AFB) in the receiver. Figure 1 shows the filter banks in this configuration as fundamental part
of a complete FBMC/OQAM transmission/reception system. This FB technique builds on uniform modulated filter banks [23], in which a prototype filter \( p[m] \) of length \( L_p \) is shifted in frequency to generate subbands which cover the whole system bandwidth. The output of such a synthesis filter bank can be expressed by

\[
s[m] = \sum_{k=0}^{M-1} \sum_{n=-\infty}^{\infty} d_{k,n} \theta_{k,n} p \left[ m - \frac{n M}{2} \right] e^{j(2\pi/M)k(m-n(M/2)-(f_p-1)/2)},
\]

where

\[
\theta_{k,n} = e^{j\pi(2)(k+n)} = j^{k+n},
\]

(2)

\( m \) is the sample index at the output of the SFB (at high rate), \( M \) is the number of subchannels in the filter bank, and \( d_{k,n} \) are the real-valued data symbols in subchannel \( k \), transmitted at a rate \( 2/T \). The signaling interval is defined as \( T = 1/\Delta f \), where \( \Delta f \) is the subcarrier spacing. The pair of symbols \( d_{k,n} \) and \( d_{k,n+1} \) can be interpreted as carrying the in-phase and quadrature information of a complex-valued symbol transmitted at rate \( 1/T \). Therefore, the filter bank presented in Figure 1 is critically sampled. The “\( \mathcal{C}_k \)” blocks indicate the conversion into real-valued data from the real and imaginary parts of the complex-valued input symbols \( c_{k,n} \) and can be considered as introducing upsampling by 2. “\( \mathcal{R}_k \)” carries out the inverse operation after the AFB in the receiver, effectively downsampling the signal by 2. In FBMC/OQAM, \( c_{k,n} \) belongs to a QAM alphabet and the real and imaginary parts are interleaved with a relative time offset of \( T/2 \) (hence offset QAM) and \( \mathcal{C}_k \) performs the following mapping:

\[
d_{k,2n} = \begin{cases} \text{Re}[c_{k,n}], & k \text{ even} \\ \text{Im}[c_{k,n}], & k \text{ odd} \end{cases},
\]

\[
d_{k,2n+1} = \begin{cases} \text{Im}[c_{k,n}], & k \text{ even} \\ \text{Re}[c_{k,n}], & k \text{ odd} \end{cases}.
\]

(4)

Note that the signs of the sequences in (2)–(4) could be chosen arbitrarily, but the pattern of real and imaginary symbols after multiplication by \( \theta_{k,n} \) has to follow the above definitions to maintain orthogonality [5].

This type of filter bank pairs can be efficiently implemented using FFT and IFFT of size \( M \) aided by polyphase filtering structures. The different parts of the polyphase SFB structure of Figure 1(a) can be better identified by noting that \( a_k[m] = p[m + kM] \) and rewriting (1) as

\[
s[m] = \sum_{k=0}^{M-1} \sum_{n=-\infty}^{\infty} d_{k,n} \theta_{k,n} p \left[ m - \frac{n M}{2} \right] e^{j(2\pi/M)km},
\]

(5)

where

\[
\beta_{k,n} = (-1)^{kn} \cdot e^{-j(2\pi k M)/(L_p-1)/2}.
\]

(6)

Here, the factor \((-1)^{kn}\) centers the low-rate output signal of each subchannel \( k \) of the analysis filter bank around DC.

The synthesis and analysis banks in Figure 1, between the OQAM modulation and the subchannel processing parts, respectively, can also be understood from the classical FB presentation: each subchannel \( k \) with its own up/downsampling and subchannel filters. The synthesis/analysis subchannel
filters are, respectively, obtained from the prototype filter \( p[m] \) as

\[
\begin{align*}
g_k[m] & = p[m]e^{j(2\pi/M)(m-(L_p-1)/2)}, \\
f_k[m] & = g_k^*[L_p - 1 - m],
\end{align*}
\]  
(7)

where \( m = 0, 1, \ldots, L_p - 1 \) and \((\cdot)^*\) indicates complex conjugation.

Further, the length \( L_p \) of the prototype filter \( p[m] \) depends on the size of the filter bank and the integer overlapping factor \( K \) as \( L_p = KM \), where the factor \( K \) indicates the number of FBMC/OQAM symbol waveforms that overlap in time. In [24], other lengths of the prototype filter, close to \( L_p = KM \), are explored. High values for \( K \) allow more freedom in designing the prototype filter, for example to achieve very high stopband attenuation. On the other hand, it increases the time required for processing each symbol. The prototype filter \( p[m] \) can be designed in such a way that the filter bank pair yields perfect reconstruction (PR) of the transmitted data in case of an ideal channel, that is, the received data sequence \( d_{k,n} \) equals the transmitted data \( d_k,n \) (except for the FB processing delay), if there is no additional processing involved. Methods to design PR prototype filters can be found in [25]. However, in practical communication systems, the channel will always introduce some distortion to the signal. Therefore, the design constraints can be somewhat relaxed and the prototype can be optimized to achieve nearly PR (NPR). The trade-off, when comparing with PR designs, is that for prototype filters of the same length, NPR designs can achieve higher stopband attenuations, or with fixed stopband attenuations, the NPR prototype filter can be shorter. This happens at the cost of allowing some marginal intersymbol (ISI) and intercarrier (ICI) interference from the filter bank, well under the noise level of the communication channel.

The NPR prototype can be designed using, among others, window-based techniques [26] or the frequency sampling approach [27, 28]. In the studies described here, the prototype is obtained using the latter method, in which the filter impulse response is obtained by the inverse Fourier transform of the desired frequency response at certain frequency locations. The design of such an NPR prototype filter under different optimization criteria has been addressed in [24].

### 2.2. Subchannel-Wise Equalization in FBMC

In OFDM, as long as the channel delay spread and the possible synchronization errors remain within the cyclic prefix time, equalization can simply be done with a complex coefficient multiplication at subcarrier level. This approach is also applicable to FBMC, if the ratio of channel delay spread in samples and number of subchannels is sufficiently low, since the frequency variation within a subchannel is then small enough that it can be considered flat fading. But as this is not the general case, more effective channel equalization methods have been developed for FBMC. The single complex coefficient is usually considered when the FB waveforms are well localized in time and frequency domains to limit the effect on consecutive symbols and neighboring subchannels [5, 29, 30]. Longer finite impulse response (FIR) filters as subcarrier equalizers with cross-connections between the adjacent subchannels to cancel the ICI are studied in [31, 32]. To avoid the cross-connections between subchannels, an oversampled receiver filter bank structure with per-subcarrier FIR equalizers can restore the orthogonality of the subcarrier waveforms. This approach is followed in [33–37] and more recently with MMSE equalizers explicitly for FBMC/OQAM in [38].

The authors of this paper have worked on a low-complexity, subcarrier-wise FBMC equalizer using oversampled subcarrier signals [39, 40]. The equalizers were considered earlier for the exponential modulation type of filter banks, which are basically a generalization of the sine and cosine modulated filter banks to complex-valued signals. Nevertheless, these equalizers can readily be applied to FBMC/OQAM receivers by noting that now the filter bank is even stacked, as compared to the odd stacking of the EMFB-based system. We base the equalization in the current study on this approach because it yields good equalization performance with practical channels and subcarrier spacings of up to 100 kHz, which is more than enough for the WiMAX-like system under consideration.

The working principle is based on frequency sampling: assuming a roll-off factor of the prototype filter \( a = 1 \) or smaller, each subchannel overlaps only with the immediately neighboring subchannels. At the oversampled part of the receiver bank, before taking the real part of the subcarrier signals, the equalizer can perform equalization at a number of frequency points according to its complexity. For example, if the equalizer is a 3-tap complex FIR filter, 3 frequency points within the subchannel can be completely equalized, according to the zero-forcing (ZF) or the mean squared error (MSE) criterion. With the filter bank structure in Figure 1, all the subchannels alias to frequencies centered around DC, and a straightforward choice is to equalize at DC and at \( \pm \pi/2 \), that is, the center of the subchannel and the passband edge frequencies, respectively. Also other frequencies can be used, as well as longer filters, but the described solution is the computationally least demanding.

In the 3-tap complex FIR equalizer of subchannel \( k \) at time \( n \) with (noncausal) transfer function

\[
W_{k,n}(z) = w^{(-1)}_{k,n}z + w^{(0)}_{k,n} + w^{(1)}_{k,n}z^{-1},
\]

the filter coefficients \( w^{(d)}_{k,n}, \) with \( d = -1, 0, 1, \) can be tuned in a way that the filter achieves at the mentioned frequency points the following target values:

\[
\chi_{k,n}^{(i)} = \gamma \left( \begin{array}{c}
H_{k,n}^{(i)} \end{array} \right)^* / \left| H_{k,n}^{(i)} \right|^2 + \xi.
\]

Here, \( i \in \{0, 1, 2\} \), where \( i = 0 \) corresponds to the lower subband edge, \( i = 1 \) to the subband center, and \( i = 2 \) to the upper subband edge frequency. \( H_{k,n}^{(i)} \) is the channel frequency response in subchannel \( k \) and time \( n \) at frequency position given by \( i \), and \( \gamma \) and \( \xi \) are scaling factors. If the equalizer
applies the ZF criterion, $\xi = 0$ and $\gamma = 1$. In the MSE case, $\xi$ is the noise-to-signal power ratio and the choice of

$$\gamma = \frac{3}{\sum_{i=0}^{\infty} \left( \left| H_{k,n}^{(i)} \right|^2 \right) + \xi}$$

removes the bias of the MSE solution.

Taking into account these assumptions, the equalizer coefficients can readily be derived from the target values in (9) above as [39]

$$w_{k,n}^{(-1)} = \frac{-X_{k,n}(1-j) + 2X_{k,n}^{(1)}(1+j)}{4},$$

$$w_{k,n}^{(0)} = \frac{X_{k,n}^{(0)} + X_{k,n}^{(2)}}{2},$$

$$w_{k,n}^{(1)} = \frac{-X_{k,n}(1+j) + 2X_{k,n}^{(1)}(1-j)}{4}.$$ (11)

Furthermore, it is worth mentioning here that this equalizer can perform also limited FTD and CFO correction in addition to channel equalization, as will be discussed in the next section.

3. Pilot-Based Synchronization in FBMC

3.1. Synchronization in Spectrally Agile Radios. Traditional wireless communication systems are characterized by dedicated frequency bands and well-defined frequency channels. After analog and digital receiver front-ends, the signal contains only the transmissions allocated to that channel, which have well-controlled dynamics under the radio resource management functionalities of the wireless network.

The scarcity of frequency spectrum which can be used in wireless communications is a significant factor that has given raise to the concepts of flexible dynamic spectrum use and cognitive radio. In this context, the used frequency band is not anymore dedicated to a specific service and specific waveforms. The band cannot be expected anymore to be free of other waveforms, the utilized frequency spectrum may be noncontiguous, and the dynamics of signal power levels are not well-controlled anymore. This calls for efficient means to dynamically separate the used portions of the frequency spectrum from other portions that are considered interference. Filter banks are ideal for this purpose. It should be noted that in OFDM, the plain FFT processing does not provide effective filtering to signal elements that are not synchronized to the CP structure, and the frequency channelization selectivity has to be implemented in the analog and digital front-end.

As for the synchronization functionalities in case of spectrally agile radios, it is clear that synchronization parameter estimation cannot be implemented in time domain before major part of the selectivity is implemented and strong interferers are suppressed. As the filter bank itself can be used effectively for implementing the selectivity, the feasibility of time domain synchronization becomes questionable. Therefore, in the context of cognitive radio, there is a strong motivation to develop synchronization methods which are operating in frequency domain, utilizing the subchannel signals only. However, for compensation of coarse synchronization errors, time domain methods are still favorable. In the following discussion, it is assumed that coarse timing and frequency offsets have been compensated in time domain. The required accuracy of coarse CFO and FTD estimates is an outcome of this study.

The primary use of these methods is for channel tracking. In normal tracking mode, with continuous flow of data packets, only small CFO and FTD values are expected, and it is enough to use only the estimation algorithms in conjunction with basic time domain compensation methods and some filtering to reduce the random variations of block-wise estimates. However, in advanced packet-based radio interfaces, there can be long gaps in the packet flow, especially when the terminal is in idle mode. This may result in significant drift of the CFO and FTD values, and it is advantageous to be able to compensate significant synchronization errors right away for the first received data packet.

For initial synchronization, the developed scheme could be a part of a search procedure, where different coarse CFO and FTD values are tested until synchronization can be established.

3.2. Signal Models. In order to perform channel equalization and synchronization with the presented equalizer, it has to be fed with channel estimates that provide information about the channel state and the possible synchronization errors. In this paper, we study only the effect of a linear multipath channel with additive white Gaussian noise (AWGN), fractional time delay, and carrier frequency offset. In this scenario, the baseband signal model at the receiver input can be expressed as

$$r(t) = (s(t) \ast h(t, \tau) \ast \delta(t - T_{\text{FFD}} \cdot \tau)) e^{j2\pi(\varepsilon T)t} + \eta(t),$$ (12)

where $\ast$ represents the convolution operation, $s(t)$ is the continuous time version of (1) or (5), $h(t, \tau)$ is the time-varying transmission channel, and $\delta$ is the Dirac delta. Moreover, $T_{\text{FFD}}$ is the fractional time delay as a fraction of the signalling interval $T$, $\varepsilon$ is the CFO as a fraction of the subcarrier spacing $\Delta f$, and $\eta(t)$ is complex valued AWGN. At the receiver, $r(t)$ is sampled at $T_s = T/M$ into $r[m]$ and then passes the analyses bank. Before the subchannel processing stage (estimation and synchronization/equalization in our case), the $k$th subchannel sequence $y_{k,n}$ can be expressed as

$$y_{k,n} = [r[m] \ast f_k[m]]_{\downarrow M/2} = \sum_{i=0}^{M-1} v_{i,n} \ast f_{k,n} + \eta_{k,n},$$ (13)

where

$$q_{i,k,n} = \left[ (g_{i}[m]\ast h[n,m] \ast \delta(m - T_{\text{FFD}} \frac{T_s}{T}) e^{j2\pi(\varepsilon M)m} \ast f_k[m] \right]_{\downarrow M/2}. $$ (14)
Above, \( q_{i,k,n} \) is the subchannel-dependent 2-dimensional impulse response, including the channel effects, from subchannel \( i \) to subchannel \( k \), and (see Figure 1)

\[
v_{i,n} = \theta_{i,n} d_{i,n}. \tag{15}
\]

The discrete-time time varying channel is \( h[n,m] \), the delay \( \tau_{\text{FID}}(T/T_i) = \tau_{\text{FID}} M \) is assumed in this paper to be an integer number of samples, for simplicity, and \( M/2 \) represents the downsampling by \( M/2 \) of the preceding expression. The sampled and filtered noise is \( \eta_{i,n} \).

In an FB system with a sufficiently selective prototype filter and roll-off \( \alpha \leq 1 \), only adjacent subchannels overlap and have an effect on subchannel \( k \) of interest. This implies that the sum in (13), which is basically a 2-dimensional convolution, can be limited to run from \( i = k - 1 \) to \( i = k + 1 \):

\[
y_{k,n} = \sum_{i=k-1}^{k+1} v_{i,n} * q_{i,k,n} + \eta_{k,n}. \tag{16}
\]

This also assumes a reasonably small frequency offset \( \varepsilon_i \), in which case the overlaps with subchannels \( i = k \pm 2 \) remain limited.

### 3.3. Pilots for FBMC

In a multicarrier system with sufficient number of subcarriers, it is just intuitive to obtain information about a doubly selective (in frequency and time) transmission channel by sampling it in frequency and time directions at certain intervals. The samples are obtained by known data symbols (pilots) that are transmitted at given time and frequency locations and from which the channel information at these locations is recovered. This information is extended to cover the whole signal domain by interpolating between the pilots. In OFDM the application and exploitation of the pilots is straightforward: the channel state in subchannel \( k \) at time instant \( n \) is just the received symbol divided by the transmitted symbol (this implies ignoring the additive noise). In efficient modulated filter banks it is not that simple, as a closer look into (14) reveals. Indeed, if we first remove all the channel effects in that equation, that is, \( \tau_{\text{FID}} = 0, \varepsilon = 0, \) and \( h[n,m] = \delta[n], q_{i,k,n} \) becomes the time- and frequency invariant 2-dimensional impulse response of the TMUX, relating \( v_{i,n} \) with \( y_{k,n} \) (or equivalently \( d_{i,n} \) with the received \( k \)th subchannel signal before the operation of taking its real part, \( \tilde{y}_{k,n} \)). In this case, (16) can be expressed as

\[
y_{k,n} = \sum_{i=k-1}^{k+1} v_{i,n} q_{i,k,n-1} + \eta_{k,n} \tag{17}
\]

Equivalently, we can write

\[
\tilde{y}_{k,n} = \theta_{k,n}^* y_{k,n} \tag{19}
\]

The elements \( \eta_{k,n}^{\text{NPR}} \) and \( u_{k,n} \) within the parentheses of (19) are obtained by, respectively, taking the real and imaginary part of the summation term in (18). They can be considered interference on the desired symbol \( d_{k,n} \). Now, even in a PR TMUX, in which the real-valued term \( \eta_{k,n}^{\text{NPR}} = 0 \), the imaginary-valued interference \( j u_{k,n} \) does not add up to 0. The orthogonality is only obtained after taking the real part, that is, this interference summation has only imaginary values \([5]\). In an NPR design, \( \eta_{k,n}^{\text{NPR}} \) is a small real-valued contribution, generally well below the level of \( \eta_{k,n} \), and will be ignored from now on. Another property of the imaginary-valued interference \( j u_{k,n} \) is that it is time-varying, since it depends on the data in the adjacent channels and on the symbols preceding and following \( d_{k,n} \).

For simplicity of notation, we define the noncausal TMUX response at subchannel \( k \) and instant \( n \) as \( h_{k,n} \). It is assumed that it is normalized at \( k = 0 \) and \( n = 0 \) as \( h_{0,0} = 1 \). Table I presents the interference weights that multi-ly neighboring symbols in the case of an NPR prototype designed with the frequency sampling method in \([28]\) and with an overlapping factor \( K = 4 \). Thus, we obtain at the location \((k_0,n_0)\) of interest

\[
\tilde{y}_{k_0,n_0} = \theta_{k_0,n_0}^* y_{k_0,n_0} = d_{k_0,n_0} + j u_{k_0,n_0} + \eta_{k_0,n_0}, \tag{20}
\]
where the imaginary interference is

\[ u_{k_0,n_0} = \sum_{(k,n) \in \Omega_{k_0,n_0}} d_{k,n} \hat{\theta}_{k_0-k,n_0-n} \cdot \theta_{k_0-k,n_0-n}^\ast, \]  

(21)

with

\[ \hat{\theta}_{k,n} = \text{Im}[\theta_{k,n}^\ast] \]  

(22)

and \( \Omega_{k_0,n_0} \) is the set of subcarrier and time indices that are considered to contribute to the interference on the symbol at \((k_0,n_0)\). Without channel distortions, \( t \) and \( q \) are related as \( q_{k,n} = -t_{k,n} \).

Table 1 shows that the interference from subchannels not adjacent to the subchannel of interest have negligible effect and that in time direction the interference goes \( K \) symbols from the symbol of interest in both directions. With this design, the residual distortion on the real part is less than \( -65 \text{ dB} \) compared to the actual data.

It is clear that a pilot located at subcarrier \( k_p \) and time \( n_p \) cannot be immediately recovered even if the channel at that subcarrier is a simple complex coefficient \( H_{k_p,n_p} \) (flat fading), because the pilot information and the complex-valued, time-varying, and data-dependent interference will be mixed by the channel. In the following paragraphs we describe the method we use to handle the described complex-valued interference in order to make pilot-based channel sampling feasible and briefly point out several alternative approaches. The interested reader is referred to the cited references for detailed description of the methods. We first consider a channel with neither FTD nor CFO.

3.3.1. Auxiliary Pilots. This approach is based on an elegant idea presented in [18] utilizing an auxiliary pilot located at \( k_p, n_p \) adjacent to the pilot \( k_p, n_p \) and which cancels the interference \( u_{k_p,n_p} \) of (21). The advantage of eliminating the interference is that the pilots can be used at the receiver in a similar fashion as OFDM pilots are used; the estimate of the channel at the pilot location is

\[ \hat{H}_{k_p,n_p} = \frac{\theta_{k_p,n_p}^\ast y_{k_p,n_p}}{d_{k_p,n_p}}, \]  

(23)

assuming that the channel is constant over the whole subchannel bandwidth. The auxiliary pilot is indeed one element of the sum (21) and has to be calculated online with data transmission every time a pilot is inserted since the interference terms vary with the data. In [18], the auxiliary pilot is chosen to cancel the interference from the 8 surrounding symbols. This is a good approximation in well time-frequency localized prototype filters, such as the ones based on the isotropic orthogonal transform algorithm (IOTA) function [29]. Here we chose to include more terms in the calculation of the interference because also symbols located further away can add significant interference. The auxiliary pilot that cancels the imaginary interference can be calculated as

\[ d_{k,n} = -\frac{1}{\hat{\theta}_{k_0-k,n_0-n}} \sum_{(k,n) \in \Omega_{k_0,n_0}} \hat{\theta}_{k_0-k,n_0-n}. \]  

(24)

In typical filter bank designs it is wise to locate the auxiliary pilot immediately preceding or following the pilot, that is, \( n_a = n_p - 1 \) or \( n_a = n_p + 1 \). This way, the absolute value of the denominator \( \hat{\theta}_{k_0-k,n_0-n} \) is maximized (see Table 1) and the magnitude of the auxiliary pilot is minimized on the average, wasting less transmission energy on the pilot/auxiliary pilot pair and preventing possible strong effects on the peak-to-average-power ratio (PAPR) due to excessively strong auxiliary pilots. As an example, with the prototype filter presented above, it is sensible to use the shaded area of Table 1 for the computation of the interference and the auxiliary pilot. This leaves the residual imaginary interference below \(-38 \text{ dB} \) level with respect to the data. Further, if the auxiliary pilot is chosen to precede or succeed the pilot, then the auxiliary pilot power is on the average 3.3 dB stronger than the data surrounding the pilot/auxiliary pilot pair. Note that the use of two real-valued symbols as pilots does not mean a penalty in overhead with respect to OFDM, since there the pilot is complex-valued.

3.3.2. Alternative Pilot Techniques for Channel Estimation. The pair of real pilots (POP) [17] method also uses two consecutive OQAM subsymbols to send known pilots, in the simplest case, similar pilots. Ignoring the noise and assuming that the channel remains unchanged during both subsymbols, an equation system yields the equalizer coefficient (the same for both pilots) that restores the pilots to their original phase. Its inverse is the estimate for the channel at the positions of the POP. This method places the computational complexity on the receiver part and has the advantage that it is independent from the prototype filter design, since the interference term is not used explicitly in the equations. However, if the noise is not negligible, it will be enhanced in a random fashion, depending on the data surrounding the pilots, which makes the performance unpredictable and generally worse.

The authors of [17] present also the interference approximation method (IAM). The philosophy here is that most of the symbols surrounding the pilot in time and frequency are fixed and known at the receiver. In this case, the interference \( u_{k_p,n_p} \) can be approximatively calculated with (21), which leads to the estimate \( \hat{H}_{k_p,n_p} = \theta_{k_p,n_p}^\ast y_{k_p,n_p}/(d_{k_p,n_p} + j u_{k_p,n_p}) \). The more symbols in the shaded area of Table 1 are fixed, the better is the approximation of \( u_{k_p,n_p} \). Unfortunately, this approach leads to an unacceptable overhead if a good approximation of the interference, necessary for accurate channel estimates, is desired. Therefore, it is practical only in situations in which pilots are packed closely together, for example, in preambles, where the fixed symbols can be simultaneously utilized by nearby located pilots.

More sophisticated methods for scattered-pilot-based channel estimation in FBMC/OQAM are presented in [41]. By means of an orthonormal transformation of the data around the pilot, the imaginary-valued term can be nullled while avoiding the need of an auxiliary pilot with increased power. Nevertheless, it is still necessary to fix one of the surrounding symbols, which cannot be used for data transmission. Another approach in [41, 42] consists of iteratively
approximating \( u_{k_p,n_p} \) at the receiver with help of the demodulated data. At first, it is considered that \( u_{k_p,n_p} = 0 \), and the channel is estimated based on this assumption. The equalization and detection then yield estimates of the data surrounding the pilot, which, in turn, permit calculating a better estimate of \( u_{k_p,n_p} \). This technique converges in 3-4 iterations.

The methods presented above provide a way of sampling the time-varying frequency response of the transmission channel. The estimates required at the remaining subchannels and time-instants can be obtained by interpolating between the estimates obtained at the pilot locations. Note that for the 3-tap subcarrier equalizer presented in Section 2.2, the interpolation has to return estimates not only at the center frequencies of the subcarriers, but also at the subband edges in the middle of those frequencies. Studying how improved interpolation techniques [12] affect the FBMC channel estimation performance is an interesting research subject but goes beyond the scope of this paper.

3.4. Timing Estimation and Correction. Assuming that the coarse location of a transmission frame is obtained by other means, the effect of not synchronizing exactly with the MC symbols, hence introducing a fractional time delay, can be understood with help of (14). In the frequency domain we can write

\[
Q_{\Delta k}(e^{j\omega}) = \left[ \left( G_i(e^{j\omega})H_n(e^{j\omega})e^{-j\omega \tau_{TVD} M} \right) \right]_{M/2} \\
= \left[ \left( G_i(e^{j\omega-2\pi\tau})H_n(e^{j\omega-2\pi\tau})e^{-j\omega \tau_{TVD} M} \right) \right]_{M/2} \\
= \left[ G_i(e^{j\omega-2\pi\tau})H_n(e^{j\omega-2\pi\tau})F_k(e^{j\omega})e^{-j\omega \tau_{TVD} M} \right]_{M/2} 
\]

which shows that FTD introduces a phase term that linearly varies with the frequency. This frequency-dependent phase term destroys the orthogonality of the subchannels and causes the appearance of ICI.

For estimation purposes, let us first assume that there is neither channel distortion nor CFO present. In this case, (16) can be approximated as

\[
y_{k,n} \approx e^{-j2\pi \tau_{TVD}} \sum_{i=-k}^{k+1} v_{i,n} \ast t_{i-k,n} e^{j2\pi \tau_{TVD}((k-i)/2)} + \eta_{k,n},
\]

where the term \( e^{\pm j2\pi \tau_{TVD}((1/2))} \) at \( i = k - 1 \) and \( i = k + 1 \), respectively, causes the interference \( u_{k_p,n_p} \) not to be purely imaginary anymore (after compensation of the common phase rotation \( e^{-j2\pi \tau_{TVD}} \) and multiplication by \( \theta_{k,n}^p \)), hence causing ICI. However, from (26) it seems straightforward to estimate the FTD from a transmitted pilot at \( k_p, n_p \), allowing for some uncertainty caused by the ICI. In practice, the estimate is obtained from the phase difference between two pilots separated by \( \Delta k \) subcarriers, since the signal can have a constant random phase rotation that is eliminated when calculating the phase difference. Thus,

\[
\begin{align*}
\hat{F}_{\text{FTD}} &= \frac{\angle \left( y_{k_p,n_p} - y_{k_p+n_p,n_p} \right) - \angle \left( y_{k_p+n_p,n_p} \right) + \Delta k (\pi/2)}{2n\Delta k} \\
&= \frac{\angle \left( y_{k_p,n_p} - y_{k_p+n_p,n_p} \right) + \Delta k (\pi/2)}{2n\Delta k},
\end{align*}
\]

where \( \angle(\cdot) \) is the phase of \( \cdot \) and \( \Delta k (\pi/2) \) comes from the \( \theta_{k,n} \) that relate \( \hat{y}_{k,n} \) and \( y_{k,n} \). This result limits the carrier separation for the pilots, if unambiguous phase differences are to be calculated. The phase difference remains below \( \pi \) if \( \tau_{\text{FTD}} \Delta k < 1/2 \). For example, if pilot subcarriers are separated by \( \Delta k = 10 \), only a delay of \( \pm \lfloor M/20 \rfloor \) samples (\( \lfloor \cdot \rfloor \) rounds to the closest smaller integer) can be estimated without phase ambiguity.

The estimate can be improved by averaging techniques such as least squares linear curve fitting over all pilot pairs that are sufficiently closely placed within a frame. In case of CFO, consecutive symbols within a subcarrier are rotated with respect to each other, as will soon be discussed, forcing the averaging to be independently done over the subchannels for every MC symbol time. The CFO additionally increases the additive distortion. Finally, in presence of the transmission channel, the (flat-fading) channel coefficient within the subchannel of interest also multiplies the transmitted signal, introducing additional rotation. Since in general this rotation is different at different subcarriers, it would be expected that this method cannot be used anymore with practical transmission channels. Nevertheless, if the effect of the FTD on the phase is predominant, the phase difference introduced by the channel coefficients will add up as noise at the end. Consequently, we can consider

\[
\angle (H_{k_p+n_p,n_p}) = \angle (H_{k_p,n_p}) + 2n\Delta k \tau_{\text{FTD}} + \eta_p,
\]

where \( \eta_p \) is an additive phase term, which depends on how much the channel is correlated in frequency direction at the pilot distance. Again, averaging over a sufficient number of pilots reduces the harmful effect of this additional phase term. In general, the FTD estimation can be seen as a problem of phase slope estimation over the active subcarriers.

To compensate for the FTD, an equalizer can be designed to reverse the effect of the frequency-varying phase. The 3-tap complex FIR equalizer presented in Section 2.2 is well suited for performing this task simply by including the FTD effect on the phase of the channel estimates at the subband edges. When computing these estimates for all subcarriers and time-instants, the correct interpolation of the channel from the estimates at the pilots is not a trivial problem in the case of FTD due to the modulo \( 2\pi \) phase ambiguity. For example, if amplitude and phase are interpolated separately, in order to include the FTD estimation for compensating the phase, \( 2\pi \) hops can result in a very unsmooth 2-D channel interpolation. In our studies using very basic linear interpolation we obtained the smoothest results by first eliminating the phase slope from the center frequencies of the pilots. Then, 2-D complex interpolation to obtain the channel estimates for the data symbols both at the center and edge frequencies is performed, and finally the phase slope is
restored to the whole estimation matrix for final calculation of the equalizer coefficients.

3.5. Joint FTD and Channel Estimation Based on Iterative Interference Cancellation. The analysis above shows a clear interplay between the quality of the estimates and the presence of FTD and CFO. Therefore, it is desirable to apply the information of the estimated synchronization parameters to the estimated pilots in order to improve the quality of all the pilot-based estimates. One way to achieve this is by jointly estimating the subcarrier-wise channel coefficients and the phase slope. Here, we present a new approach that utilizes the FTD-induced linear phase slope within each pilot subcarrier. We assume a simplified signal model, where the amplitude estimation includes two parts: estimation of the complex FTD-induced linear phase slope within each pilot subcarrier.

The analysis above shows a clear result to 0, yielding

$$\Delta y_{k,n} = \frac{\theta_{k,n}^* (y_{k,n-1} - y_{k,n+1})}{2}.$$  (34)

where we define

This can be rewritten as

$$\tilde{d}_{k,n} + j\tilde{u}_{k,n} = \theta_{k,n}^* \tilde{y}_{k,n} (\psi)$$

$$= w_{k,n} \tilde{y}_{k,n} + \frac{\psi}{2} w_{k,n} \theta_{k,n}^* (y_{k,n-1} - y_{k,n+1})$$

$$= w_{k,n} \tilde{y}_{k,n} + \psi w_{k,n} \Delta y_{k,n},$$  (33)

where

Using the auxiliary pilot scheme, for the pilot symbols the ideal output is $d_{k,n}$ (the subindices $(\cdot)_p$ are ignored here for readability). Now, the channel equalization problem can be formulated as

$$\{ \hat{\psi}, \hat{w}_{k,n} \}$$

$$= \arg \min_{\psi, w_{k,n}} \left\{ \sum_{k,n \in \Omega_E} \left| d_{k,n} - (w_{k,n} \tilde{y}_{k,n} + \psi w_{k,n} \Delta y_{k,n}) \right|^2 \right\},$$  (35)

where $\Omega_E$ is the set of subcarrier symbols used in the joint estimation. The idea is to adjust $\psi$ and $w_{k,n}$ in such a way that the difference between the equalizer output and the known pilot $d_{k,n}$ is minimized in the least-squares sense. This is a nonlinear optimization problem, which can be solved for example by iterating the following two steps.

1. Assuming that the phase slope is known from the previous iteration (0 in the beginning), $\{ w_{k,n} \}$ are solved from pilots $\tilde{y}_{k,n} + \psi^{-1} \Delta y_{k,n}$. Note that here $i$ is the iteration index.

2. Assuming that $\{ w_{k,n}^i \}$ are known, the observation is a linear function of $\psi$ and the optimum $\hat{\psi}$ can easily be calculated with the derivative of the expression in brackets in (35) with respect to $\psi$ and setting the result to 0, yielding

$$\hat{\psi} = \frac{\sum_{k,n \in \Omega_E} d_{k,n} \text{Re} \left[ w_{k,n} \Delta y_{k,n} \right] - |w_k|^2 \text{Re} \left[ \tilde{y}_{k,n} \Delta y_{k,n}^* \right]}{\sum_{k,n \in \Omega_E} \left| w_k \Delta y_{k,n} \right|^2}.$$  (36)

which, from (29), yields $\hat{\tau}_{\text{FTD}} = -\hat{\psi}/\pi$. Note that $w_k$ is here the average of $w_{k,n}$ within subchannel $k$. This process converges typically in 5–10 iterations, depending on the FTD and $\Omega_E$. Moreover, the estimates $\hat{\psi}$ are quite accurate even for higher values of $\psi$, as will be seen in Section 5.

Since this method relies on iteratively canceling the ICI, it will hereafter be referred to as iterative interference cancelation (IIC) approach.
3.6. CFO Estimation and Correction. The effect of carrier frequency offset can be analyzed with help of (12), (14), and (25). We observe that before the AFB, the complex exponential that represents the frequency shift induces a linearly time-varying phase rotation of $2\pi(\epsilon/M)$ on consecutive high-rate samples. Recall that $\epsilon$ is the normalized CFO with respect to the subcarrier separation $\Delta f$. After the receiver bank and downsampling by $M/2$, the phase rotation between two consecutive symbols at rate $2/T$ is $\pi\epsilon$ radians. This leads to ISI from symbols in the same subchannel and ICI from symbols in neighboring subchannels at earlier and later time-instants (the neighboring symbols located at the same timing instant have the same phase rotation as the symbol under study, so they do not contribute to ICI, if only CFO is present). The linearly time-varying phase rotation is the property exploited in the forthcoming pilot-based CFO estimation and permits also to implement the basic compensation scheme.

A further effect of the CFO that can be deduced from (25) is that the subchannel filter at the AFB is not frequency-aligned with the corresponding subchannel filter at the SFB. This distorts the effective impulse response of the synthesis-analysis cascade by a factor

$$F_{\text{CFO}}(e^{j\omega}) = \frac{P(e^{j(2\omega/M+2\pi\epsilon/M)})}{P(e^{j2\omega/M})},$$  

where $\omega$ is the normalized angular frequency at subchannel sample rate and $P(e^{j2\omega/M})$ is the prototype filter frequency response in the filter bank design. In filter banks with linear-phase channel filters in the analysis (and synthesis) filter banks and in the zero-phase subchannel processing model, only the magnitude of the distorting frequency response is significant. The described distortion on the frequency response for the prototype filter introduced above is shown in Figure 2 for some selected CFO values.

Finally, there are some effects like aliasing effects close to the subband edges and the appearance of distortion from the subchannel located 2 subcarrier spacings away.

3.6.1. CFO Estimation. Based on the CFO effects described above, pilot-based frequency offset estimation is straightforward. If a pilot at $k_p, n_p$ is followed by another one $\Delta n$ samples later at $k_p, n_p + \Delta n$, the phase rotation between them will cover $\Delta \phi = \pi \epsilon \Delta n$ radians. This yields an estimate

$$\hat{\epsilon} = \frac{\Delta \phi}{\pi \Delta n}$$

$$= \frac{\angle(\tilde{y}_{k_p, n_p}) - \angle(\tilde{y}_{k_p, n_p + \Delta n})}{\pi \Delta n}$$

$$= \frac{\angle(y_{k_p, n_p}) - \angle(y_{k_p, n_p + \Delta n}) + \Delta n(\pi/2)}{\pi \Delta n},$$  

where $\Delta n(\pi/2)$ comes from the $\theta_{k,n}$ that relate $\tilde{y}_{k,n}$ and $y_{k,n}$.

The performance of the estimation can be improved by averaging over many pilots to reduce the effect of the distortion. For example, if pilots are all separated by the same number of samples, the following expression [43] can be used for estimating the CFO, while simultaneously weighting the subcarrier pilots according to their powers:

$$\hat{\epsilon} = \frac{\angle(\sum_{(k,n) \in \Omega_{\text{CFO}}} j^{-\Delta n} y_{k,n+\Delta n} y_{k,n}^*)}{\pi \Delta n}.$$  

This way, stronger subcarriers are favored over weaker ones. Again the subindices $(\cdot)_{p}$ indicating pilot locations are not included in the equation for readability. Here, $\Omega_{\text{CFO}}$ is the set of pilot locations used for CFO estimation. Note that the same problem of phase-ambiguity appears as in FTD estimation when $\epsilon \Delta n \geq 1$.

3.6.2. CFO Compensation. If the CFO is moderate, for example, in CFO tracking scenarios, or the subchannel signal modulation is robust, then the offset compensation can be performed sub-channel-wise, as sketched in Figure 3(a) with the multiplication by the complex exponential sequence that undoes the frequency shift: $e^{j\pi\epsilon\Delta n}$. The performance of this CFO correction on a WiMAX-like FBMC system is presented in [19], although there no other synchronization tasks are considered. The frequency shifting correction will obviously not recover the information leaked to the neighboring channel nor get rid of the distortion coming from 2 subchannels away, since the frequency shift is circular when performed at subchannel level. Further, the amplitude distortion due to the subchannel filter misalignments, depicted in Figure 2, is also ignored when shifting the signal back to its original location subchannel-wise.

It is possible, however, to compensate for this amplitude distortion in a simple way with the help of the 3-tap equalizer presented above. Similarly as with the phase slope in the presence of FTD, the low complexity equalizer can approximatively correct the amplitude distortion given by
In order to estimate and compensate the effect of CFO and FTD and the interplay between these effects shown in (14) and (25) we propose a receiver to jointly estimate and correct the channel impairments subchannel-wise. First, the pilots are recovered from the received signal and from them, the CFO is estimated and the frequency shift is reverted. Then, the synchronization block estimates the FTD and uses the obtained information when interpolating the channel between the pilots. Finally, at the equalization stage, the channel estimates at the equalization frequency points are weighted by the frequency-dependent amplitude distortion caused by the CFO (Figure 2) and the 3-tap equalizer then equalizes the signal. It is also possible to iterate this loop, since the 3-tap equalizer is able to remove a lot of distortion from the pilots, allowing for better estimates after the iteration.

4. FBMC for WiMAX

Next we describe the parameters and adjustments required for an FBMC communication system that aims to maintain a certain degree of compatibility with WiMAX specifications. We have aimed to design a system taking as much parameters from the mobile WiMAX specifications [2] and the underlying 802.16e standard [3] as possible. For our setup, we have selected the time division duplexing (TDD) specification for the 10 MHz bandwidth at sampling rate $f_s = 1/T_s = 11.2$ MHz. With a transform size $M = 1024$, the subcarrier spacing is $f_c = 10.94$ kHz. The frame duration of 5 ms allows for transmission of 47 OFDMA symbols with the cyclic prefixes permitted in the specifications. If the whole frame was to be used for a downlink (DL) transmission, FBMC could fit 53 FBMC symbols in the same time because of the absence of the CP. In a more realistic scenario including the uplink (UL) subframe, one or two FBMC symbols would have to be sacrificed for guard times between the forward and reverse links. WiMAX provides for different data configuration modes. Here, we observe two of the possible configurations: the downlink partial usage of subcarriers (DL-PUSC) and the adaptive modulation and coding (AMC23). PUSC and AMC23 use 840 and 864 active consecutive subcarriers, respectively, and have a null subcarrier at the center of the transmission band. Compared to AMC23 in OFDMA without additional filtering, if an attenuation of 40 dB outside the 10 MHz transmission band is desired, the FBMC design with the prototype filter presented above could transmit on around 50 additional subcarriers thanks to its good spectral containment. The configurations also define the size of the transmission slots and how the pilots are located within the frame. Figure 4 shows these pilot configurations for the mentioned cases. Here, each OFDMA symbol corresponds to two consecutive subcarrier samples in the FBMC model.

The auxiliary pilot scheme introduced in Section 3.3.1 can directly be applied to the AMC23 pilot configuration. However, if the auxiliary pilot is to be placed in the advantageous position preceding or succeeding the actual pilot, the proximity of the pilots in DL-PUSC poses a computational problem. As shown in Figure 5, directly allocating the pilot and auxiliary pilot fixes a previous auxiliary pilot inside the range used for calculating the complex interference needed for obtaining the auxiliary pilot of interest. If the contribution of this previous auxiliary pilot is not to be ignored, the calculation requires optimization of the auxiliary pilots over the whole burst duration, taking into account their interdependencies (basically, the first...
12 EURASIP Journal on Advances in Signal Processing

Figure 4: Pilot distribution in WiMAX (a) DL-PUSC and (b) AMC23 configurations.

Figure 5: Alternative pilot and data allocations for FBMC with DL-PUSC-like pilot pattern. P: Pilot. A: Auxiliary Pilot.

(a)

(b)

5. Simulation Setup and Results

We have tested the filter bank based multicarrier system with WiMAX-like parameters and using the synchronization and channel equalization methods that have been described above. The prototype filter is the NPR optimized design with $K = 4$ described in Section 3.3. The FBMC signal is sent through a quasistatic channel, if not indicated otherwise, modeled according to the International Telecommunication Union ITU-R Vehicular-A Channel guidelines [44]. This means, that for the duration of a transmission burst, the channel remains constant in time unless a certain mobility is indicated. In this case, the fading varies with time according to the mobile velocity. For each simulation, 3000 independent burst transmissions with independent channel realizations are performed. The estimation of the synchronization parameters and the channel state relies on scattered pilots obtained with the auxiliary pilot technique. The combined pilot/auxiliary pilot symbol is boosted on average by 4.5 dB with respect to the data. The overall channel response is obtained from the scattered channel estimates by triangulation-based linear interpolation between the pilots. It is important to note that all the processing is done subcarrier-wise, after the AFB.

Extensive results presented in [45] justify favoring the 3-tap equalizer over the single tap solution. With perfect synchronization in the Veh-A channel model, the differences are hardly visible, but in channel models with longer delay spreads and especially when correcting synchronization errors, the performance advantage of the 3-tap equalizer is overwhelming. With respect to the OFDM-based WiMAX, Figure 6 shows the BER performance in the synchronized case of FBMC and OFDM in a system with around 1000 subcarriers that transmit during a whole frame of 5 ms. The OFDM pilots are boosted by 4.5 dB with respect to the data, that is, by the same boost applied to the FBMC pilot/auxiliary pilot pair. The obtained BER curves are quite similar. The better performance of FBMC with perfect knowledge of the channel (PCI) is due to the power that goes into the OFDM CP of length $1/8$ of the OFDM symbol [2]. This advantage is almost completely used up when channel estimation takes place because in OFDM all the pilot power is used but in FBMC part of it is dedicated to the auxiliary pilot, which does not contribute to the actual estimation.
In an actual communication system there are synchronization mismatches, and a receiver has to be able to cope with the joint effect of CFO and FTD. The approach detailed above in Section 4, including the iteration of the synchronization/equalization stage, is applied. In our simulations we have concluded that the described synchronization and equalization chain plus one iteration delivers nearly all the improvement, since the differences in offset estimates with additional iterations are marginal.

The first results in Figure 7 show the BER-performance of the mentioned system with 64-QAM at $E_b/N_0 = 20$ dB in a quasistatic Vehicular-A channel. All the subcarriers are used, and the pilots are in the DL-PUSC configuration, simulating a downlink scenario. The transmitted burst consists of 4 FBMC symbols. Until otherwise mentioned, the FTD is calculated through averaging the phase differences between pilots. Figure 7(a) presents the BER results with changing CFO for two fixed FTD values, while Figure 7(b) presents the BER as a function of the FTD for two fixed CFO values. These figures show a clear improvement in performance with respect to CFO due to the CFO amplitude compensation. Further, the iteration of the synchronization and equalization stages also improves the BER, especially with respect to $\tau_{FTD}$. Because improvements in 4-QAM are not that visible (since the modulation is very robust by itself), these results are not shown here. Nevertheless, a slight improvement can still be achieved.

Next, a situation similar to an uplink is tested. The pilots are now placed according to the AMC23 configuration, as in Figure 4(b), and the user sends its data in AMC23 slots, each slot consisting of 18 consecutive subcarriers and 3 MC symbols. Within each slot there are 6 pilot/auxiliary pilot pairs, as can be seen from the figure. We have studied two sizes for the transmitted bursts: $4 \times 2$ and $16 \times 8$ slots, where the first number indicates the number of slots in frequency direction and the second number in time direction. The smaller burst includes 48 pilot/auxiliary pilot pairs, the larger one has 768. We assume that other users are separated by the required guard band and that they do not produce multiuser interference.

![Figure 7: BER performance for different synchronization options and equalization of a DL-PUSC zone consisting of 4 MC symbols within Vehicular-A channel at $E_b/N_0 = 20$ dB, 64-QAM modulation.](image)

![Figure 8: BER performance versus CFO and FTD for uplink transmission of $16 \times 8$ and $4 \times 2$ AMC23 slots in Vehicular-A channel at $E_b/N_0 = 20$ dB using 64-QAM. Different synchronization options.](image)
The following simulation results prove this by taking a closer BER, but still allowing for a certain synchronization range.

The other hand, the stronger noise is evidently worsening the ε (at around $\tau_{FTD}$) iteration.

compensation in the 3-tap equalizer and one synchronization WiMAX. FBMC Synchronization performed with CFO amplitude compensation in the 3-tap equalizer and one synchronization and estimation. We further see that the degradation that occurs when using a smaller burst size can be observed. This is due to the lower number of pilots available to perform synchronization and estimation. We further see that the range in which the synchronization is successful is much smaller than in the downlink case, but this is mainly due due to the lower number of pilots available to perform synchronization and estimation. The performance is barely of user mobility and low SNR on the smaller burst with 16 AMC23 slots and the BER results are similar to the FBMC case. The main difference is that in the CFO axis the performance degradation commences earlier. Due to the CP extension of the OFDM symbols, effectively slightly "separating" the pilots in time, the phase ambiguity appears approximately when $\epsilon = 0.14$. Further, Figure 10 shows the effects on the FBMC system of user mobility and low SNR on the smaller burst with robust subchannel modulation. The performance is barely affected at this speed and only when the CFO approaches the nonambiguity limit the difference becomes visible. On the other hand, the stronger noise is evidently worsening the BER, but still allowing for a certain synchronization range. The following simulation results prove this by taking a closer look at the estimation performance of the synchronization parameters.

The CFO estimator performance is evaluated with help of the root mean square (RMS) error with respect to the actual CFO. The RMS error of the previously presented simulation scenarios is shown for a fixed $\tau_{FTD} = 0.1(T/2)$ in Figure 11(a). The CFO estimation performance proves to be quite independent from the actual FTD, having only a minor degradation with increasing $\tau_{FTD}$, as the interested reader can verify in [45]. In the low SNR scenario, even with the small burst and with FTD present, the estimate for the frequency offset is acceptable if the CFO stays below 7% of the subcarrier spacing. Also the user with vehicular mobility can be synchronized well by the base station. The other considered cases have a low variation of the performance with increasing CFO, until the ambiguity limit is reached. Although not presented here, the RMS CFO error of $\hat{\epsilon}$ increases slightly if the synchronization procedure is iterated. Nevertheless, the estimates are still good enough for accurate synchronization within the WiMAX requirements for maximum CFO offset, specifically, ±2% of the subcarrier spacing [3].

Similar results, now for the FTD RMS estimation error at the fixed CFO $\epsilon = 0.1\Delta f$, are summarized in Figure 11(b). Here the estimation error with iteration of the synchronization part is almost overlaying with the presented results. Also the case with the AMC23 mobile at 60 km/h has been omitted for readability, since the estimation RMS error is similar to the other AMC23 results. As in the CFO case, also here the FTD error is very much independent
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referred to 4-QAM modulation. Of the CFO (see again [45]) and is almost constant within the nonambiguous estimation range, between 5 and 10 high rate samples. This error floor for the different scenarios is caused by the inherent delay the channel introduces due to the delay spread distribution. Its effect is a mild slope in the phase with respect to the subcarrier index, even in the absence of proper FTD. This mild slope is also detected by the estimation methods as part of the FTD, inducing the error floor when comparing it to the actual FTD.

Figures 11(a) and 11(b) include the RMS estimation error performance of the OFDM-based system. It can be seen that due to the higher available power boost for the OFDM pilots, the CFO estimates are better than in the FBMC system in the nonambiguous region. The FTD estimation error almost matches the error in the FBMC system because the mild slope of the inherent channel delay mentioned in the previous paragraph is detected here, too. The better CFO estimation performance does not translate into a better BER performance, as can be verified above in Figure 9.

The FTD estimation range can be extended further than the limit imposed by the frequency separation of the pilots by applying the interference minimization approach described in Section 3.5, yielding (36). The BER performance of the IIC technique for the AMC23 transmission configuration is shown in Figure 12, where the novel method is iterated 10 times. Figure 13 presents the corresponding RMS FTD estimation error. The extension into longer delay operating ranges is evident, and the BER performance for this $E_b/N_0$ achieves the same level as the conventional technique when the larger bursts are compared. However, when a mobile user transmits using small bursts, and consequently few pilots, the BER and estimation performances of the IIC approach suffer greatly. If the interference cancelation method does not perform well enough in estimating the FTD because it has not enough pilots, it can, nevertheless, be applied for a coarse estimation within a wide FTD range to pin the delay.
Synchronization iteration.

In Vehicular-A channel at iterations longer fractional time delays. Although not presented here, 5 iterations in the IIC are performed, then the BER worsens for with low SNR is also worse in this small burst case. If only 5 mobility conditions than the conventional FTD and channel estimation methods taking into account the interplay of the design of FBMC-specific synchronization and channel communication channel. More important, it enables

the performance is practically the same as with 10 iterations. to a value from where the conventional FTD estimation can take over the task.

Figure 14 presents the performance of the IIC method for AMC23 transmission of 4 × 2 slots under different channel conditions. We see that this method is more sensitive to the mobility conditions than the conventional FTD and channel estimation method (see Figure 10). The BER performance with low SNR is also worse in this small burst case. If only 5 iterations in the IIC are performed, then the BER worsens for longer fractional time delays. Although not presented here, 5 iterations suffice if the larger burst of 16 × 8 slots is sent, since the performance is practically the same as with 10 iterations.

6. Conclusions

In this contribution we proposed an integrated synchronization subsystem for filter bank based multicarrier communications. If the dimensioning of the filter bank leads to approximately flat fading subchannels, scattered pilots can be used to perform the synchronization and channel estimation tasks. Spectrally efficient filter banks with efficient implementations, such as the FBMC/OQAM transmultiplexer, can provide well-contained communication channels with high isolation to adjacent, nonsynchronous signals. However, the orthogonality conditions between subchannels for this kind of systems require special solutions in pilot design. The auxiliary pilot approach permits creating pilots that can take advantage of the basic synchronization procedures for OFDM to estimate the fractional time delay, carrier offsets, and communication channel. More important, it enables the design of FBMC-specific synchronization and channel estimation methods taking into account the interplay of the different stages involved in estimating and compensating for the distortions experienced by the signal. The utilized low-complexity subchannel-wise equalizer for filter banks can use these estimates for equalizing the channel and also to correct distortions caused by incorrect timing or frequency tuning in an efficient way. We have also presented a novel iterative interference cancelation (IIC) approach that estimates the fractional time delay and can return channel estimates by iterating an optimization routine specific to the low-complexity equalizer.

The mentioned synchronization apparatus was put to test in a 10 MHz WiMAX-like communications scenario, where the discussed tools succeed in estimating and compensating the channel distortions. Special emphasis is put on maintaining as many compatible physical layer elements with WiMAX as possible. As a matter of fact, the FBMC system can be updated to send over more subchannels and more MC symbols within the given time frame and system bandwidth, compared to the OFDM-based WiMAX, while achieving similar BER performance. For example, if a whole frame is used for downlink transmission and a 40 dB attenuation is assumed at the transmission band limits, the additional MC symbols and subcarriers in the FBMC-based system permit transmitting 16% more QAM symbols.

Clever reuse of the subchannel equalizer leads to improved BER performance, compared to basic techniques, especially for higher order modulations, for example, 64-QAM. In this case, performance degradation with significant

Figure 13: RMS error in FTD estimation versus CFO and FTD of the IIC FTD estimation method compared to classical FTD estimation. 4-QAM transmission of 4 × 2 and 16 × 8 AMC23 slots in Vehicular-A channel at $E_b/N_0 = 14$ dB. Static user. No additional synchronization iteration.

Figure 14: BER performance versus CFO and FTD of the IIC joint FTD and channel estimation method in different channel scenarios. 4-QAM transmission of 4 × 2 AMC23 slots in Vehicular-A channel at $E_b/N_0 = 5$ dB and $E_b/N_0 = 14$ dB and at different velocities, 5 and 10 iterations in the IIC technique. No additional synchronization iteration.
synchronization offsets is due to insufficient compensation by the synchronization subsystem, whereas with more robust modulations, such as 4-QAM, the bottleneck is in the estimation performance, that is, the performance after compensation is satisfactory as long as estimation is acceptable, which mainly depends on the pilot distribution. In this sense, the introduced joint FTD and channel estimation approach can outperform the conventional method under favorable channel conditions (good SNR and low mobility) allowing acceptable reception under severe FTD. In adverse conditions, it provides sufficiently good estimates for a wide range of FTD, making it suitable for coarse estimation and synchronization of robust data signals.

This can also be exploited when multiple-input multiple-output (MIMO) techniques are used to improve the throughput. The pilots of one transmit antenna have to coincide with “silence” on the other antennas to enable MIMO channel estimation similar as in the single stream case. If the pilot (including the “silent pilots”) overhead is to remain the same, as for example in the optional 2 antenna WiMAX AMC transmission [3], the density of active pilots that can be used for actual estimation of the MIMO channel diminishes. In this scenario of greater separation of active pilots, the new FTD estimation with its wider estimation range can prove itself very practical.

Some of the simulation results of Section 5 were obtained for small- and medium-sized transmission bursts. Since the FTD and CFO values are relatively slowly changing in most wireless communication scenarios, it is always possible to refine the estimates by filtering them over multiple transmission bursts to reduce the random variations of block-wise estimates.

An attractive aspect of the presented method is that it operates completely in the frequency domain, after the analysis filter bank. This is especially useful in cognitive radio scenarios, in which high spectral containment and resolution permit secondary users to exploit appearing and vanishing spectral time-frequency holes in the communications of the primary system. Processing after the AFB means that the signal has been well delimited in frequency domain.

In an uplink multiuser scenario, a base station using the presented synchronization, estimation, and equalization methods for FBMC can independently synchronize different users in different bands transmitting in an unsynchronized way, that is, with different FTDs, as long as they are separated by a guard band of at least one subchannel. The bands assigned to each user are processed subcarrier-wise and independently. It is not necessary for the users to transmit synchronously because the guard subchannel assures that the signals remain orthogonal to each other, independently of their relative timings.

A possible direction of future work is to examine the behavior of smaller filter banks in the same bandwidth, with higher subcarrier spacings. This situation poses challenges to the estimation part, since the use of scattered pilots is not that well justified when the subchannel channel is not flat fading anymore.

All in all, we conclude that FBMC can perform sufficiently well to offer an alternative to OFDM as modulation and multiple access technique, offering several advantages especially as a cognitive radio physical layer.
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Abstract—In this paper we present a method to mitigate the effects of a narrowband interference present in an adjacent subchannel of a filter bank based multicarrier (FBMC) system. For this purpose, we use the spectral shaping capabilities of a low-complexity subchannel equalizer for filter banks. With this method, over 20 dB stronger narrowband interference (NBI) power can be tolerated as compared to a system without interference mitigation. These findings are relevant when improving the throughput / spectral efficiency of an FBMC system in environments with narrowband interference.

I. INTRODUCTION

Wireless systems that use a wide bandwidth have to face difficult communication environments, e.g., frequency selective channels cause intersymbol interference that has to be equalized [1]. It is also possible that the wideband signal has to coexist with a narrowband signal that distorts part of the desired signal. Narrowband interference (NBI) may be present in a number of scenarios. For example, in ultra-wideband (UWB) systems the reason can be overlaid spectrum, i.e., a narrowband signal using the same frequencies as part of the UWB communication. Other sources may be spurious frequency due to own or nearby transceiver, or even intentional jamming. In this kind of scenario, multicarrier (MC) techniques are increasingly gaining importance because of their advantages. Among them we count robustness in case of frequency selective channels, offering the possibility of simple equalization, simple timing synchronization, as well as insensitivity to limited narrowband interference. These advantages are a good reason for applying MC techniques to more and more existing and emerging communication systems [2] and make them serious candidates for the future “Beyond 3G” mobile communication systems.

Although orthogonal frequency division multiplexing (OFDM) is the most prominent multicarrier technique, in this paper we focus on multirate filter banks (FB) in the transmultiplexer (TMUX) configuration [3]. The main characteristic of FBMC systems is that the subchannels can be designed optimally in the frequency domain, e.g., to have good spectral containment [4]. Basically, the Nyquist pulse shaping principle is used for the subchannel signals, which means that the consecutive symbol waveforms are overlapping in time.

In this paper we use a 2x oversampled complex modulated FB [5] in a frequency selective transmission channel. The adverse channel conditions are worsened by the presence of a narrowband interferer. We apply the amplitude-phase adaptive sine-modulated/cosine-modulated filter bank equalizer for TMUXs (AP-ASCET) proposed in [6] and extend its use to successfully mitigate the distortion caused on a subchannel by a NBI located at an adjacent subchannel, on the roll-off band of the desired subchannel.

Figure 1. Subchannel frequency responses for DFT and FB-based systems (16 subchannels, overlapping factor of 4, 100 % roll-off).

This research was supported by Nokia and the Academy of Finland (project Advanced Multicarrier Techniques for Wireless Communications).
The AP-ASCET is a low-complexity solution for the still somewhat immature field of equalization in the FBMC context. Because of the overlapping symbols in FBMC systems, guard intervals are not used against intersymbol interference (ISI) and some other form of channel equalization needs to be implemented. Thanks to the good spectral containment of FBs, it is sufficient to equalize each subchannel within the bandwidth of about twice the subchannel spacing using the AP-ASCET.

The paper is structured as follows. First we introduce the AP-ASCET as part of an oversampled FBMC system in TMUX configuration. Then we show how the AP-ASCET can be tuned to provide protection against a narrowband interferer. Finally we discuss these results in the conclusions of Section V. In Section IV we present our simulation setup and the results. Finally we discuss these results in the conclusions of Section V.

II. AP-ASCET IN FBMC COMMUNICATIONS

A. Filter bank structure for complex transmultiplexers

In FBMC communications, the filter banks are used in the TMUX configuration, with the synthesis bank in the transmitter and the analysis bank in the receiver. Complex filter bank structures can produce a complex baseband I/Q signal for transmission. This is suitable for FBMC systems in spectrally efficient radio communications.

We consider exponentially modulated filter banks (EMFBs), a class of complex filter banks in which the subfilters are formed by modulating a low-pass prototype filter $h_p(n)$ with an exponential sequence [5]. Exponential modulation translates the frequency response of $h_p(n)$ around a new center frequency determined by $k$. In a general form, the synthesis filters of EMFBs can be written as

$$f_k(n) = \frac{2}{M} h_p(n) \exp \left( \frac{(n+M+1)(k+1/2)}{M} \right),$$

where $n = 0,1,\ldots,N-1$ and $k = 0,1,\ldots,2M-1$. Furthermore, it is assumed that $N = 2KM$ is an even integer multiple of the number of complex subchannels $2M$. $K$ is the overlapping parameter of the transform and can be used as a design parameter since it affects on how much stopband attenuation we can achieve. The roll-off is another essential design parameter, which determines how much adjacent subchannels overlap. Typically, a roll-off of 100% can be used, in which case only the neighboring subchannels are overlapping with each other, and the overall subchannel bandwidth is twice the subchannel spacing.

The analysis filters are obtained by time-reversing the conjugate of the synthesis filters as

$$h_k(n) = f_k^*(N-1-n).$$

To obtain a correct scaling, a factor of $\frac{1}{2}$ has to be included at some point of the synthesis-analysis cascade.

The prototype filter $h_p(n)$ can be optimized in such a manner that the filter bank satisfies the perfect reconstruction (PR) condition, i.e., the analysis transform is invertible by the synthesis transform [4, 5]. In our studies we use a real-valued prototype filter of a cosine modulated filter bank (CMFB). As a matter of fact, our EMFB is implemented by a combination of CMFBs and sine modulated filter banks (SMFBs) [5], as can be seen in Figure 2, which also includes the equalization part. PR CMFBs and SMFBs can be efficiently implemented with extended lapped transforms (ELTs) [4, 5].

The relation between the synthesis filters of the $2M$-channel EMFB and the corresponding $M$-channel CMFB and SMFB with same $h_p(n)$ is

$$f_k(n) = \begin{cases} f_k^*(n) + jf_k^*(n), & k \in [0,M-1] \\ -(f_{2M-k}^*(n) - jf_{2M-k}^*(n)), & k \in [M,2M-1], \end{cases}$$

where the superscript defines the trigonometric sequence.

One additional feature of the structure of Figure 2 is that the subchannel output signals of the analysis bank are 2x oversampled. This is achieved by using the symbol rate complex (I/Q) subchannel signals, instead of the real ones that are sufficient for detection after the channel equalizer. In case of 100% roll-off or lower, non-aliased versions of the subchannel signals are obtained in the receiver. Consequently, there are full possibilities to do the channel equalization in an optimal way. In principle, if there is no aliasing of the subchannel signals in the receiver bank, perfect equalization of the distorting channel within the subchannel passband and transition band regions would completely restore the orthogonality of the subchannel signals [8].

B. Channel Equalization

A challenge in filter bank based systems is that the channel equalization is not as well understood as in the DFT-based
systems. We base our equalization approach on the concept introduced in [9] and then further developed in [10] and [6]: the AP-ASCET. It consists of a cascade of an all-pass phase correction section followed by a phase rotator and a linear-phase amplitude equalizer stage. The complexity of each stage can be defined by the user. In an FBMC system there is a trade-off between the number of subchannels within a given bandwidth and the complexity of the AP-ASCET equalization to obtain required performance.

We choose a low-complexity AP-ASCET with a second-order all-pass section, the phase rotator and a five-tap linear-phase FIR filter, as depicted in Figure 3 for a given subchannel $k$.

$$\begin{align*}
\phi_{k,i} &= \frac{\zeta_{ik} + \zeta_{ik}}{2} & a_{ik} &= \frac{1}{4}(e_{k,i} + 2e_{k,i} + e_{k,i}) \\
b_{ik} &= \pm \tan\left(\frac{\zeta_{ik} - \zeta_{ik}}{4}\right) & a_{ik} &= \frac{1}{4}(e_{k,i} - e_{k,i}) \\
b_{ik} &= \pm \tan\left(\frac{\zeta_{ik} - \zeta_{ik}}{2}\right) & a_{ik} &= \frac{1}{8}(e_{k,i} - 2e_{k,i} + e_{k,i}).
\end{align*}$$

where the +/- signs are for even/odd subchannels, respectively.

The target values can be set to fulfill the zero-forcing (ZF) criterion by inverting the estimated channel response values at the given frequency points. Other equalization criteria, such as mean squared error (MSE), can also be applied.

The AP-ASCET described above has been successfully tested in an advanced transceiver simulator including a realistic channel model, practical communication system parameters and channel coding [11], [12].

### III. NBI Mitigation

A narrowband interference is a disturbing signal that appears inside the bandwidth of the desired signal and that has a bandwidth that is only a fraction of the bandwidth of the desired signal. There has been extensive research on NBI detection and elimination. Some of them use FBs to detect and remove the subchannels affected by the interferer [7]. In this paper we study the subchannel immediately next to the one in which the NBI is located and take advantage of the spectral shaping capabilities of the AP-ASCET.

In our proposed system, the receiver first calculates the necessary AP-ASCET parameters to compensate the channel at hand. After extensive simulations, we came to the conclusion that MSE equalization performs in a more robust way than the ZF criterion. Therefore, if we estimate within a subchannel $k$ the channel frequency response as $h_{ik}$, then we want to equalize by setting the target equalizer phase and amplitude responses as

$$\zeta_{ik} = -\arg(h_{ik}) \quad e_{ik} = \frac{|h_{ik}|}{|h_{ik}|^2 + \sigma_n^2},$$

where $i = 0, 1, 2$ corresponds to the frequency points $\omega = 0, \pm\pi/2, \pm\pi$ respectively and $\sigma_n^2$ is the noise power.

![Figure 4. Adjacent subchannel NBI mitigation principle.](image-url)
subchannel $k$) and that $\epsilon_k$ is the target equalizer gain of subchannel $k$ closest to the NBI, we apply a weighting factor $w$ on $\epsilon_k$ in order to reduce the effect of the NBI on subchannel $k$. Figure 4 sketches the described situation. A straightforward choice is to weight by $w = 0$, obtaining thus a notch at that frequency point. However, depending on the NBI power, there are different weights that yield better performance, as can be seen in the following section.

IV. SIMULATION SETUP AND RESULTS

For our simulations we used the aforementioned complex modulated FB in the TMUX configuration with 64 subchannels, a roll-off factor of 100% and an overlapping factor $K = 5$, providing a stopband attenuation of around 50 dB. The FB is the core of a MC system transmitting in a 20 MHz wide channel with a delay spread of 2.5 $\mu$s according to the ITU-R Vehicular-A model. The channel is simulated over 10000 realizations and we assume perfect channel knowledge at the equalization points. The $E_b/N_0$-ratio is 17 dB, yielding an uncoded bit error ratio (BER) of around $10^{-2}$ for BPSK without NBI.

The NBI is either a continuous wave (CW) signal or a signal generated by a similar filter bank of 256 subchannels, therefore with a bandwidth of 25% of the studied subchannel bandwidth. The interferer is located at $\pi/16$, $\pi/8$ or $\pi/4$ off the passband edge ($\pi/2$ would mean the center of the jammed subchannel). We varied the NBI power to see its effect on the BER performance of the studied subchannel.

Considering the AP-ASCET, we study the effect of applying different weights to the desired equalizer gain at the passband edge, i.e., $\epsilon_k = w\epsilon_k$. The results can be seen in Figure 5, from which can be deduced that the stronger the NBI, the deeper the notch has to be in order to improve performance. However, when the NBI is weak, introducing a notch worsens the received signal. Thus, for each NBI power there is a certain optimal weighting factor.

We also tried to find a simple rule to scale the equalizer gain at the passband edge and obtained very good results if we extended (8) as follows:

$$\epsilon_k = \frac{|h_k|}{|h_k|^2 + \sigma_j^2 + \sigma_i^2},$$

where $\sigma_j$ is the NBI power defined relatively to the power of a subchannel, and it is assumed to be known. Figure 5 also includes this case, showing that it is quite close to the envelope of the BER curves providing optimal BER performance at different NBI powers.

Figure 5 a) shows the CW NBI at $\pi/16$ and b) shows a NBI with relative bandwidth of 25% at the same frequency position. Subfigures c) and d) present the results for a similar setup as in a) and b), but with the interference located at $\pi/4$. In c) we can see a case similar to a), but with $E_b/N_0 = 7$ dB. We see that the presented method works in all of these cases. It also does so in the other mentioned combinations (CW and 25% NBI at $\pi/8$). The performance lies in between the presented cases as expected, therefore it is not presented in separate figures.

Evidently, the further away the NBI is from the studied passband, the smaller its effect, but also the less influence our gain weighting method has. This means that the performance improvement possibility becomes smaller in this case.

V. CONCLUSIONS

We have presented an effective technique that permits improving the BER performance of an FBMC subchannel partially affected by narrowband interference. In the case a NBI is present, a subchannel originally unsuitable for transmission can be utilized. The BER performance improvement for this subchannel is evident from the results and can in some cases reach 20 dB. The effect on the overall BER may be rather small, but it is still worth saving the subchannel for successful transmission (in our channel setup, one subchannel means 300 kHz bandwidth). It should be noted that the implementation complexity of the proposed scheme is very low: During the channel estimation stage, the parameters of the possible NBI(s) have to be estimated and the equalizer coefficients have to be adjusted correspondingly. However, no additional processing is needed during the data detection.

It is also noticeable that the MSE-like technique from (9) gives the best overall results independent of the tested NBI type and position. Assuming that the channel affected by the interference is known, the only variable that needs to be estimated is the interferer power.

The presented narrowband interference mitigation principle and the AP-ASCET on which it builds is directly applicable to most filter bank based systems, including the novel time-frequency localization (TFL) optimized QAM/IOTA approaches presented in [13].

Further studies include a reliable form of channel estimation for FBMC systems and also a way to determine the interferer power. We are further interested in the possible combination of FB-based NBI detection and elimination methods as presented in [7] with the method proposed above, since this one concentrates on the edge effects of the interference. The technique presented in [7] can be applied to single carrier systems, including CDMA, with frequency domain NBI elimination. The method presented in this paper can also be applied to single carrier systems with frequency domain equalization.
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Figure 5. BER performance vs. signal-to-NBI ratio of a FBMC system with 2-PAM subchannel modulation and interference mitigation techniques. The bolder line represents the results for the MSE reduction applying (9). a) CW NBI at $\pi/16$, b) 25% NBI at $\pi/16$, c) CW NBI at $\pi/4$, d) 25% NBI at $\pi/4$, e) CW NBI at $\pi/16$ and $E_b/N_0 = 7$ dB.
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Abstract—In this paper we address the practical problems when dealing with synchronization and channel estimation in a filter bank based multicarrier system. We present an approach for performing timing synchronization, carrier frequency offset estimation and correction, and channel estimation based on the use of the same training sequences for all the three tasks. We show that it is possible to perform them all after the analysis filter bank at the receiver, at low sampling rate, taking advantage of the high selectivity of the subband filters. The possibility to implement the receiver baseband signal processing functionalities in frequency domain results in a very flexible overall receiver architecture, suitable for dynamic use of the frequency spectrum.

I. INTRODUCTION

The demand for ever-increasing data rates requires that emerging wireless systems make use of wider transmission bandwidths, therefore facing difficult communication environments. For example, frequency selective channels cause inter-symobl interference that has to be equalized [1]. Another challenge is that the wideband signal may have to coexist with narrowband signals that distort parts of the desired signal, e.g., because of overlaid spectrum in ultra-wideband systems, spurious spectral components due to own or nearby transceivers, or even intentional jamming. Furthermore, for efficient use of the radio spectrum, it may be interesting to use small non-contiguous portions of the frequency band in a dynamic way. Multicarrier (MC) techniques have proven to be effective in such difficult scenarios. Among their advantages in wideband communications we can count robustness in case of frequency selective channels, offering the possibility of simple equalization, simple timing synchronization, as well as insensitivity to limited narrowband interference (NBI). Further, MC systems are scalable and flexible to configure, offering a beneficial use of limited resources. Due to these advantages, MC techniques are always taken into consideration when developing emerging wideband communication systems [2].

Orthogonal frequency division multiplexing (OFDM) with cyclic prefix (CP) [2] has been so far the most prominent multicarrier technique. Because of its inherent robustness to multipath propagation and very simple equalization (one complex coefficient per subcarrier), OFDM is applied, e.g., in wireless local area network (WLAN) and digital broadcasting (DAB, DVB) standards. Multirate filter banks (FB) in the transmultiplexer (TMUX) configuration are a second choice when designing MC transmission systems [3]. There are two fundamental advantages of FBMC over OFDM, at a cost of a somewhat higher implementation complexity. First, the subchannels can be optimally designed in the frequency domain to have desired spectral containment [4]. Second, CP, which is pure redundancy that reduces throughput efficiency, is not used. Basically, the Nyquist pulse shaping principle is used for the subchannel signals, which means that the consecutive symbol waveforms are overlapping in time.

Good spectral containment is crucial for avoiding distortion from non-synchronous signals in adjacent bands. Further, the high spectral definition is desirable when performing spectral sensing, which is a basic element in the cognitive radio concept [5]. The performance of Haykin’s method of choice for radio-scene analysis, the multitaper method [6], can be well approximated using FBs with greatly reduced complexity [7].

Our research group has presented an FBMC scheme that uses a 2x oversampled analysis bank at the receiver, as can be seen in Figure 1. In order to exploit the advantages of FBMC and to avoid the higher complexity, we have proposed a solution that only uses a fraction of the subchannels that OFDM would use in a similar environment. The result is a mildly selective channel fading within the subchannels, which is then compensated by the low-complexity amplitude and phase subchannel equalizers (AP-SCE) [8]. In this paper we present how the problems of synchronization and channel estimation for the mentioned approach can be practically solved with the help of training sequences. The discussion focuses here on the downlink case, but the algorithms are equally well applicable to the uplink.

The high stopband attenuation of FB permits channel selection filtering and possible NBI suppression directly at the receiver analysis bank, without prior processing, except for the anti-aliasing filtering determined mostly by the sampling rate at the analysis filter bank input. Since the FB provides good frequency selection for the desired spectral components, it is natural to strive for an overall receiver architecture where all the baseband signal processing functions are implemented in frequency domain, i.e., after the analysis filter bank. Therefore, it is desirable to do all channel parameter estimation processing in the low rate domain, after the analysis FB. We show here how it is possible to synchronize, estimate carrier frequency offset (CFO), and calculate the coefficients needed by the AP-SCEs with subcarrier-wise processing.
The paper is structured as follows. First, we introduce the oversampled FBMC system with subcarrier-wise equalization. Then we present the training sequences and show how they are used for synchronization and channel estimation. In Section IV we present our simulation setup and the results. Finally, we discuss these results in the conclusions in Section V.

II. CHANNEL EQUALIZATION IN FBMC COMMUNICATIONS

A. Filter Bank Structure for Complex Transmultiplexers

In FBMC communications, the filter banks are used in the TMUX configuration, with the synthesis bank in the transmitter and the analysis bank in the receiver. Complex filter bank structures can produce a complex baseband I/Q signals for transmission, making them suitable for FBMC systems for spectrally efficient radio communications.

We consider exponentially modulated filter banks (EMFBs), a class of complex filter banks in which subfilters are formed by modulating an exponential sequence with a low-pass prototype impulse response $h_p(n)$ [8]. Exponential modulation translates the frequency response of $h_p(n)$ around a new center frequency determined by $k$. In a general form, the synthesis filters of EMFBs can be written as

$$f_k(n) = \sqrt{\frac{2}{M}} h_p(n) \exp\left( j \left( n + \frac{M+1}{2} \right) \left( k + \frac{1}{2} \right) \pi \right)$$

(1)

where $n = 0, 1, \ldots, N-1$ and $k = 0, 1, \ldots, 2M-1$. Furthermore, it is assumed that $N = 2KM$ is an integer multiple of the number of complex subchannels $2M$. $K$ is the overlapping parameter of the transform and can be used as a design parameter as it affects on how much stopband attenuation we can achieve. The roll-off is another essential design parameter, which determines how much adjacent subchannels overlap. Typically, a roll-off of 100 % can be used, in which case only the neighboring subchannels are overlapping with each other, and the overall subchannel bandwidth is twice the subchannel spacing.

The analysis filters are obtained by time-reversing the conjugate of the synthesis filters as

$$h_k(n) = f_k^*(N-1-n)$$

(2)

To obtain a correct scaling, a factor of $\frac{1}{2}$ has to be included at some point of the synthesis-analysis cascade.

The prototype filter $h_p(n)$ can be optimized in such a manner that the filter bank satisfies the perfect reconstruction (PR) condition, i.e., the analysis transform is invertible by the synthesis transform [4][8]. In our studies we use a real-valued prototype filter of a cosine modulated filter bank (CMFB). As a matter of fact, our EMFB is implemented by a combination of CMFBs and sine modulated filter banks (SMFBs) [8], as can be seen in Figure 1. PR CMFBs and SMFBs can be efficiently implemented with extended lapped transforms (ELTs) [4][8].

One additional feature of the structure of Figure 1 is that the subchannel output signals of the analysis bank are 2x oversampled. This is achieved by using the symbol rate complex (I/Q) subchannel signals, instead of the real ones that are sufficient for detection after the channel equalizer. In case of 100 % roll-off or lower, essentially non-aliased versions of the subchannel signals are obtained in the receiver. Consequently, there are full possibilities to do the channel equalization in an optimal way. In principle, if there is no aliasing of the subchannel signals in the receiver bank, perfect equalization of the distorting channel within the subchannel passband and transition band regions would restore the orthogonality of the subchannel signals completely [9].

B. Channel Equalization

We base our equalization approach on the concept thoroughly discussed in [8]: the AP-SCE. In that paper, also another low complexity equalizer, the 3-tap complex FIR (CFIR) SCE, was considered. In the basic equalization task, these two structures have very similar performance. However, the AP-SCE equalizer has some advantages, since it is more flexible and performs better in the phase equalization.

AP-SCE consists of a cascade of an all-pass phase correction section followed by a phase rotator and a linear-phase amplitude equalizer stage. In an FBMC system there is a trade-off between the number of subchannels used in the communications and the complexity of the AP-SCE equalization to obtain required performance. Here we choose a low-complexity AP-SCE with a second-order all-pass section, the phase rotator and a five-tap linear-phase FIR filter, as depicted in Figure 3 for a given subchannel $k$.

The subcarrier equalizers are adjusted using a frequency-sampling approach, based on estimated channel frequency response. With this AP-SCE configuration, we have enough degrees of freedom to exactly define the amplitude and the phase responses at three frequency points with each subband. The points where $\omega = 0$, $\omega = \pm \pi/2$ and $\omega = \pi$ are very convenient from the computational point of view.
If we want to obtain at these points the target phase responses $\phi_0$, $\phi_1$, and $\phi_2$, respectively, and the target amplitude responses $e_0$, $e_1$, and $e_2$, respectively, then the following values have to be selected:

$$\phi_{ik} = \frac{\phi_{ik} + \phi_{ik+1}}{2}, \quad a_{ik} = \frac{1}{8} (2e_{ik} + 4e_{ik} + 2e_{ik+1})$$

$$b_{ik} = \pm \tan \left( \frac{\phi_{ik} - \phi_{ik+1}}{4} \right), \quad a_{ik} = \pm \frac{1}{8} (2e_{ik} - 2e_{ik+1}) \quad (3)$$

$$b_{ik} = \pm \tan \left( \frac{\phi_{ik} - \phi_{ik+1}}{2} \right), \quad a_{ik} = \frac{1}{8} (e_{ik} + 4e_{ik} + 2e_{ik+1}),$$

where the $+/-$ signs are for even/odd subchannels, respectively.

The synchronization blocks at the receiver have to perform the following tasks: First the timing synchronization has to find the location of the training sequences within the stream of data. It is enough to estimate the timing with the resolution of ± half a subcarrier symbol interval; the fractional timing offset is compensated by the phase response of the subcarrier equalizers. Then the training sequences are used to calculate possible carrier frequency offsets (CFO). Finally, after the CFO has been corrected, the channel estimation block uses the training sequences to obtain the desired estimates.

### Timing Synchronization

To find the training sequence, we detect the peak of the correlation of the received subchannel streams with the training sequence at the receiver. It is important to note that here the training sequences are not anymore real valued. In an ideal case without channel, the sequences (5) will be in the real part of the received subchannel signal. The transmission channel
rotates the symbols (apart from introducing ISI) in a way that the real part does not correspond anymore to the subchannel data.

In the likely case of non-zero CFO, consecutive similar symbols will be rotated with respect to each other. For certain CFOs this can lead to situations in which the correlation of the received signal with the receiver training sequence is not having a maximum at the location of the training sequence within the data. In our experiments we have concluded that the correlation of the absolute values is effective and robust against frequency offsets. Performing the operation on the strongest 25% of the subchannels permits localizing the training sequence most of the times by finding the peak of the sum of the correlations.

\[
m_c = \arg \max_m \left( \sum_{k=k_0}^{k_f} \sum_{n=n_0}^{n_f} |d_k[n]|^2 \|r_k[n + m]|^2 \right),
\]

where \(L\) is the length of the correlation, usually the size of the transmission block, \(r_s\) is the received data in subchannel \(k\) and the superscript \(r\) indicates the receiver training sequence.

### B. Carrier Frequency Offset Estimation

The effect of a constant CFO is that the subchannel symbols have a linearly time-dependent phase rotation. If the frequency shift is measured in radians with respect to the subchannel bandwidth, a series of consecutive similar symbols will show a relative phase rotation with respect to each other equal to the frequency shift. Therefore, if the relative phases of a received sequence are known in an ideal case, the CFO can be inferred by comparing those phases with the actually received ones. In our synchronization approach we use the 1’s of the training sequences as a reference to compare the received phase differences. The estimate of the CFO is obtained after averaging over all the subchannels. Depending on the estimated CFO, the frequency shift can be corrected subchannel-wise or by tuning the local oscillator at the receiver front-end. With CFO’s greater than a certain amount, the interference from the neighboring channel grows significant and subchannel-wise frequency correction is not able to satisfactorily compensate for this.

### C. Channel Estimation

After finding the training sequences and compensating for possible CFO, the energy of the training sequence signal is located at the frequencies of interest for the AP-SCE. It is very simple and convenient to estimate the channel at these points, within each subband, with the help of a 4-point FFT. Thus, using the notation from the equalization section, we can estimate at the frequency response as follows:

\[
\hat{h}_k = \frac{1}{r_s} \sum_{n=0}^{n_f} d_k[n] e^{-j2\pi k} , k = 0, 1, 2.
\]

Here \(r_t\) is a normalization factor due to the filter bank design, the training sequence and the frequency points studied. With the PR design we use, in the even subchannels, \(r_t^e = 2, -2 + 2i\) and \(-2i\); in the odd ones, \(r_t^o = -2, -2 + 2i\) and \(2i\), for \(i = 0, 1, 2\), respectively. \(d_k\) is the received signal corresponding to the synchronized and frequency corrected training sequence. Note that the 4-point FFT is extremely simple to realize. The values obtained as described can be directly applied in (5) to obtain the AP-SCE parameters of (4).

Note that for all subchannels \(k\) which have a neighboring subchannel \(k+1\), \(\hat{h}_k^e\) and \(\hat{h}_{k+1}^o\) are channel estimates at the same frequency location. This opens the possibility to further exploit this redundancy for enhancing the estimates at these points.

### IV. Simulation Setup and Results

For our simulations we used the aforementioned complex modulated FB in the TMUX configuration with \(2M = 256\) subchannels. The prototype filter has a roll-off factor of 100% and an overlapping factor \(K = 5\), hereby achieving a stopband attenuation of around 50 dB. 168 active subchannels transmit over an almost 18 MHz wide channel modeled according to the extended ITU-R Vehicular A guidelines [10], centered at 5 GHz and with a maximum delay spread of 2.51\(\mu s\). With a sampling rate of 26.88 MHz, the subchannel bandwidth is 105 kHz. The channel is assumed to be quasi-stationary, remaining constant over the transmission of two consecutive training sequences and the data in between. The general model for the transceiver setup is shown in Figure 1. At the receiver, the AP-SCE equalizer as described in Section II.B compensates for the channel distortion. A transmission frame consists of 53 MC-symbols, which add up to slightly more than 250\(\mu s\) of duration. We have studied the cases in which out of the 53 MC-symbols, 6 or 10 are training sequence symbols (TSL = 6 or 10). The average training sequence power is boosted by 1 or 4 dB with respect to the data power (TSB = 1 or 4 dB).

#### A. Timing Synchronization Results

To assess the performance in localizing the training sequence, we performed simulations in which the CFO varies randomly with uniform distribution between \(\pm 50\%\) of the subchannel bandwidth (\(\pm 52.5\) kHz). The training sequence is embedded within a data stream on a random location, including a random fractional time delay (FTD), and the synchronization mechanism tries to locate it as described in III.A. Figure 5. shows the number of synchronization errors out of 10000 frame transmissions, with different training sequence location, CFO, and channel realization each time.
We observe the great effect of the different training sequence boosts on the synchronization performance, whereas the length of the training sequence has a lower impact, comparatively. Further, we can notice that even in the case of the ‘weaker’ training sequences, synchronization is successful in more than 85% of the cases, even at very high noise levels. As a final remark, the error floor, to which the less boosted training sequences seem to converge, represent realizations at which the CFO is very close to 50% of the subchannel BW.

B. CFO Correction

The next two figures present the effect of the subchannel-wise CFO correction on the BER performance of a 2-PAM transmission, assuming perfect timing synchronization. CFO estimation happens as described above, averaging the estimated CFO’s over all active subchannels. The performance reference (green, dashed and dotted lines) is the BER of an ideal subchannel-wise CFO compensator that has perfect knowledge of the CFO. From the figures it can be noticed that subchannel-wise CFO correction makes sense for offsets up to 10% of the subchannel bandwidth. With higher carrier offsets, the ICI is so strong that it compromises the following channel estimation and equalization stages. With higher CFOs, the compensation should be done at the local oscillator.

In the course of the simulations, we realized that the CFO is underestimated with the presented method, but by iterating the method a few times, the performance was improved to the results shown. Figure 6. presents the BER performance for the longest and strongest training sequence, while Figure 7. corresponds to the shorter and weaker version. The performance difference is considerable, suggesting that a reliable CFO estimation with the presented method requires a stronger boost for the training sequence.

Lastly, Figure 8. compares the actual CFO and the estimated CFO, at two different SNR’s, with randomly generated CFO’s at each channel realization. The training sequence is 6 MC symbols long and is boosted by 1 dB. The estimation is quite accurate for CFO’s up to approximately 25% of the subchannel bandwidth. The range, in which CFO offset is accurate, is reduced with stronger noise presence. Anyway, with the used parameters, the reliable CFO estimation range is in the order of ± 20 kHz, which is quite sufficient for practical receivers.

C. Channel Estimation

Finally, we present the performance of the whole synchronization chain, i.e., the timing synchronization, the CFO estimation and correction and the channel estimation. The simulations are performed over 5000 realizations, with 2-PAM data modulation. In these simulations, the actual CFO = 0, but it is still estimated and ‘corrected’ by the synchronization logic. This represents the steady-state operation after the outer frequency synchronization loop, affecting on the receiver front-end local oscillator, has converged. The results presented here include several small enhancements on the channel estimation: The double estimation at the subchannel edge frequencies is averaged to get a better estimate; the estimates of two consecutive training sequences are also averaged and windowing in frequency over the estimates helps at denoising them, since the neighboring estimates present quite high correlation with the used channel model.

Figure 9. shows the BER results for different training sequence choices. There are also two reference curves: (i) case with perfect channel information and synchronization and (ii) performance of the developed channel estimation method.
V. CONCLUSIONS

We have aimed to provide a complete, practical training sequence based solution for signal synchronization and channel estimation in FBMC systems. Due to the high stopband attenuation of the subchannel filters, the analysis FB at the receiver can be used for channel selection filtering, inviting to perform all synchronization processing tasks utilizing the subcarrier signals at the low sampling rate.

Here we designed training sequences that are well suited for localizing them among a stream of user data for timing synchronization. Further, they are applied for estimating the CFO, which can consequently be corrected subchannel-wise. Finally, the same training sequences permit obtaining channel estimates that are used by the low-complexity AP-SCE to perform channel equalization. With the studied training sequences we have concluded that all these operations are realizable effectively after the receiver analysis bank. The training sequence can be separated from the data even at low SNR’s and high CFO’s. Further, the CFO can be estimated quite accurately for CFO’s of up to 25% of a subchannel bandwidth. The degradation of the BER performance at 0% frequency offset with the complete synchronization and estimation logic active varies from 1 to 2 dB, depending on the training sequence parameters selected. The main reason for degradation is the inaccuracy in CFO correction.

The main result is that the considered synchronization procedures can be successfully performed at the low rate, without need of prior processing before the analysis filter bank, apart from coarse CFO compensation.

Future steps in this research include the inclusion of further practical elements in the transmission chain, such as the power amplifier. The effect of its non-linearity on the quality of the synchronization and on the signal spectrum during the boosted training sequence is a matter of crucial importance. The development from a quasi-stationary channel model to one with a mobile receiver is also a high-priority research topic.
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