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Biometric systems consist in the combination of devices, algorithms, and procedures used to recognize the individuals based on the characteristics, physical or behavioral, of their persons. These characteristics are called biometric traits.

Nowadays, biometric technologies are becoming more and more widespread, and many people use biometric systems daily. However, in some cases the procedures used for the collection of the biometric traits need the cooperation of the user, controlled environments, illuminations perceived as unpleasant, too strong, or harmful, or the contact of the body with a sensor. For these reasons, techniques for the contactless and less-constrained biometric recognition are being researched, in order to increase the usability and social acceptance of biometric systems, and increase the fields of application of biometric technologies.

In this context, the palmprint is a biometric trait whose acquisition is generally well accepted by the users. Moreover, palmprints can be captured using low-cost devices, and even in the case of elder people or manual workers. However, biometric systems based on the palmprint traditionally use contact-based acquisitions, with pegs used to constrain the position of the hand in a specific way.

For these reasons, this thesis has the objective of researching innovative methods for the contactless and less-constrained recognition of the palmprint. In particular, the researched methods allow to recognize the individuals without the contact of the hand with any surface, and a metric three-dimensional representation is used to eliminate the need for the user to place his hand in a specific position. The originality of the researched techniques allow to perform an accurate biometric recognition, with a focus on the usability, computational speed, and social acceptance of the system. Moreover, the cost of the final device is also taken into consideration. The novelty of the described method, with respect to similar methods in the literature based on contactless three-dimensional acquisitions, resides in the use of an innovative setup, which has a lower cost and captures the images faster.

In particular, innovative multiple view acquisition systems, based on CCD cameras and a led illumination, are designed in order to capture the palmprint samples, and original image processing algorithms are implemented to process the samples. Three-dimensional reconstruction techniques are used in order to achieve a metric representation of the hand, invariant to the pose and orientation. Then, pattern recognition methods are implemented in order to extract and match the distinctive features of the palmprints.

The novel methods researched in this thesis obtained a good recognition accuracy, in many cases superior to the most recent approaches in the literature. Moreover, good results were obtained regarding the computational speed, usability and social acceptance of the considered methods.
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The focus of this thesis is on the research of innovative methods for the biometric recognition of the individuals based on the characteristics of their palm. In particular, the researched methods focus on the study and implementation of original methods able to perform the recognition in a contactless and less-constrained manner.

In order to better understand the described research, an introduction to biometrics and biometric recognition is presented, then the contactless and less-constrained biometric systems are introduced, followed by an introductory state of the art on palmprint recognition. The objective of the thesis, the performed research, and the obtained results are described. To conclude, the structure of the thesis is detailed.

1.1 BIOMETRICS

Biometrics refers to the discipline that studies the measurement of bodily features typical of human beings. In particular, the term biometrics is defined by the International Organization for Standardization (ISO) as “the automated recognition of individuals based on their behavioral and biological characteristics” [1].

The main applications of biometrics are in the medical and security fields. In the medical field, biometrics can be used as a support for performing diagnoses, together with other techniques for medical analysis. In the security field, biometric measurements are used for regulating the access to restricted areas (e.g., military zones, airports, stadiums, banks), for government applications (e.g., border control, ID cards, identification of wanted people), for controlling the access to logical resources (e.g., home banking, ATMs, e-commerce, personal devices), or for forensic analyses (e.g., identification of suspects, analysis of kinships).

Biometric systems consist in the combination of devices, algorithms, and procedures used to recognize the individuals based on the characteristics of their persons, rather than using something known (e.g., a password) or something possessed (e.g., a smart-
The advantages of biometric features lay in the fact that they are distinctive of each individual, and do not risk to be forgotten (like a password), nor stolen (like a smartcard).

A biometric trait is defined as the particular characteristic of the person that is being considered in order to perform the recognition [2]. In particular, biometric traits can be physiological (biological) or behavioral: in the first case, the recognition is based on physical traits related to the body of the person, such as the fingerprint, the iris, the face, or the shape of the hand. Behavioral traits, on the other hand, are related to the actions performed by a person and include, for example, the gait, the voice, or the signature.

Moreover, biometric systems can work in two modalities: authentication and identification. In the case of a biometric system working in the authentication mode, the individual states his identity and gives his biometric trait to the biometric system, which compares the biometric trait presented to the system with the one previously stored, in order to determine if the traits match and the person is recognized. Examples of biometric systems working in the authentication mode are the systems that regulate the access to restricted areas. In a biometric system working in the identification mode, the individual does not state his identity, and the systems compares the biometric trait of the individual with all the traits stored in the database, in order to ascertain his identity. An example of a biometric system working in the identification mode is the analysis of a latent fingerprint found at a crime scene, which is compared with all the fingerprints present in the law-enforcement databases, in order to determine the identity of the person.

1.2 Contactless and Less-Constrained Biometrics

Traditionally, most biometric systems require the user to be cooperative and willing to give his trait to the sensor. In many cases, biometric acquisitions require controlled procedures, or the contact of the trait with the sensor. For example, the user must assume a certain pose, place his biometric trait in a particular place, and remain still for the duration of the biometric acquisition.

Examples of biometric traits that traditionally require constrained acquisition procedures are the face, the iris, the fingerprint, or the palmprint. In the case of a face acquisition, the user must stand still in a specified position, and with a neutral expression. The illumination conditions are controlled. Iris acquisitions are performed by placing the eye, properly open, in a specific position. An infrared illumination, often perceived as unpleasant or harmful, is used. Fingerprints are captured by touching a small sensor with the proper pressure. However, in many cases the hands can be dirty or sweaty, and the sensor can easily be dirty, which can pose a problem to the user acceptability. In fact, some people might have problems in touching a sensor that has been touched by the hands of many people. Palmprint characteristics are measured by placing the hand on a surface, where pegs are used to constrain the hand in a specific pose. Like fingerprint sensors, palmprint acquisition surfaces can be dirty. Moreover,
the presence of pegs can be a problem in the case of elder people, or people with muscular or joint problems (e.g., arthritis).

Techniques for a less-constrained biometric recognition are being researched in order to reduce or eliminate these constraints. A less-constrained recognition could result in shorter acquisition times, a greater usability, and a greater social acceptance, which in turn could lead to the use of accurate biometric traits in more applicative scenarios. For example, a less-constrained iris recognition would make possible a high recognition accuracy in surveillance applications, mobile phones, gates, etc. Similar applications can be foreseeable also in the case of contactless systems based on the fingerprint, or on the palmprint.

1.3 Palmprint Recognition: Introduction and Overview of the State of the Art

Palmprint recognition has been increasingly investigated over the past fifteen years, since it has many points in common with biometric systems based on the fingerprint trait, and the research in the field of palmprint recognition spread rapidly due to the experience maturated for the recognition of fingerprints. As fingerprints, palmprints present many distinctive features and can be used for a highly accurate biometric recognition. However, on the contrary to fingerprints, palmprint recognition can use low-cost acquisition devices, feature a greater user acceptability, and has the possibility to extract biometric samples even from elder people or manual workers. Moreover, numerous kinds of features, at different levels of details, can be extracted according to the type of acquisition used.

It is possible to divide the methods for the palmprint recognition into contact-based and contactless methods, according to the type of contact with the sensor needed to perform the acquisition. Moreover, each category can be further divided into methods based on two-dimensional samples, and methods based on three-dimensional samples.

Currently, the majority of the approaches in the literature perform the palmprint recognition by using contact-based two-dimensional acquisitions, performed by using flatbed scanners or CCD-based acquisition devices. In particular, flatbed scanners allow to implement low-cost palmprint recognition systems, while CCD-based acquisitions offer good quality samples and short acquisition times. Moreover, in order to increase the recognition accuracy, contact-based three-dimensional acquisition devices based on CCD cameras and projectors were proposed. However, they require a complex and more expensive setup.

Contact-based methods have the problem of distortion, dirt, and user acceptability. In fact, distortions are caused by the non-uniform pressure of the hand on the sensor, and at the same time dirt is accumulated after continued acquisitions. Then, user acceptability can be a problem if the people do not want to touch surfaces touched by other people, also possibly dirty with sweat.

For these reasons, contactless acquisition devices were studied. However, contactless methods might feature disadvantages such as a lower contrast, a more complex background, and non-uniform acquisition distances. Moreover, they are sensible to differ-
ences in the lighting conditions. For these reasons, three-dimensional contactless methods were described. These methods are more robust to different acquisition distances, lighting conditions, different backgrounds, noise, and spoofing attacks. However, they require more complex and more expensive setups, with respect to two-dimensional contactless methods.

1.4 NOVELTY AND OBJECTIVE OF THE THESIS

Methods for the biometric recognition based on the palmprint are being increasingly studied in the literature, since palmprints present many distinctive features and can be used for a highly accurate biometric recognition. Moreover, similarly to many hand-based biometric systems, palmprint recognition systems feature a good user acceptability, low-cost acquisition devices, and the possibility to extract biometric samples even from elder people or manual workers.

The objective of this thesis is the research of innovative methods for the contactless, less-constrained biometric recognition based on the characteristics of the palmprint. Original methods are studied in order to perform the recognition without the contact of the palm with a surface, and without the need for the user to place his hand in a specific position. In particular, three-dimensional reconstruction techniques are used in order to compute a metric representation of the palm, which is invariant to the position, distance, and orientation of the hand. By using these techniques, it is be possible to perform an accurate biometric recognition, and increase the usability, computational speed, and social acceptance of the biometric recognition systems based on the palm. Moreover, the cost of the final device is also taken into consideration.

The novelty of the described approach, with respect to the methods in the literature that perform contact-based acquisitions, reside in the fact that the researched methods do not have the problems caused by the contact of the palm with the sensor, such as distortion, dirt, sweat, or latent impressions, nor they require the back of the hand to be placed against a fixed surface. In this manner, the problem of uncomfortable positions for the acquisition of biometric data are reduced. Moreover, the absence of contact increases the usability and acceptability of the system, especially since no pegs are used. With respect to other methods in the literature that only use two-dimensional samples, the original methods researched in this thesis use the three-dimensional information in order to achieve a metric and more accurate representation of the palm, invariant to the position, orientation, and distance of the acquisition. Then, a less-constrained acquisition can be performed, with a relaxed and non-fixed position of the hand. With respect to the other methods in the literature based on a contactless three-dimensional acquisition of the palmprint, the novelty of the described approach consists in the fact that an innovative hardware acquisition setup is used, which has a lower cost and captures the images considerably faster.
The performed research started with the preliminary study of a contactless and less-constrained biometric system based on the fingerprint. The fingerprint trait was chosen because fingerprint-based biometric systems are a mature and widely used technology, and standard methods for the acquisition, preprocessing, enhancement, and matching of fingerprint samples are already available. For these reasons, it was possible to develop methods for the contactless and less-constrained recognition of the fingerprints that produce images compatible with traditional contact-based samples, in order to evaluate the performance of the methods in comparison with contact-based systems, using common biometric matching algorithms.

In particular, the researched methods for the fingerprint recognition are based on two-view acquisitions using CCD cameras, and do not require the contact of the fingerprint with a sensor or the need for the finger be placed in a specific position. The implemented methods are based on optical acquisition systems, image processing techniques, and pattern recognition algorithms. Moreover, three-dimensional reconstruction techniques were studied and applied to fingerprint acquisitions, in order to increase the accuracy of the recognition system. Then, the reconstructed models are processed using ad-hoc algorithms able to work on three-dimensional models, also to ensure the compatibility with current contact-based biometric systems.

Since similar techniques can be used to capture and process contactless fingerprint and palmprint samples, the obtained results in the field of fingerprint recognition allowed to extend the studied methods for the palmprint recognition. First, a feasibility study for a contactless palmprint recognition was performed, by researching a method based on two-view acquisitions performed at a fixed distance. The method achieved a good recognition accuracy, comparable with the accuracy of the most recent methods in the literature, without the distortions present in contact-based acquisitions, and without the need to touch any surface. However, the back of the hand needs to be placed against a fixed surface.

The obtained recognition accuracy allowed to design and implement an innovative fully contactless and less-constrained palmprint acquisition method, which does not require the contact of the palm with any surface, nor a fixed position of the hand. The method uses three-dimensional reconstruction techniques in order to achieve a metric representation of the hand, invariant to the pose and orientation. This original researched method obtained a good recognition accuracy, in many cases superior to the most recent approaches in the literature, and a good robustness to changes in the hand orientation and to differences in the environmental illumination situations.

Moreover, other biometric aspects were considered and evaluated, in order to estimate the feasibility of the innovative researched method for large-scale biometric recognition scenarios. In particular, good results were obtained in the evaluation of the aspects related to the usability and social acceptance of the researched method. Moreover, other aspects related to the computational speed, cost, interoperability, security, and privacy were considered and discussed.
1.6 STRUCTURE OF THE THESIS

The thesis is structured as follows:

- Chapter 2: contains an introduction to the biometric recognition, the biometric modalities, and the general structure of the biometric systems. A survey of the main biometric traits is presented, and the methodologies used for the evaluation of biometric systems are described. The research trends in biometric recognition are also presented.

- Chapter 3: presents an introduction to less-constrained biometric systems, then a survey of the research in the field of contactless and less-constrained recognition is proposed. First, the methods that perform the contactless recognition of biometric traits traditionally captured using contact-based sensors are presented. Then, less-constrained techniques for the biometric recognition using traits traditionally captured using contactless acquisitions are described.

- Chapter 4: provides an overview of the state of the art in the field of palmprint recognition. First, an introduction to palmprint recognition, including the main characteristics and its applications, is presented. Then, the contact-based and contactless palmprint recognition systems are reviewed. The methods are divided into methods based on two-dimensional samples and methods based on three-dimensional samples. A review of the methods for the quality estimation and the classification of palmprints is also presented.

- Chapter 5: contains the descriptions of the original researched methods. First, a feasibility study for a contactless palmprint recognition based on acquisitions at a fixed distance, which require the back of the hand to be placed against a fixed surface, is described. Then, the design and implementation of the innovative fully contactless and less-constrained methods, based on acquisitions with uncontrolled distance, are described.

- Chapter 6: presents the experimental results related to the described methods. The collections of the datasets and the used parameters are described, then the accuracy, robustness, computational speed, cost, interoperability, usability, social acceptance, security, and privacy are evaluated, in order to assess the feasibility of the considered innovative methods.

- Chapter 7: summarizes the work and the obtained results, the originality of the contribution, then presents a series of possible future works.

- Appendix A: contains the list of publications in which some of the ideas and significant results present in this thesis were published.
This chapter presents an overview of biometric systems, in order to better contextualize the technology described in the presented work. The principles of biometric recognition, their general structure and their basic functioning methods are introduced, and the most used biometric traits are described. Then, the methods used for evaluating the biometric systems are detailed. To conclude the chapter, the current research trends in the field of biometric recognition are discussed.

2.1 INTRODUCTION TO BIOMETRIC RECOGNITION

Biometrics refers to the discipline that studies the measurement of bodily features typical of human beings. As defined by the International Organization for Standardization, biometrics is “the automated recognition of individuals based on their behavioral and biological characteristics” [1].

Nowadays, biometric systems are becoming more and more widespread, and the costs for their deployment are decreasing. For these reasons, the market of biometric technologies is showing a positive increase in size [3]. In particular, the biometric market reached in 2011 an amount of 5 billion dollars, and forecasts indicate it will reach 12 billion dollars in 2015 [4].

The main applications of biometrics are in the medical and security fields. In the medical field, biometrics can be a support for performing diagnoses, together with other techniques for medical analysis. In the security field, biometric measurement is used for regulating the access to restricted areas (e.g., military zones, airports, stadiums, banks), for government applications (e.g., border control, ID cards, identification of wanted people), for controlling the access to logical resources (e.g., home banking, ATMs, e-commerce, personal devices), or for forensic analyses (e.g., identification of suspects, analysis of kinships) [2].
Then, biometric systems for security applications consist in the combination of devices, procedures, and algorithms used to recognize the individuals based on their bodily features, rather than using something known (e.g., a password) or something possessed (e.g., a smartcard). For example, the details of the fingerprint, the face, or the shape of the hand can be used to determine the identity of a person and regulate the access to restricted services, instead of requiring to type a password (e.g., for accessing a video terminal) or to scan a magnetic card (e.g., for withdrawing money from an ATM). The advantages of biometric features lay in the fact that they do not risk to be forgotten nor stolen, and they are typical of each individual. In this way, it is increased the confidence that the person to be recognized is actually who he claims to be.

A biometric trait consists in the particular characteristic that is measured. Biometric traits can be physiological or behavioral: in the first case, the recognition is based on physical traits related to the body of the person, such as the fingerprint, the iris, the face, or the shape of the hand. Behavioral traits are related to the actions performed by a person, which include the gait, the voice, or the signature.

Nowadays, a multitude of biometric systems is used, with different traits and technologies chosen according to factors such as accuracy, speed, cost, usability, and privacy risks. The choice of the biometric system to be used in a specific operational scenario must consider these different factors. For example, in an environment where high-security is needed (e.g., a military structure), the recognition performance of the system must be as high as possible, and speed and privacy can be sacrificed if needed. On the other hand, a biometric system installed in a low-security environment (e.g., an amusement park) must put the focus on a high speed, a low invasiveness, and low privacy risks.

2.2 STRUCTURE OF BIOMETRIC SYSTEMS

Biometric recognition consists in the procedures used for comparing the biometric traits of the individuals, in order to compute their similarity and determine if they belong to the same person or not. In particular, the recognition process performed by the biometric systems can be divided in five modules:

1. **Acquisition**: based on the used biometric trait, a specific sensor is used to capture the trait belonging to the user. The captured trait can be an image, an audio sample, or a frame sequence. The trait captured by the sensor is called the “sample”.

2. **Segmentation**: the region of the sample containing the biometric information is isolated. For example, in the case of an image of an iris acquisition, the background and occlusions are eliminated, and only the iris region is considered.

3. **Feature extraction**: an abstract representation of the biometric trait (the “template”) is computed. The template is more suited to be stored in a database and processed by an automatic information processing system. Templates can be strings of bit, coordinates of particular points in the image, images, signals, or algebraic functions.
4. **Identity matching**: the template is compared with one or more templates present in the database. The database can be centralized or also, for authentication modalities, stored on a device possessed by the user. The result of the identity matching step is a “match score”, which measure the similarity of the templates.

5. **Decision**: the match score is used to produce the final decision of the biometric system. In most cases, a threshold on the matchscore value is used in order to transform the match score into a boolean decision, which determines if the compared templates belong to the same individual.

In particular, biometric systems can work in two modalities: authentication and identification. In the case of a biometric system working in the authentication mode, the individual states his identity (for example, by showing an ID card) and gives his biometric trait to the biometric system that regulates the access (for example, by placing his fingerprint on the sensor), which captures the corresponding sample. Then, a template is computed using the captured sample, and a biometric matching algorithm is used to compare the template with the template previously stored in the database, corresponding to the presented identity. The system realizes a 1 : 1 matching between the identities, and grants the access based on a thresholding operation on the resulting match score. A biometric system working in authentication mode can be included in any system that regulates the access to a sensitive resource, such as an ATM, a personal device, or the entrance to a restricted area.

In a biometric system working in the identification mode, the individual does not state his identity, and the systems performs a 1 : N matching, by comparing the template computed from the biometric trait presented (or extracted from) the individual with all the templates stored in the database. Then, the identity of the individual associated to the most similar template, based on the resulting match scores, is extracted. The identification modality is typical of biometric systems present in law-enforcement installments, such as the Automated Fingerprint Identification Systems (AFIS). In the case of the AFIS, for example, a particular fingerprint extracted from a crime scene must be compared with every fingerprint present in the database, in order to obtain the identity of the associated individual.

In most cases, in order to refer to the process of biometric matching, and where there is not the need to make a distinction between the authentication and identification modes, the general term “recognition” is used.

Both biometric systems functioning in the authentication and identification modality require an enrollment step, in which a template is computed using the biometric trait of the user, and then stored in the database of the system, together with the associated identity. A graphical representation of the enrollment step is shown in Fig. 2.1. A biometric system working in authentication mode is shown in Fig. 2.2, while the identification mode is shown in Fig. 2.3.
Figure 2.1: Schema of the enrollment step in a biometric system.

Figure 2.2: Schema of a biometric system working in the authentication mode.

Figure 2.3: Schema of a biometric system working in the identification mode.

2.3 BIOMETRIC TRAITS

Biometric traits can be divided in physiological and behavioral traits. Physiological traits refer to features physically possessed by the body of the person to be recognized. Examples of physiological traits include the fingerprint [14, 15], the palmprint [16], the iris [17, 18], the face [19], the hand geometry [20], the vein pattern of the hand (or palm vein) [21], the shape of the ear [22], the DNA [23], and the ECG [24] (Fig. 2.4). Behavioral traits are related to the actions undertaken by the person in order to be rec-
2.3 Biometric Traits

Figure 2.4: Examples of physiological biometric traits: (a) fingerprint [5]; (b) palmprint [6]; (c) iris [7]; (d) face [8]; (e) DNA [9]; (f) hand geometry [10]; (g) vein pattern of the hand [11]; (h) shape of the ear [12]; (i) ECG [13].

Figure 2.5: Examples of behavioral biometric traits: (a) voice [29]; (b) gait [30]; (c) signature [31]; (d) keystroke [32].

The use of innovative biometric traits for recognition purposes is constantly being investigated, in order to improve the performance, speed, cost, or reduce the privacy risks. However, in order to be used for recognition purposes, a biometric trait must possess certain characteristics [33]:

- **Universality**: the biometric trait should be possessed by everyone;
- **Distinctiveness**: the biometric trait should be able to distinguish the individuals;
- **Permanence**: the biometric trait should not change over a period of time;
- **Collectability**: it should be possible to measure quantitatively the biometric trait.

Moreover, other important characteristics are to be considered in order to use the biometric trait in a biometric system for practical purposes:
Performance: it refers to the accuracy and speed that can be obtained by using the biometric trait;

Acceptability: it refers to how much people are willing to give their biometric traits in order to be recognized;

Circumvention: it refers to the difficulty to hack the biometric system in order to gain unauthorized access.

Biometric traits can also be divided in hard and soft biometric traits. The first category includes the aforementioned traits, which have the features of distinctiveness and permanence. Soft biometric traits, on the other hand, have a low distinctiveness or a low permanence of the trait. This kind of traits cannot be used to recognize individuals with a sufficient confidence over a period of time, but can be used for low security environments or for situations where an individual must only be recognized for a short period of time. Moreover, these traits usually present a low invasiveness and can be combined in order to increase the performance of the biometric system.

Soft biometric traits can be either continuous or discrete. Continuous soft biometric traits include the height, weight, and measurement of the size of body parts in general. Discrete biometric traits are the gender, race, eye color, and also the color of the clothes.

Today, biometric systems based on the fingerprint (Fig. 2.6) are the most widespread. In fact, they present limited costs (fingerprint sensors can even be placed on laptops or on USB pen drives, as shown in Fig. 2.6b), and good performances. Moreover, they are not considered too invasive by the majority of people. Due to their good accuracy and speed, biometric systems based on the fingerprint trait can be used both for authentication and for identification purposes. Typical biometric systems based on the fingerprints are used for access control (Fig. 2.7a) and for forensic applications (Fig. 2.7b). Centralized fingerprint databases are present in many countries for large scale identification of fingerprints. The analysis of the fingerprint features can be performed in three levels, according to the resolution of the imaging device. In particular, the Level 1 analysis extracts the features related to the ridge flow, orientation, frequency, and...
Biometric systems based on the iris (Fig. 2.9) are being increasingly used, especially in the situations where a high recognition accuracy and a high speed are required, such as border control stations and airports. Iris-based systems, in fact, present the highest accuracy among other biometric traits (except DNA), and the identification procedure is very fast, allowing to perform a real-time identification over a large-scale database. However, biometric systems based on the iris have high costs, and can be perceived as invasive. The acquisition procedure, in fact, requires the user to place his open eye near an IR illumination. One of the most used iris recognition algorithms is based on the IrisCode [17], a bit string representation of the random pattern typical of the iris (Fig. 2.10).

Face recognition systems (Fig. 2.11) are a widely studied type of biometric system. These kind of systems, in fact, offer a low invasiveness since people recognize them-
Figure 2.9: Examples of iris acquisition sensors: (a) fixed sensor [48]; (b) portable sensor [49].

Figure 2.10: Example of a segmented iris image and the corresponding IrisCode [17].

selves naturally by looking at each other’s face. Moreover, the acquisition of the face samples is performed contactless by using cameras. For this reason, face recognition systems can be used in surveillance applications, to recognized people at a distance, and in unconstrained scenarios. However, biometric systems based on face recognition do not possess the same accuracy as the systems based on the fingerprint or the iris, since they are greatly influenced by differences in pose, illumination, facial expressions, occlusions (e.g., hat, glasses, etc.) and by the change of physical attributes over time (e.g., beard, hair). The algorithms used for face recognition can use techniques based on transformation or based on the definition of attributes [19].

Systems based on hand geometry (Fig. 2.12), while characterized by a low accuracy, have a very low invasiveness and are very much accepted by the users. Moreover, a biometric system based on hand geometry can be realized with low hardware costs [20]. Then, biometric systems that use the hand geometry can be used positively in situations where a high recognition accuracy is not needed. Some methods described in the literature focus especially on the recognition based on the finger shape [52, 53, 54, 55] or the finger knuckle [56, 57].

Other biometric recognition systems based on the features of the hand, such as the palmprint [16] (Fig. 2.13) or the vein pattern of the hand [21] (Fig. 2.14) also possess a low invasiveness and are positively accepted by the users. These systems usu-
ally present a higher accuracy with respect to the systems based only on geometric measures of the hand. Biometric systems based on palmprint can use optical sensors (Fig. 2.13a), low-cost flatbed scanners (Fig. 2.13b) or CCD-based devices (Fig. 2.13c). However, some systems based on the vein pattern use an infrared camera, which can raise the costs of the biometric system.

Biometric systems based on the DNA [23] are the most accurate mean of performing the recognition of an individual. However, the procedure is extremely expensive and time consuming. Moreover, by using DNA it is not possible to discern identical twins.

In the literature, some works describe also the use of the ear shape to perform a biometric recognition [22] (Fig. 2.15). In particular, the shape of the ear can be acquired in a contactless manner, and even at long distances.

Systems based on retinal scans are also present in the literature [63], and perform the biometric recognition by acquiring the pattern of veins present in the back region of the eye.

Facial thermography is a technology based on the acquisition of the vein pattern on the face of the individual. In most cases, an infrared camera is used. The recognition algorithms are similar in most aspects to the ones used in face recognition systems [64].
Behavioral traits, like the voice [25], the gait [26], the signature [27], and the keystroke [28] are usually well-accepted by the users, also because they can be partially altered to prevent recognition (e.g., a person can change the way he walks or talks), or even hidden (e.g., a person can refuse to speak or to sign). However, they present a lower recognition accuracy.

Similarly, soft biometric traits do not allow to perform the univocal recognition of an individual [35], but they can be used in the case of a very limited number of users, or to perform a preliminary screening of a large database, in order to save time by
performing a lesser number of hard biometric comparisons. Moreover, soft biometric traits can be used for an unobtrusive, continuous authentication \[65\] (e.g., it is possible to monitor the user in front of a terminal by simply checking his clothes).

In order to increase the biometric recognition accuracy, multimodal or multibiometric systems can be obtained by combining the information of multiple biometric traits, multiple samples, or different recognition algorithms \[34, 66, 67, 68\]. Multibiometric systems can combine multiple hard biometric traits (e.g., iris and face) in situations where a very high security is critical, or can combine multiple low-accuracy traits (e.g., height and weight) in order to obtain a low-invasiveness system with an increased accuracy.

An overview of the characteristics of the main biometric traits is presented in Table 2.1.
2.4 EVALUATION OF BIOMETRIC SYSTEMS

Biometric systems can be evaluated by considering a multitude of different aspects, such as accuracy, speed, usability, cost, privacy, social acceptance, scalability, interoperability, and security (Fig. 2.16). The methods used for evaluating the different aspects belong to numerous different fields, ranging from engineering and computer science, to social sciences and economics.

In this section, the different aspects used for the evaluation of biometric systems are described, along with the different used strategies. A particular focus is placed on the methods for accuracy and privacy evaluation.

2.4.1 EVALUATION ASPECTS

Usually, accuracy metrics are the most important mean of evaluating biometric systems, and they are always used as a measure of every biometric method. However, an efficient trade-off of all the aspects is necessary in order to create a successful biometric technology. Nine different aspects can be considered:

- **Accuracy**: measures the ability of the biometric system to discriminate the individuals based on biometric trait used. Accuracy measures are described in more detail in Section 2.4.3.

- **Speed**: measures the amount of time needed to perform the enrollment, the authentication, or the identification processes. Speed is particularly important in the case of identification processes. Moreover, it is necessary to consider separately the time needed by the different steps of the biometric system. For example, a long acquisition time could result in a less usable system.
• **Usability**: measures how easy the system is to use, and how much easily people learn to use it. The usability is influenced by the acquisition time, and by the number of incorrectly captured samples. However, social and personal factors could influence the usability of the system, and surveys are often used for a better evaluation [69].

• **Cost**: measures the cost of the design, the development of the hardware system, and the implementation of the recognition algorithms. Expensive biometric systems usually have better performances with respect to cheaper ones, but a limited cost can favor a widespread diffusion of the systems.

• **Privacy**: measures the possibility that the biometric trait is stolen or misused by the biometric system. Since biometric traits cannot be changed, a biometric system must enact efficient ways to protect personal data. Privacy considerations related to biometric systems are described in more detail in Section 2.4.4.

• **Social acceptance**: refers to how the system is perceived by the users. The measure can be related to the public knowledge about the performance of the system, to the perceived privacy risks, to its invasiveness, and to its usability. Personal factors can also play an important role in determining the social acceptance of a biometric system (e.g., some people do not like to touch biometric sensors) [70].

• **Scalability**: measures the ability of the system to function efficiently as the number of enrolled users, or the number of queries to the central biometric database, increases. This aspect can be related to the chosen hardware architecture (e.g., CPU frequency, hard drive speed, network bandwidth), to the software implementation of the biometric recognition algorithms, or to the ability of the recognition algorithms to function with more templates (e.g., amount of time needed for one comparison).

• **Interoperability**: it refers to the compatibility of different biometric systems based on the same biometric trait. It can be influenced by the different types and qualities of the biometric sample (e.g., a low-cost device will produce a sample different from a high-end device), by the data format used for storing the templates, by the measure of similarity used as the output of the matching process, etc. In order to overcome this problem, biometric standards are used [71].

• **Security**: measures how much the system is robust to attacks. In particular, the robustness to fake biometric traits must be investigated in order to design an efficient biometric system. Moreover, the robustness of the computer architecture and the network infrastructure to attacks, and the robustness of processing software to malicious software must be taken into consideration.

### 2.4.2 Evaluation Strategies

Different evaluation strategies can be used to assess the performances and usability of the biometric systems at different stages of their design and implementation. In
particular, it is possible to divide the evaluation strategies in technology evaluations, scenario evaluations, and operational evaluations. These strategies are characterized by an increasing number of uncontrolled variables:

- **Technology evaluations**: this kind of procedure has the purpose of evaluating the performance of the biometric system, in order to measure how accurate the system is. Usually, technology evaluations are performed on standard databases of biometric samples, which are made public in order to provide a common ground for the comparison of the performances of different recognition algorithms. An example of technology evaluation is the ICB Competition on Iris Recognition [72].

- **Scenario evaluations**: consider the application of the biometric technology in a particular applicative context. In a scenario evaluation, different biometric technologies are tested in a particular applicative context. For example, biometric systems based on the iris, or on the fingerprint can be tested for the realization of a fast, accurate, access control system to critical areas. Scenario evaluations are performed using the different biometric traits from the same individuals, and usually a large number of samples is collected in order to have statistically significant results. An example of a scenario evaluation is the UK Biometric Product Testing [73]. However, scenario evaluations can be difficult to repeat completely.

- **Operational evaluations**: these evaluations are performed using the chosen biometric system operating in the real applicative scenario, and considering the real users (every user, or a subset) that will be using the biometric system. Operational evaluations are not used to measure the performance of the biometric system, but to analyze the impact on the workflow caused by the introduction of the biometric system, and the possible advantages and disadvantages. Operational evaluations are often difficult or impossible to repeat.

The three different evaluation strategies should be performed in sequence in order to successfully pass from the design phase to the actual installation of the biometric system. First, the technology evaluation should be performed in order to ensure that the biometric system has sufficient performances. Then, the scenario evaluation must be used to determine the best biometric technology for a particular situation. In the end, the operational evaluation permits to analyze the economic impacts and generate the business reports necessary for potential installations.

### 2.4.3 Accuracy Evaluation

In the literature, common figures of merit in the form of standard indexes [33] are used in order to measure the accuracy of a biometric system. These indexes can be used to describe the performance of a biometric system in a synthetic way, and to compare the results obtained by different methods. Standard databases of biometric samples are often used in order to produce results, described by indexes, that can be easily compared with other results obtained on the same database [74].

In this section, $B_{ij}$ is used to describe the $j$–th biometric sample pertaining to the $i$–th individual, $T_{ij}$ indicates the corresponding biometric template, $n_i$ describes the
number of templates available for individual i, N indicates the number of enrolled identities, and $M(\cdot)$ represents the biometric matching function.

Matching functions can be symmetrical or asymmetrical. In particular, in symmetrical matching functions the following equation is respected:

$$M(T_{ij}, T_{kl}) = M(T_{kl}, T_{ij}) \quad (ij) \neq (kl),$$

where $M(\cdot)$ represents the matching function. In the case of asymmetrical matching functions:

$$M(T_{ij}, T_{kl}) \neq M(T_{kl}, T_{ij}) \quad (ij) \neq (kl).$$

In the literature, some accuracy measures are valid only for symmetrical matching functions [75]. However, the procedures for the accuracy evaluation described here are usable on both symmetrical and asymmetrical matching functions [76, 77].

Accuracy evaluation procedures are usually used to describe the performance of biometric systems by considering the results of the enrollment step, the identity matching step, and the decision module.

### 2.4.3.1 Enrollment Step

In this step, the index $\text{REJ}_{\text{ENROLL}}$ describes the number of errors that prevent the creation and storage of a biometric template $T_{ij}$, using the sample $B_{ij}$. Possible errors can be caused by failures in the acquisition process, timeouts (the algorithms exceeds the maximum allowed time), or crashes.

In particular, the Failure to Accept Rate (FTAR) is used to describe the expected proportion of enrollment tries for which it is not possible to generate a sample with sufficient quality. Moreover, the Failure to Enroll Rate (FER) describes the expected percentage of the population for which it is not possible to generate a repeatable template [14].

### 2.4.3.2 Identity Matching Step

The procedure used to evaluate the biometric system in the identity matching step, using symmetrical matching functions, is based on matching each template $T_{ij}$, with the samples $B_{ik}$, with $j < k \leq n_i$. The resulting match scores are stored in the genuine match score matrix $\text{gms}_{ijk}$, where the term “genuine” is used to refer to matching scores obtained by matching identities pertaining to the same individual $i$. Then, a genuine match score matrix is computed for each individual $i$ (Fig. 2.17a). The matrix is square, and since it is symmetrical, only the upper triangular matrix is computed.

In the case of asymmetrical matching functions, the match scores are computed by matching each template $T_{ij}$, with the samples $B_{ik}$, with $k \neq j$. For each individual, the matrix $\text{gms}_{ijk}$ is computed. The resulting matrices are square but not symmetrical (Fig. 2.17b).
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Figure 2.17: Matrices of genuine matching scores $gms_{ijk}$ in the case of symmetrical and asymmetrical matching functions: (a) $gms_{ijk}$ for symmetrical matching functions; (b) $gms_{ijk}$ for asymmetrical matching functions.

It is possible to define the number of genuine recognition attempts (NGRA), in the case of symmetrical matching functions, as:

$$NGRA_{symmetric} = \frac{1}{2} \sum_{i=1}^{N} n_i(n_i - 1) , \quad (2.3)$$

assuming $REJ_{ENROLL} = 0$.

In the case of asymmetrical matching functions, and $REJ_{ENROLL} = 0$, the NGRA is defined as:

$$NGRA_{asymmetric} = \sum_{i=1}^{N} n_i(n_i - 1) . \quad (2.4)$$

Then, it is necessary to consider the match scores relative to impostor comparisons, which are the comparison of templates pertaining to different individuals. In the case of symmetrical matching functions, each template $T_{i1}$, relative to individual $i$, is matched against the first sample of the other different individuals $B_{k1}$, with $i < k \leq N$. The resulting match scores are stored in the impostor match score matrix $ims_{i1k}$, which is square and upper triangular (Fig. 2.18a).

In the case of asymmetrical matching functions, each template $T_{i1}$ is matched against the first sample of the other different individuals $B_{k1}$, with $i \neq k$. The resulting match scores are stored in the impostor match score matrix $ims_{i1k}$, which is square but not triangular (Fig. 2.18b).
Figure 2.18: Matrices of impostor matching scores $i_{ms_{lk}}$ in the case of symmetrical and asymmetrical matching functions: (a) $i_{ms_{lk}}$ for symmetrical matching functions; (b) $i_{ms_{lk}}$ for asymmetrical matching functions.

The number of impostor recognition attempts (NIRA) in the case of symmetrical matching functions, assuming $REJ_{ENROLL} = 0$, is defined as:

$$NIRA_{symmetric} = \frac{1}{2} N(N-1). \quad (2.5)$$

In the case of asymmetrical matching functions, and assuming $REJ_{ENROLL} = 0$, the NIRA is defined as:

$$NIRA_{asymmetric} = N(N-1). \quad (2.6)$$

During the identity matching step there is the possibility of errors due to fails (the biometric sample cannot be processed), timeouts (the algorithms exceeds the maximum allowed time), or crashes (the algorithm crashes). These events result in missing values in the matrices $g_{ms_{ijk}}$ and $i_{ms_{lk}}$, and they are respectively accumulated in the variables $REJ_{NGRA}$ and $REJ_{NIRA}$.

2.4.3.3 DECISION MODULE

The computed values, relative to both genuine and impostor identity comparisons, can be used to determine the aggregate indexes that describe the accuracy of the biometric system. The accuracy indexes are computed by considering biometric systems that have multiple templates or permit multiple recognition attempts, and considering each match score as comparison of a single submitted sample against a single enrolled template.

In particular, the most important indexes are the False Match Rate (FMR(t)) and the False Non-Match Rate (FNMR(t)), and they are functions of the threshold value $t$ used in the decision module. The threshold is used to classify each match score as the result of a comparison of identities pertaining to the same individual, or to different individuals.

In particular, the FMR describes the expected probability that a sample will be incorrectly declared to match a template pertaining to a different individual (false positive),
while the FNMR describes the expected probability that a sample will be incorrectly declared not to match a template pertaining to the same individual (false negative).

The FMR and FNMR are computed by classifying each match score in $\text{ims}_{ik}$ and $\text{gms}_{ijk}$ with the values of the threshold ranging from 0 to 1, where 0 corresponds to the minimum possible similarity between the template and the sample, and 1 corresponds to the maximum possible similarity between the template and the sample.

The FMR and FNMR are defined as [14]:

$$FMR(t) = \frac{\text{card}(\text{ims}_{ik}|\text{ims}_{ik} \geq t)}{\text{NIRA}}$$

$$\text{FNMR}(t) = \frac{\text{card}(\text{gms}_{ijk}|\text{gms}_{ijk} < t)}{\text{NGRA}} + \text{REJ}_{\text{NGRA}} ,$$

where $\text{card}(\cdot)$ represent the cardinality of the set. To summarize the FMR and FNMR values, in the literature it is often used the EER value, corresponding to the threshold value $t$ for which $FMR(t) = \text{FNMR}(t)$.

The resulting FMR and FNMR values are usually visualized in a synthetic way by using two error plots, the Receiver Operating Curve (ROC) and the Detection Error Tradeoff (DET). Linear or logarithmic axes can used for visualization purposes.

The ROC curve shows the percentage of false negatives as a function of the percentage of false positives, according to the value of the threshold $t$. The ROC curve is used in the case of binary classification systems, of which biometric systems are a particular case, and is computed by plotting the FMR values on the x axis, and the $(1 - \text{FNMR})$ values on the y axis (Fig. 2.19a). The DET plot is computed by plotting the FMR values on the x axis, and the FNMR values on the y axis (Fig. 2.19b).

The advantage of the ROC curves is that they allow to easily compare the accuracies of different biometric systems, since the most accurate system corresponds to the curve that remains above all the other curves for all the values of the threshold $t$. In the case...
of the DET plot, the curve corresponding to the most accurate systems remains below all the other curves for all the values of the threshold. However, in most of the cases a system has a better accuracy only in a certain region of the ROC curve, corresponding to a particular range of values of the threshold.

In order to evaluate the distribution of genuine and impostor matching scores, in most cases it is useful to plot a graph describing separately the frequency of the genuine and impostor comparisons, contained in the matrices $g_{ms_{ijk}}$ and $i_{ms_{ik}}$, for each possible matching score value. In particular, if the two distributions are completely separated, a threshold value $t$ exists that can classify the matching scores with $FMR = FNMR = 0$. An example of two genuine and impostor distributions is shown in Fig. 2.20.

Other indexes used in the literature include the False Accept Rate (FAR) and the False Reject Rate (FRR). The FAR indicates the number of times a non-authorized person is accepted as authorized, while the FRR describes the number of times an authorized person is rejected as non-authorized. These indexes are different from the FMR and FNMR because they consider also the errors in the acquisition step.

### 2.4.3.4 CONFIDENCE ESTIMATION

Since it is not possible to evaluate the accuracy of biometric systems on the entire human population, but limited databases must be used, it is necessary to use techniques to estimate the confidence of the performed measurements.

For this reason, two rules have been proposed in the literature [80] in order to estimate the necessary size of the testing database: the Rule of 3 [81, 82] and the Rule of 30 [83].

The Rule of 3 is used to compute the lowest error rate that can be statistically determined using $N$ biometric comparisons. This error rate $p$ is the error value for which
the probability of 0 errors in N trials is equally to a fixed value (usually this value is 5\%). It is also possible to express the rule as:

\[ p \approx \frac{3}{\sqrt{N}} \quad \text{with 95\% confidence.} \quad (2.8) \]

For example, if a test on 300 samples yields no errors, it is possible to compute that the biometric system has an error rate \( \leq 1\% \), with a 95\% confidence.

The Rule of 30 states that, to have a 90\% confidence that the true error rate of the biometric system differs no more than \( \pm 30\% \) from the computed error rate, at least 30 errors must be present. For example, if there are 30 false non-match errors in 3000 genuine comparisons, there is a 90\% confidence that the true error is between 0.7\% and 1.3\%.

Moreover, if the number of samples is sufficiently large, it is possible to evaluate the confidence of the measured accuracy by using the central limit theorem [84], which states that the error rate should follow a normal distribution. In this case, 100(1 - \( \alpha \)) \% confidence bounds can be estimated by using the equation:

\[ \hat{p} \pm z \left( 1 - \frac{\alpha}{2} \right) \sqrt{\hat{V} \left( \hat{p} \right)} , \quad (2.9) \]

where \( \hat{p} \) is the observed error rate, \( \hat{V} \left( \hat{p} \right) \) is the estimated variance of the observed error rate [80], and \( z(\cdot) \) is the inverse of the standard normal cumulative distribution. For example, for 95\% confidence limits, the value \( z(0.975) \) is equal to 1.96.

Non-parametric methods based on the bootstrap technique have also been proposed in the literature [85, 86]. These techniques do not have the need of making assumptions about the distribution of the error rate, and do not need to assume dependencies among the different attempts. In fact, the distributions and dependencies are computed by observing the used samples, in particular by using a subset of samples, obtained by sampling with replacement the original samples. Then, the extracted samples are used for the bootstrap technique, in order to estimate the distribution of the accuracy indexes, and the confidence interval values. The robustness of the bootstrap techniques is studied in several works in the literature [87, 88].

Using the bootstrap methods, it is possible to directly compute the 100(1 - \( \alpha \)) \% confidence limits, which include a lower limit \( L \) and an upper limit \( U \), in order to have only \( \alpha/2 \) bootstrap values lower than \( L \), and only \( \alpha/2 \) bootstrap values higher than \( U \). In the method used in [84], at least 1000 are recommended in order to have 95\% limits, and at least 5000 for 99\% limits.

A bootstrap technique that considers also a statistical correlation between the templates computed from the same biometric trait is described in [89]. In particular, the approach uses a sampling with replacement technique that extracts only certain subsets of the original data, in order to have templates pertaining to a single biometric trait or individual.

Some works are present in the literature with the purpose of estimating the confidence of the accuracy of biometric systems based on different techniques. In particular, the method described in [90] proposes a semi-parametric technique based on the mul-
tivariate copula model, in order to account for correlated biometric acquisitions. Moreover, the method describes a technique for the computation of the minimum number of samples necessary to have the confidence intervals for the ROC curve of the desired width. Another method in the literature [91] deals specifically with the confidence estimation in multibiometric systems.

2.4.4 PRIVACY AND SECURITY EVALUATION

As stated in Section 2.1, biometric systems allow to recognize individuals with a greater accuracy with respect to traditional methods. Moreover, the accuracy of biometric systems is commonly known by people, who in many cases consider the accuracy of the biometric system equal to 100%. On one hand, this leads to a greater confidence of the users towards the system, because a recognition error is considered impossible. On the other hand, some people might believe that the acquired biometric trait could be used to track their activities and be a risk to his privacy.

In fact, while it is true that the biometric traits are more accurate and secure than traditional recognition methods, they are strictly associated to each person, and cannot be rejected or altered if a person does not wish to be recognized anymore. Moreover, if biometric data is stolen, the thief can impersonate the victim for a long time. On the other hand, passwords and smartcards can be easily changed or discarded in the case of thefts or misuses of personal data.

For this reasons, it is necessary to accurately design the biometric system considering the privacy and security risks involved in the handling of personal data, especially in the case of systems that use hard biometric traits (e.g., fingerprint, iris, or face).

The protection of the privacy must consider different aspects, such as the real and perceived risks for the users, the specificity of the application, the use of correct policies, and the used methods for the protection of sensible data [92, 93, 94, 95]. Both real and perceived risks must be considered, since a system might enforce techniques for the privacy protection, but the users could still perceive that their privacy is violated. Moreover, to ensure security it is necessary to include techniques for data verification, integrity, confidentiality, and non-repudiation.

In order to design a privacy-compliant biometric system, it is possible to distinguish three different perspectives, which consist in the risks perceived by the user, in the application context, and in the used biometric trait:

- **Risks perceived by the user**: this aspect describes the way the biometric system is perceived, in particular regarding its privacy risks. The analysis of the risks perceived by the users directly influences the acceptability of the system. The evaluation of this aspect can be difficult, since biometric systems can be perceived in a different way by different persons. Moreover, the evaluation can also fall outside the technical aspects of the biometric system. For example, most people think that biometric systems have a 100% accuracy, or that the biometric traits can be always captured from a high distance and be used to identify them in every situation, track their activities, operate proscription lists, or be used for malicious purposes.
In some cases, biometric systems can be perceived as a dangerous to the health. For example, the infrared illuminators used in iris scanners can be erroneously regarded as a danger to the eyes.

In order to ensure a widespread distribution of the biometric system, the procedures for a correct use of the system and the real dangers must be explicitly reported, together with the methods used for protecting the privacy of personal data.

- **Application context**: the context in which the biometric system operates directly influences the privacy risks, real and perceived. A series of application contexts, and the corresponding possible privacy risks, is reported by the International Biometrics Group [96] and is shown in the Table 2.2. It is possible to observe that the privacy risk can be lower or higher according to how the system is used (e.g., identification or verification, optional or mandatory, etc.), to how the data are stored and who owns the information, and to which traits are used. Behavioral traits, in fact, can be more easily altered or not given to the biometric system.

- **The used biometric trait**: according to the biometric trait used, different privacy risks can arise. In particular, it is necessary to consider if the biometric trait can be used for identification, in covert systems, if the trait is physiological, and if the template databases are compatible. In fact, incompatible template databases can greatly limit the risk of spreading the biometric data and violating the user’s privacy. On the other hand, using compatible databases allow the possibility that the biometric data collected in particular situation is used in different situations, and so the privacy risks are higher.

### Table 2.2: Application contexts and privacy risks.

<table>
<thead>
<tr>
<th>Lower risk</th>
<th>Question</th>
<th>Higher risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overt</td>
<td>Is the system deployed overtly or covertly?</td>
<td>Covert</td>
</tr>
<tr>
<td>Optional</td>
<td>Is the system optional or mandatory?</td>
<td>Mandatory</td>
</tr>
<tr>
<td>Verification</td>
<td>Is the system used for Identification or Verification?</td>
<td>Identification</td>
</tr>
<tr>
<td>Fixed Period</td>
<td>Is the system deployed for a fixed period of time?</td>
<td>Indefinite</td>
</tr>
<tr>
<td>Private Sector</td>
<td>Is the system deployed in the private or public sector?</td>
<td>Public Sector</td>
</tr>
<tr>
<td>Individual/Customer</td>
<td>In what role is the user interacting with the system?</td>
<td>Employee/Citizen</td>
</tr>
<tr>
<td>Enrollee</td>
<td>Who owns the biometric information?</td>
<td>Institution</td>
</tr>
<tr>
<td>Personal storage</td>
<td>Where is the biometric data stored?</td>
<td>Database Storage</td>
</tr>
<tr>
<td>Behavioral</td>
<td>What type of biometric trait is being used?</td>
<td>Physiological</td>
</tr>
<tr>
<td>Templates</td>
<td>Does the system use templates, samples or both?</td>
<td>Sample/Images</td>
</tr>
</tbody>
</table>
Biometric traits that can be used in identification systems can present more privacy risks, since the users can be recognized also against their will (e.g., by extracting a latent fingerprint). For similar reasons, covert biometric systems can pose threats to the privacy, since the users can be recognized without their knowledge (e.g., from surveillance videos).

Physiological traits are more privacy-invasive than behavioral traits, because they cannot be altered and they are more permanent.

Lastly, the more the biometric databases are compatible, the more privacy risk can arise, because the biometric templates can be used in applications different from the one where the user enrolled his trait.

By considering these aspects, it is possible to perform an assessment of the privacy and security risks involved in the biometric system. In particular, the face and fingerprint are the traits that present the most risks, while medium risks can be assigned to the systems based on the iris and the retina. The systems based on the hand geometry, the signature, the keystroke, and the voice are the ones that present the lower risks.

2.5 RESEARCH TRENDS IN BIOMETRIC RECOGNITION

Many research groups are working towards the design and implementation of enhanced biometric systems. In particular, some aspects are mostly researched:

- **Improvement of accuracy**: numerous works in the literature deal with the improvement of the recognition accuracy of the biometric systems, by using better sensors \([97, 98, 99, 55, 100, 101, 102, 103]\) and better recognition algorithms \([104, 105, 106, 107]\).

- **Use of multimodal and multibiometric systems**: the combined use of multiple biometric traits or multiple recognition algorithms allows to improve the accuracy and robustness of the biometric system. However, better techniques for an efficient fusion of the information are being researched \([34, 66, 67]\).

- **Reduction of costs**: reducing the costs of the acquisition sensors is important in helping a more widespread distribution of biometric systems. For example, the sensor used to capture the iris uses infrared illuminators, and it can be very expensive \([17]\). For this reasons, many methods for the recognition of the iris in visible light illumination are being researched \([108, 109, 110, 111]\).

- **Use of less-cooperative acquisition techniques**: many biometric techniques require that the subject is cooperative and willingly to give his biometric trait (e.g., the fingerprint and the iris). Methods for a less-cooperative biometric acquisition are being studied, in order to increase the speed and the usability of the biometric systems, or use the biometric traits in surveillance applications \([112]\).

- **Increase of the distance between the trait and the sensor**: by increasing the distance needed for a correct acquisition of the biometric trait, it is possible to reduce
the perceived invasiveness of the acquisition, increase the acquisition speed, and allow the use of the biometric systems for new applications. Many works deal with the design of iris recognition systems able to work with a greater distance [113].

- **Improvement of usability and acceptance**: the design of biometric system with an increased usability, and more accepted by the general population, can result in a wider distribution and in a greater confidence towards the biometric recognition [114, 115]. The use of less-cooperative acquisition techniques, along with the increase of the distance between the trait and the sensor, can help in the improvement of the usability and acceptance.

- **Use of three-dimensional samples**: three-dimensional samples do not present the distortions caused by the perspective transformation of the biometric trait on a two-dimensional plane. Moreover, three-dimensional models can describe a wider area of the trait, which would not be possible to capture using a single image, and can also use the depth information to increase the accuracy. For example, three-dimensional models can be used in biometric applications [116] for the recognition of face [117, 101], ear [22], fingerprint [98, 103], and palmprint [97, 100].

- **Improvement of security and privacy**: as stated in Section 2.4.4, better techniques for the protection of the users’ privacy and security could permit a greater distribution of biometric systems, by preventing misuses of biometric data and thus increasing the confidence of the users. However, the speed performances of security-hardened systems can decrease, and for this reasons more secure and more efficient methods for the improvement of security [118] and the protection of privacy [119] are being researched.

- **Use of new biometric traits**: new biometric traits for recognition purposes could allow to use biometric systems in different applicative contexts. For example, the electrocardiogram (ECG) [24, 120, 121] and the photoplethysmogram (PPG) [122] are recently being researched for biometric recognition.

In this thesis, the work is focused on the study of less-constrained methods for palmprint recognition. In order to achieve a less-constrained recognition, it is necessary to use less-cooperative acquisition techniques, increase the distance between the trait and the sensor, and improve the usability of the system.

### 2.6 Summary

Biometric systems have the advantages of allowing to recognize individuals based on the characteristics of their persons, rather than using something possessed or something known. In fact, biometric traits cannot be lost or forgotten, and the risks of impersonating a different individual is highly reduced. For this reasons, biometric systems are increasingly used in several applications, especially when it is necessary to grant access to sensitive areas or resources.
Biometric systems can work in authentication mode, when it is necessary to confirm the identity stated by an individual, or in identification mode, when it is necessary to establish an unknown identity from a biometric trait. The general structure of the biometric systems is based on the five steps of acquisition, segmentation, feature extraction, identity matching, and decision.

Biometric traits can be divided into physiological, behavioral, and soft biometric traits. Physiological traits are related to the characteristics of the body of the person (e.g., fingerprint, iris, face), behavioral are related to the actions and gestures (e.g., voice, signature, keystroke), and soft biometric traits include the features that have a low distinctiveness and permanence (e.g., height, weight, age, gender).

The fingerprint is currently the most used biometric trait, since it offers a good compromise between accuracy, speed, and costs. Biometric systems based on the iris possess the greatest accuracy and speed, but have high costs and can be perceived as invasive. Face recognition systems are considered less invasive, but have a low accuracy and suffer from the differences in the acquisitions. The systems based on hand geometry are very well accepted and have low costs, but also a limited accuracy. The systems based on the palmprint or the vein pattern have a greater accuracy. Other used biometric traits include the ear shape, the retinal pattern, the facial thermography, and behavioral traits such as the gait, the voice, the signature, and the keystroke. Soft biometric traits are also used to perform continuous authentications, or combined to improve the accuracy using a multibiometric system.

In order to choose the best trait to be used in a particular situation, different aspects need to be evaluated. In particular, it is necessary to analyze the accuracy, speed, usability, cost, privacy, social acceptance, scalability, interoperability, and security of the system. The techniques for the evaluation of the accuracy, and its confidence values, are the most important and used metrics. However, the methods used to evaluate the privacy risks are important in ensuring a widespread diffusion of the biometric systems.

Currently, the research is focused on improving several aspects of the biometric systems, in order to improve their accuracy, speed, the fusion of information in multibiometric systems, the usability and acceptance, and the security and privacy techniques. Many methods investigate the possibility to use three-dimensional models in order to increase the accuracy. Moreover, several methods are being researched in order to reduce the level of cooperation needed and the costs, and to increase the distance needed between the trait and the sensor. The use of new biometric traits is also being investigated.
The research for less-constrained biometric systems has the purpose of designing and implementing biometric systems able to overcome the limitations in the usability of traditional systems. In particular, the goals of less-constrained systems is to perform a biometric recognition with contactless acquisitions, using less cooperation from the users, and at higher distances, in order to increase the speed, usability and acceptance of the biometric systems.

In this chapter, an overview of the less-constrained biometric systems is presented. First, the less-constrained biometric recognition is introduced. Then, the techniques for performing a contactless, less-constrained recognition are reviewed, by first describing the methods based on the traits that are traditionally acquired using the contact with the sensor (e.g., fingerprint, palmprint). Then, the innovative methods for a less-constrained recognition of the traits usually captured using a contactless acquisition (e.g., face, iris) are presented.

3.1 INTRODUCTION TO LESS-CONSTRAINED BIOMETRIC RECOGNITION

Traditionally, most biometric traits require that the user is cooperative and willing to give his trait to the sensor. Moreover, in some cases biometric acquisitions require controlled procedures, or the contact of the trait with the sensor. For example, the user must assume a certain pose, place his trait on a particular place, and remain still for the duration of the biometric acquisition.

Techniques for a less-constrained biometric recognition are being researched in order to reduce or eliminate these constraints. A less-constrained recognition could result in shorter acquisition time, a greater usability, and a greater acceptance. Moreover, more applicative scenarios would be made possible by using accurate biometric traits in a greater number of situations. For example, a less-constrained iris recognition would
permit a high recognition accuracy in surveillance applications, mobile phones, gates [123], etc.

Three main goals are the focus of the research on less-constrained biometric recognition:

- **Increasing the distance between the trait and the sensor**: increasing the distance needed for a correct biometric acquisition could increase the usability, acceptance, and speed of the system. In the case of biometric traits traditionally captured using contact-based systems (e.g., fingerprint), increasing the distance would result in the use of contactless acquisition techniques (e.g., CCD cameras instead of capacitive sensors). In the case of traits traditionally captured contactless (e.g., face, iris), increasing the distance could result in the ability to perform the biometric acquisition without the need for the user to come close to the sensor.

- **Reduction of user cooperation**: less-cooperative systems require the user less time to learn how to produce a correct acquisition, and a minor effort. This would result in a higher acceptability and acquisition speed. For example, a less-cooperative acquisition system could eliminate the need for the user to stand still during the acquisition, and capture his traits as he walks.

- **Use of uncontrolled light conditions**: the use of uncontrolled, natural light illumination can make possible a biometric recognition in a greater number of situations, and also can reduce the level of cooperation needed. If the system can work in uncontrolled light conditions, the user does not need to stand in a particular place.

However, innovative methods for capturing and processing the biometric data must be studied:

- **Adaptive acquisition systems**: if the acquisition procedure can adapt to the different situations, generating a biometric sample with a sufficient quality, the level of user cooperation is reduced, and the system can work in a greater number of situations without the intervention of an operator.

- **Adaptive preprocessing methods**: if adaptive acquisition procedures are used, it is necessary to design methods able to process the biometric samples in a high variety of situations. In fact, differences in the acquisition distance and light conditions can create high variations between the samples.

- **Innovative feature extraction and matching methods**: in most cases, less-constrained systems produce samples that are different from traditional samples. It is necessary to adopt new methods for the feature extraction and matching.

- **Compatibility of less-constrained systems with traditional systems**: it is not possible to replace the existing databases with templates computed using less-constrained systems. For this reason, it is necessary to ensure the compatibility of new templates with the existing ones.
3.1 Introduction to Less-Constrained Biometric Recognition

Less-constrained biometric systems are usually based on CCD cameras for the acquisition of the biometric trait. In fact, cameras are the most common mean of performing a contactless acquisition with a natural light illumination [123]. In some cases, multiple cameras can be combined to create a multi-view acquisition system, in order to increase the captured area or create three-dimensional models of the biometric trait. A greater captured area or a three-dimensional modeling of the biometric trait can increase the robustness of the recognition.

However, the design of less-constrained system is a difficult task, and the elimination of constraints inevitably leads to a reduction of the recognition accuracy. According to the biometric trait, different challenges must be considered for reducing the constraints in the case of biometric traits traditionally captured using a contact-based acquisition, and in the case of biometric traits traditionally captured in contactless way.

In the case of contact-based traits, the main goal is the design of acquisition procedures capable of capturing the trait in a contactless manner using a CCD camera, and the implementation of preprocessing methods able to extract the distinctive features from the obtained image, especially taking into account the light conditions. Currently, in less-constrained biometric systems that use traits traditionally captured using contact-based sensors, user cooperation is still required and light conditions must still be partially controlled. For example, in the case of fingerprints, the distinctive pattern is much less visible in images captured using a CCD camera, and special algorithms for its extraction must be used. Moreover, a contactless fingerprint recognition is not possible if the user is not cooperative, or if the light conditions are completely uncontrolled.

In the case of contactless traits, the research is oriented towards the design and implementation of biometric systems able to work at greater distances, with a moving or non-cooperative subject, and with uncontrolled light conditions. However, the problems caused by non-frontal poses, adverse illumination, or excessive distances are still being studied. For example, in the case of the iris, off-axis poses and reflections can seriously reduce the recognition accuracy. Moreover, if the user is too distant from the camera, the iris pattern could be unusable.

Currently, there is no complete unconstrained biometric system with an accuracy comparable to the corresponding traditional system [128]. However, promising results

Figure 3.1: Examples of contact-based traits, captured using less-constrained contactless acquisitions: (a) fingerprint [124]; palmprint [125]; (c) hand geometry [126]; (d) palm vein [127].
have been obtained in the fields of fingerprint [129, 103], palmprint [130], palm vein [131, 127], hand geometry [132], iris [133], face [134], gait [135], ear shape [136]. Unconstrained recognition using soft biometric traits has also been researched [39]. Some examples of less-constrained contact-based traits captured using contactless acquisitions are shown in Fig. 3.1. Some examples of contactless traits captured using less-constrained acquisitions are shown in Fig. 3.2.

### 3.2 Contactless Recognition of Contact-Based Biometric Traits

This section presents the methods in the literature for the contactless recognition of the biometric traits that are traditionally captured using contact-based acquisitions. In particular, the most used contact-based biometric systems are based on the features of the hand, which include the fingerprint, the palmprint, the palm vein, and the hand geometry. Palmprint recognition systems are described in more detail in Chapter 4.

#### 3.2.1 Contactless Fingerprint Recognition

In the literature, several methods describe techniques for a contactless fingerprint recognition. Traditional contact-based methods, in fact, have the problems of distortions and elastic deformations caused by the contact of the finger with the sensor and by the different pressures exerted on the sensor. Moreover, different conditions of the skin can cause problems (e.g. dry/wet skin, worn-out ridges, sweat, etc.). Then, dirt and latent fingerprints are left by the contact of the finger after each acquisition, causing reductions in the accuracy or even security problems [129, 137].

Biometric systems based on fingerprints captured using contactless sensors are designed to overcome these problems, and to increase the user acceptability. Some people, in fact, are not willing to touch dirty sensors due to personal culture and fears about the transmission of diseases. Moreover, a contactless sensor could reduce the level of cooperation needed and the speed of the acquisition. Typically, contactless fingerprint systems are based on CCD cameras. However, the images captured by a CCD camera present a lower contrast, a more complex background, and the problems related to perspective effects (Fig. 3.3).
3.2 Contactless Recognition of Contact-Based Biometric Traits

Contactless fingerprint systems can be divided into systems based on two-dimensional samples, and systems based on three-dimensional models. In the first case, the recognition is performed by using a single sample captured by a CCD camera. These systems have the aforementioned advantages of contactless acquisition methods, but suffer from perspective effects and have a smaller area usable for the biometric recognition [78, 138, 139, 140, 141, 142, 143, 144, 79, 145, 146, 147]. Systems based on mosaicking [148] or ring mirrors [149] have been proposed to solve these problems.

On the other hand, systems based on three-dimensional models allow to use a greater area for the recognition, and can use a metric representation of the captured data. In particular, multiple-view setups [103, 102, 129, 150, 151], photometric techniques [152], or structured light techniques [153, 98, 154] are used to reconstruct the three-dimensional model. However, specific procedures must be used in order to map the three-dimensional model on a two-dimensional image, in order to ensure the compatibility with the existing databases [155, 153, 156, 157, 158]. In the majority of the cases, a guided fingerprint placement and controlled light conditions are needed for a correct recognition. Some examples of systems used for the three-dimensional reconstruction of fingerprints are shown in Fig. 3.4.

Generally, fingerprint images captured using a contactless acquisition are not compatible with the current recognition algorithms, which use grayscale high-contrast image [159] (Fig. 3.3a). For this reason, many methods in the literature deal with the problem of enhancing the images, in order to compute a contact-equivalent acquisition [78, 160, 161, 162, 163].

3.2.2 Contactless Palm Vein Recognition

Currently, palm vein biometric recognition systems use a CCD camera, or a NIR camera for the acquisition of the vascular pattern of the hand. However, the majority of these systems require that the user places his hand on a glass support. Pegs can also be used to guide the user’s hand into the correct position [131].

Figure 3.3: Comparison of contact-based and contactless fingerprints: (a) contact-based; (b) contactless.
Similarly to the aforementioned problems for contact-based fingerprint acquisitions reported in Section 3.2.1, the contact of the hand with a support can cause problems due to different pressures, dirt, skin conditions, or latent impressions.

For this reason, contactless palm vein acquisition systems have been proposed in the literature [131, 127, 164, 165, 166, 167]. The main challenge of the contactless acquisition devices is represented by the need of performing a fast capture, in order to avoid
motion blur effects. Moreover, it is necessary to design the acquisition setup in order to have a sufficient depth of focus and a controlled, uniform illumination [131]. However, the position of the hand must still be partially controlled, since it must be open and oriented frontally towards the sensor. Examples of contactless palm vein setups are shown in Fig. 3.5.

3.2.3 CONTACTLESS HAND GEOMETRY RECOGNITION

Biometric systems that use a contact-based analysis of the geometry hand can be divided into two categories [20, 168]: contact-based systems that use pegs to correctly place the hand on the sensor [169, 170] and contact-based systems that do not use pegs [171]. In particular, the majority of the commercial systems fall into the first category.

However, while the systems based on the hand geometry are among the systems with a greater user acceptability, several problems limit the use of traditional contact-based system with pegs. In particular, elder people or people with impaired movements can have difficulties in placing the hand according to the placement of the pegs. Moreover, there are the problems typical of contact-based sensors, caused by dirt, sweat, or different pressures applied on the sensor.
For these reasons, several methods have been proposed in the literature with the purpose of performing a contactless recognition based on the geometry of hand. In particular, it is possible to divide the methods in techniques that use two-dimensional samples and techniques that use three-dimensional models. The techniques based on two-dimensional samples are based on CCD cameras, mobile phone cameras, or NIR cameras. The techniques that use three-dimensional models are based on 3D laser scanners or structured light illumination. An example of a laser scanner for the contactless acquisition of the three-dimensional hand geometry is shown in Fig. 3.6.

3.3 LESS-CONSTRAINED RECOGNITION OF CONTACTLESS BIOMETRIC TRAITS

This section describes the methods in the literature that have the purpose of performing a less-constrained recognition using the biometric traits that are traditionally captured with a contactless acquisition. In particular, the techniques for a less-constrained face and iris recognition are described. Moreover, methods based on gait, ear shape, and soft biometric traits are presented.

3.3.1 LESS-CONSTRAINED FACE RECOGNITION

Face recognition systems have the characteristic of being very accepted by the users, since the face is naturally used by everyone to recognize each other. Traditionally, face recognition systems use controlled acquisitions with a high level of cooperation, and usually require the user to stand still, with a neutral expression, at a certain distance, and without covering parts of his face. In some cases, a uniform background is used. For these reasons, face recognition systems are usually used for access control to borders, airports, or buildings, where a trained user performs the recognition.
In fact, uncontrolled situations pose very difficult problems for biometric systems based on face recognition, since they are extremely sensitive to illumination, pose, aging, and distance [19, 134, 179]. Moreover, uncooperative subjects pose great difficulties in the recognition process. For this reasons, many methods in the literature have been proposed in order to design less-constrained face recognition systems. In particular, different methods have been especially described in order to solve (or mitigate) the problems of illumination, pose, and aging:

- **Illumination**: the variations in the illumination conditions are one of the greatest challenges in the design of less-constrained face recognition systems. Different techniques have been proposed in the literature to achieve illumination invariance, and it is possible to divide them in subspace methods, reflectance model methods, and methods based on three-dimensional models. In particular, subspace methods have the purpose of capturing the generic face space, and recognize samples that were not previously analyzed. Modified subspace methods have been proposed in order to achieve more robustness to illumination variations [180]. The methods based on a reflectance model use a Lambertian description of the reflections, by considering a varying albedo field [181]. The methods based on three-dimensional models can use the depth information to be more robust to local illumination variations, but more complex setups and algorithms are needed [182, 183].

- **Pose**: differences in the pose can cause problems to face recognition algorithms. For this reason, methods for the compensation of pose variations are described in the literature. Usually, this class of methods needs to compute the correspondences of the same points in multiple acquisitions, and estimate the positions of the common points in the three-dimensional space. For this reason, the methods based on three-dimensional models are more suited to compensate for pose variations [179, 117, 184].

- **Aging**: the aging of the subjects can be a problem both in short time intervals (e.g., bear, hair) or in long time intervals (e.g., matching the face of a kid with the face of an adult). In particular, long time intervals can be present in the case of investigative or forensic applications. For this reason, some methods have been proposed to compensate the aging by simulation of older facial features [185], or by extracting features invariant to age differences [186].

The achievement of less-constrained face recognition system could greatly increase the range of applications in which a biometric systems based on the face traits can be used. For example, applications of less-constrained face recognition could be in the fields of surveillance, for the authentication in mobile devices, or for designing advanced human-computer interfaces:

- **Surveillance applications**: the ability to perform a face recognition in unconstrained (or less-constrained) situations could be used for the recognition of individuals from surveillance footages, in an automatic way and without the subjects’ knowledge. Currently, the analysis of surveillance footages is performed off-line, and
only after in the case of a particular event (e.g., the search of a wanted person). However, face recognition from surveillance videos require the design of algorithms able to work with subjects captured at a great distance, with great variations in the pose, with uncontrolled light conditions (e.g., dark images, reflections). Moreover, the subjects can be partially covering their face (e.g., hats, scarves). Some works in the literature are showing improvements in the fields of face recognition systems for surveillance applications [112, 187], also at distance greater than 15 m [188]. Automatic face indexing systems have also been proposed [189].

- **Authentication in mobile devices**: face recognition systems can be integrated in mobile phones for their authentication. However, the systems need to function with low-quality, noisy acquisitions, and strongly uncontrolled light situations. Moreover, the algorithms need to be fast in order to function correctly with low computational resources. Some works in the literature describe face recognition systems implemented in mobile devices [190].

- **Advanced human-computer interfaces**: less-constrained face recognition systems could be used for the design of advanced human-computer interfaces, such as adaptive home environments, handless control of electronic devices (e.g., personal computer, consoles, home entertainment centers), or indoor monitoring of human activities [191, 192].

Some examples of the applications of less-constrained face recognition techniques are shown in Fig. 3.7.

### 3.3.2 LESS-CONSTRAINED EYES RECOGNITION

Traditionally, iris recognition techniques use very controlled acquisition procedures, require a cooperative subject, and are based on complex, expensive equipment. Moreover, the procedure is often considered invasive, and the infrared illumination is in some cases perceived (erroneously) as dangerous for the health. For these reason, biometric systems based on iris recognition have a limited diffusion, and are used only when high accuracies and speed are crucial (e.g., airports, borders, military installations).

Currently, less-constrained iris recognition techniques are being studied in order to increase the distance between the eye and the sensor, to decrease the level of cooperation needed, and to decrease the need for controlled illumination techniques. In fact, many techniques have been studied for performing the recognition of the iris at a distance, on the move, or with natural illumination.

However, the research for a less-constrained iris recognition presents several challenges. The iris region of the eye, in fact, is a relatively small area, wet, constantly moving, often presents reflections, and is occluded by eyelids and eyelashes. Even with traditional iris sensors, some trials could be necessary in order to acquire a correct sample from a non-expert user.
Currently, the research is working in the improvement of the different steps that compose the iris recognition systems. In particular, innovative methods for the segmentation, the gaze assessment, and the recognition algorithms are being studied:

- **Segmentation**: the segmentation step has the purpose of locating the iris region of the eye in the captured images. This task is particularly critical in less-constrained systems, since the iris region can be small, partially occluded, or with off-axis problems [18] (Fig. 3.8). A correct segmentation is crucial and directly affects the accuracy of the iris recognition system. For these reasons, several methods in the literature deal with the problem of segmenting the iris in less-constrained acquisitions, using computational intelligence [195], active contours [196], or incremental approaches [108]. Moreover, methods based on statistical approaches [18], or more complex techniques [197, 198], are used for the segmentation of reflections and occlusions.

- **Gaze assessment**: in less-constrained iris recognition systems, there is the problem of iris acquisitions captured using a non-frontal point of view. This kind of acquisitions could reduce the accuracy of the biometric recognition, and it is necessary to design methods for the estimation of the gaze [199], or use multiple cameras in order to compensate the effect [200].
Figure 3.8: Comparison of irises captured using a traditional acquisition and a less-constrained acquisition [18]: (a) traditional acquisition with infrared light; (b) less-constrained acquisition captured with natural illumination. The image (b) presents problems related to off-axis, reflections, and occlusions.

Figure 3.9: Classification of the different less-constrained iris recognition systems [202].

- **Recognition**: the images acquired in less-constrained conditions present a less visible iris pattern, with respect to images captured using a traditional constrained setup with infrared illumination. For this reason, it is necessary to design dedicated methods for the enhancement, feature extraction, and matching of iris images captured in less-constrained situations. A method for the enhancement of iris images captured using a biometric portal is described in [201]. A comparison of the matching performances of different methods, operating in different less-constrained situations, is described in [111].

It is possible to divide the iris recognition systems based on the techniques used to locate the iris in the captured image, on the distance between the user and the sensor, and on the level of cooperation required [202]. Based on the combination of these features, seven types of iris recognition systems can be defined (Fig. 3.9):
1. **Close range iris recognition**: it is the most diffused type of iris recognition, in which the eye needs to be placed at a small distance from the sensor, and the user must stand still during the acquisition.

2. **Active iris recognition**: in this type of systems, the iris is captured at a small distance, but the user does not need to stay still during the acquisition, since active cameras automatically locate the iris and adjust their position accordingly. Usually, a wide-angle camera is used for the estimation of the position of the iris, then the camera used for acquiring the iris is moved to the correct position [203].

3. **Iris recognition at a distance**: these systems are based on passive cameras capable of long-range acquisitions. However, the user must be cooperative and stay still for the time of the acquisition. Dedicated algorithms must be used to locate and process the iris from high distances [204].

4. **Active iris recognition at a distance**: with respect to the methods that perform the iris recognition at a distance, this typology of systems use also active cameras, which allow to autonomously locate the iris and reduce the level of cooperation needed. However, the user needs to be standing still during the acquisition [205].

5. **Passive iris recognition on the move**: in this type of systems, the iris is captured as the user moves. However, the walking paths must be controlled and the cooperation of the user is needed. Examples of these systems are the iris recognition systems installed on gates. A system composed of multiple passive cameras for the iris recognition on the move is described in [113].

6. **Active iris recognition on the move**: in these systems, active cameras are used to automatically locate the iris of people moving in front of the camera. With respect to passive systems that perform the iris recognition on the move, these systems can reduce the level of cooperation needed. However, no example of this kind of system is present in the literature.

7. **Active iris recognition for surveillance**: in surveillance applications, iris recognitions would be performed in a complete unconstrained way, using a network of active cameras, capable of locating and extracting the iris of individuals walking in non-predetermined paths. This kind of system is not yet designed, and its design would open iris recognition systems to a wider range of applications.

Some examples of the described categories are shown in Fig. 3.10.

### 3.3.3 Less-constrained gait recognition

Biometric systems based on gait use frame sequences captured with CCD cameras in order to perform the recognition [26]. Currently, gait recognition methods require little cooperation by the users, are non-intrusive, and can work at distances up to tens of meters. However, some works in the literature have been proposed with the purpose of designing gait recognition systems that can be even less-constrained, for example by
achieving the pose invariance [135], or by performing the recognition at great distances [206].

3.3.4 LESS-CONSTRAINED EAR SHAPE RECOGNITION

Biometric systems based on the ear shape currently represent a non-intrusive means of recognition, able of working at great distances and with low quality images [22]. However, some studies have been recently proposed in order to achieve a complete unconstrained ear shape recognition [136], even in the case of moving subjects [207].

3.3.5 LESS-CONSTRAINED SOFT BIOMETRIC RECOGNITION

Soft biometric traits are particularly suited to be used for a less-constrained recognition. While they cannot be used to perform a strong biometric recognition, since their lack of distinctiveness, it is possible to capture them from uncooperative subjects, using unobtrusive methods, and at great distances [35, 39, 34]. In particular, soft biometric traits can be used where it is not possible to use stronger biometric recognition methods (e.g., surveillance applications), the number of user to be recognized is sufficiently
small, or a high accuracy is not necessary (e.g., applications that use a continuous authentication).

The method described in [40] is used in surveillance applications, and uses the information of gender and race in order to act as a preliminary screening for different biometric recognition methods. The deployment of a multi-camera network is proposed in [36] in order to recognize individuals using their color and height information. The method described in [39] uses the color information, and the height information divided into three parts (head, torso, legs). Gait, height, size, and gender are used in combination in the work described in [208]. A method designed for the unconstrained estimation of the weight of walking individuals is described in [38]. In particular, the techniques for weight estimation can be particularly useful in aid to forensic applications, since in many cases the weight of a person can be inferred from the analysis of a scene. A biometric system for a continuous authentication is proposed in [65], and uses the information related to the face and to the clothes.

3.4 SUMMARY

Less-constrained biometric systems have the purpose of overcoming the limitations of traditional biometric systems, which in most cases require high levels of cooperation, controlled situations, and constraints on the user placement. Less-constrained biometric systems have the purpose of performing the recognition of the individuals with the less possible degree of cooperation, control, and number of constraints. In order to achieve these goals, it is necessary to develop advanced techniques for the adaptive acquisitions and preprocessing of biometric samples. Moreover, innovative biometric features must be defined. However, the compatibility with existing systems must be ensured.

Currently, less-constrained systems have a lower accuracy with respect to traditional biometric systems. Moreover, the research for less-constrained systems has different challenges in the case of traditional contact-based traits, and in the case of contactless traits. In the first case, it is necessary to develop techniques for a biometric acquisition and processing using images captured using a CCD camera. Less-constrained systems for a contactless fingerprint, palmprint, hand geometry, and palm vein have been proposed in the literature. In the second case, it is necessary to design techniques in order to correctly acquire the biometric traits at higher distances, with less user cooperation, or with uncontrolled light conditions. In this context, less-constrained systems for face, iris, gait, ear shape, and soft biometric traits have been reviewed.
Palmprint recognition is a relatively recent technology, which has been increasingly investigated over the past fifteen years. Palmprint recognition has many points in common with biometric systems based on the fingerprint trait, and the research in the field of palmprint recognition spread rapidly due to the experience maturated for the recognition of fingerprints. As fingerprints, palmprints present many distinctive features and can be used for a highly accurate biometric recognition. However, on the contrary to fingerprints, palmprints feature a greater user acceptability, low-cost acquisition devices, and the possibility to extract biometric samples even from elder people or manual workers. Moreover, numerous kinds of features, at different levels of details, can be extracted according to the type of acquisition used.

Traditionally, contact-based acquisition systems are used for capturing palmprint samples. In some cases, physical constraints are used in order to guide the placement of the hand. However, physical constraints can pose difficulties in the case of elder people, and contact-based systems have the problems of dirt, sweat, latent impressions, or cultural factors. For these reasons, the research is currently oriented towards the use of contactless and less-constrained acquisition systems.

In this chapter, the state of the art of palmprint recognition systems is described. After an introduction on palmprint recognition and an overview of its main advantages, a survey of the possible applications of palmprint recognition is presented. Then, the biometric systems based on the palmprint are introduced: first, the contact-based methods are reviewed, then the contactless methods for the palmprint recognition are described. In both cases, the methods that use two-dimensional samples and the methods that use three-dimensional models are considered. The techniques used for the quality estimation of palmprint samples and their classification are reviewed, and the methods used for generating synthetic palmprint samples are introduced.
4.1 INTRODUCTION TO PALMPRINT RECOGNITION

Palmprint recognition systems are a particular category of hand-based biometric systems, which focus on the area of the hand from the wrist to the base of the fingers. A schematic overview of the biometrics traits of the hand, according to the size of the analyzed area, is shown in Fig. 4.1. In particular, palmprint-based systems analyze the skin that covers the inner surface of the hand, which is of the same type of the skin that covers the fingerprints.

The palmprint area is covered by three principal lines (or flexion creases), several wrinkles (or secondary creases), and a series of ridges (similar to the ones that compose the fingerprints) covering the entire palm area. Moreover, the ridges create several features similar to the ones found in fingerprints, such as singular points and minutiae.

It has been studied that the principal lines and the major wrinkles are formed between the third and fifth month of pregnancy [209], while the other lines appear only after the birth. Moreover, the three principal lines are dependent on genetic information, while the other lines are not [210]. Different relationship have been established between palmprint features and genetic diseases [211]. Like in the case of fingerprints, also identical twins possess different palmprint features [210].

Palmprints can be analyzed at different levels of details, starting from a high-detail analysis of the minutiae and ridges, to the analysis of texture information captured using low-resolution images, making it possible to perform an accurate recognition.
even using low-cost hardware and at distances higher than the ones possible for the recognition of fingerprints.

Moreover, it is possible to divide the palm area in three zones: the thenar, hypothenar, and interdigital zones [212] (Fig. 4.2). In particular, some works in the literature are proposed especially for the biometric recognition of the individuals using the thenar area of the palmprint [213, 214, 215].

In this section, the main palmprint features are described, then the structure of the biometric systems based on the palmprint is presented. Then, the approaches used for classifying the various methods in the literature are detailed.

### 4.1.1 Palmprint Features

It is possible to divide the features used for the palmprint recognition in five categories, according to the level of detail used in analyzing the palmprint images [217]:

- **Geometry features**: they comprehend the features related to the geometrical shape of the palm, for example its width, length, and area (Fig. 4.3a). In some cases, this kind of features is considered as part of the features related to the hand geometry, and not typical of the palmprint itself.

- **Principal line features**: there are three principal lines (or flexion creases) on the palm of every hand, important for palmprint recognition since they feature a high distinctivity and permanence (Fig. 4.3a). In particular, four different principal palm lines can be defined, namely the heart line, the head line, the life line, and the fate line (Fig. 4.4).

- **Wrinkle features**: they can be considered also as secondary lines (or secondary creases), and they are distinctive since they are highly irregular (Fig. 4.3a).
Figure 4.3: Different features of the palmprint, according to the level of detail: (a) Geometry features, principal line features, and wrinkle features; (b) Delta point features and minutiae features.
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Figure 4.4: The four principal palm lines [216]: (1) the heart line; (2) the head line; (3) the life line; (4) the fate line (not always present).

- **Delta point features**: they are similar to the delta points extracted from fingerprints, and they correspond to the points where the local ridge orientation is similar to the Greek letter Δ (Delta) (Fig. 4.3b).

- **Minutiae features**: correspond to the points where the ridges of the palmprint merge, bifurcate, end, or start (Fig. 4.3b).

According to the level of detail, it is possible to use images captured with a resolution ranging from 150 dpi or less, up to 400 dpi or more [16]. Some palmprint recognition systems use high resolution images in order to capture the details of the ridges and the minutiae [218, 219]. High resolution images are often used for forensic applications [220, 58]. However, the majority of the research is currently oriented towards the use of low-resolution images for civil and commercial applications.

Recently, several methods that use the three-dimensional structure of the palmprint, in order to perform the recognition, have been proposed. In particular, the information related to three-dimensional depth of the palmprint features is difficult to fake, and is more robust to spoofing attacks [221]. An example of a three-dimensional model of a palmprint is shown in Fig. 4.5.

Table 4.1 summarizes the features used for palmprint recognition, the resolution of the imaging device needed to collect them, their collectability, permanence, distinctiveness, the possibility of circumvention, and their ability to be extracted from latent impressions [221].
Table 4.1: Characteristics of the features used for palmprint recognition [221].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry features</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>H</td>
<td>N</td>
</tr>
<tr>
<td>Principal line features</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>H</td>
<td>N</td>
</tr>
<tr>
<td>Wrinkle features</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>N</td>
</tr>
<tr>
<td>Delta point features</td>
<td>H</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>M</td>
<td>Y</td>
</tr>
<tr>
<td>Minutiae features</td>
<td>H</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>M</td>
<td>Y</td>
</tr>
<tr>
<td>3D structure features</td>
<td>M</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>N</td>
</tr>
</tbody>
</table>

Notes: Res. = Resolution; Coll. = Collectability; Perm. = Permanence; Dist. = Distinctiveness; Circ. = Possibility of circumvention; Latent impr. = Possibility to be extracted from latent impressions; H = High; M = Medium; L = Low; Y = Yes; N = No.

4.1.2 STRUCTURE OF PALMPRINT RECOGNITION SYSTEM

According to the definition of the modalities of biometric systems defined in Section 2.2, palmprint recognition systems can be used both in the authentication and in identification modalities [217]. In particular, methods for optimizing the performances of systems working in the identification modality have been presented [223, 224].

Moreover, palmprint recognition systems follow the general structure of biometric systems described in Section 2.2, and can be divided into the following steps [217]:

1. **Acquisition**: the techniques used for the acquisition of palmprint samples can be divided into offline or online techniques. Offline acquisition techniques include rolled inked acquisitions and forensic methods for the extraction of latent palmprints. Online acquisition techniques can be based on optical devices, digital scanners, CCD (or CMOS) cameras, or video cameras. CCD-based and video-based techniques can require the contact of the palmprint with a surface, or use contactless acquisition methods. Structured light illumination systems, based on a DLP projector and a CCD camera, are also used in order to capture the three-dimensional model of the palmprint.

2. **Segmentation and registration**: the methods for the segmentation and registration of palmprint samples usually binarize the input image in order to extract the
contour of the hand, then detect some keypoints which are used to align the images. Usually, the spaces between the fingers are used as reference points. Then, a reference coordinate system is adjusted using the extracted keypoints, and the central part of the hand (the actual palmprint) is extracted.

3. **Image enhancement**: different image enhancement procedures have been proposed, according to which features are used to perform the recognition. The image enhancement algorithms used for palmprint recognition include edge detectors (e.g., Canny, Sobel, derivative, or ad-hoc edge detectors), Hough transform, wavelet transforms, Fourier transform, and Gabor filters.

4. **Feature extraction**: the features used for palmprint recognition can include the edges corresponding to the principal and secondary lines, their magnitude and orientation, the coefficients of the used transform function (e.g., Hough, wavelet, Fourier), the magnitude and orientation of the filter response (e.g., magnitude of Gabor-filtered image), texture descriptors (e.g., Local Binary Pattern), statistical measures, or the position of certain points of interest (e.g., Delta points, minutiae). Some methods use feature extraction methods based on Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), or Independent Component Analysis (ICA).

5. **Matching**: matching functions include the Euclidean distance between the feature vectors, Artificial Neural Networks, Support Vector Machines (SVM), the Root Mean Square distance, or the Hamming distance.

### 4.1.3 Classification of Palmprint Recognition Approaches

It is possible to classify the palmprint recognition methods according to the techniques used to extract and match the features, or according to the type of acquisition device used.

In the literature, the most used classification is the one performed according to the techniques used to extract and match the features [16]. In particular, it is possible to distinguish ridge-based, line-based, subspace-based, statistical, or coding-based approaches:

1. **Ridge-based approaches**: these approaches use the pattern of the ridges, the position of the Delta points, and the location of the minutiae in order to perform the recognition. These methods are derived from the methods used for contact-based fingerprint recognition, and they are traditionally adopted in the case of offline palmprint acquisitions, or palmprints captured using an optical device.

2. **Line-based approaches**: these methods focus on the extraction of the lines of the palmprint, principal or secondary, in order to perform the recognition. They are traditionally based on the use of edge detectors to extract the lines. The extracted lines are matched according to their position, direction, or by using edge descriptors.
3. **Subspace-based approaches**: these approaches use feature extraction methods such as the PCA, LDA, or ICA. The feature extraction is performed directly on the input sample, or on the image obtained after performing a transformation using wavelets, Fourier transform, kernels, or Gabor filtering. The subspace coefficients are considered as features, and different distance measures can be used to classify the extracted features.

4. **Statistical approaches**: statistical methods can be divided into methods based on local statistics or methods based on global statistics. In the first case, the image is divided into several subregions, and local statistics (e.g., mean and variance) are computed on each region, and considered as features. In the second case, global statistics are computed directly on the entire image. Image transformations (e.g., wavelets, Gabor filters, Fourier transform) can be applied. Several distance measures can be used for the classification.

5. **Coding-based approaches**: these methods perform a preliminary filtering of the image, then encode the result by quantizing the magnitude or the phase of the response. The most diffused coding-based methods are based on the PalmCode and its derivatives, and use a Gabor filtering procedure on the input image, then encode the phase information as a bit string. The Hamming distance is used to compute the similarity of the templates.

It is possible to divide the palmprint recognition approaches also based on the type of the acquisition device used to capture the samples. In particular, four categories can be defined, according to the type of contact needed (contact-based or contactless), and on the type of sample used (two-dimensional or three-dimensional):

1. **Contact-based two-dimensional methods**: these methods can be divided into offline and online methods. In particular, offline methods include the scanning of inked palmprints (Fig. 4.6), and the lifting of latent impressions (Fig. 4.7).

   Online methods use an acquisition device that requires the user to place the hand on a fixed support, in order to capture a two-dimensional sample of the
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Figure 4.7: Example of a latent palmprint [212].

Figure 4.8: Example of an optical device for contact-based, two-dimensional palmprint acquisitions [58]: (a) the device; (b) the corresponding sample.

This category includes the methods based on optical devices (Fig. 4.8), digital scanners (Fig. 4.9), and CCD-based devices (Fig. 4.10).

2. **Contact-based three-dimensional methods**: these methods use an acquisition device that requires the user to place the hand on a fixed support. Then, structured light illumination techniques are used to reconstruct the three-dimensional model of the palmprint (Fig. 4.11). In most cases, a two-dimensional sample is captured as well.

3. **Contactless two-dimensional methods**: the methods that use a contactless two-dimensional acquisition are based on CCD cameras (Fig. 4.12), smartphone cameras, or video cameras. These methods can be used to design a low-cost, less-constrained palmprint recognition.

4. **Contactless three-dimensional methods**: currently, the methods based on the reconstruction of a three-dimensional model of the palmprint using a contactless acquisition are based on 3D laser scanners (Fig. 4.13). These methods permit an accurate, less-constrained palmprint recognition. However, the cost of the acquisition devices is high.
A taxonomy of the methods based on the type of the acquisition device used is shown in Fig. 4.14.

Offline palmprint recognition methods, based on two-dimensional samples, are usually used for investigative and forensic applications, and are not suited for real-time applications.

Online palmprint recognition methods based on contact-based, two-dimensional CCD acquisition devices offer good quality samples, and short acquisition times. For this reason, they can be used for real-time applications. Moreover, with respect to optical devices, they can offer a greater number of details, and at minor resolutions. Contact-based CCD acquisition devices usually use pegs in order to constraint the user’s hand in a particular position [225]. However, the presence of pegs can be a problem in the case of elder people, or people with muscular or joint problems (e.g., arthritis).

For these reasons, some methods use pegless CCD-based acquisition devices [229], or are based on digital scanners [230]. In particular, palmprint recognition systems based on digital scanners can be realized with a low cost equipment (e.g., off-the-
shelf scanners), but they require a long scanning time and are not suited for real-time applications.

Recently, three-dimensional contact-based methods were developed in order to increase the recognition accuracy and the robustness to lighting, occlusions, noise, and spoofing attacks [97], with respect to two-dimensional CCD acquisition devices.

However, all contact-based methods have the problem of distortion, dirt, sweat, and possible problems of user acceptability. In fact, some people might have problems in touching a sensor that has been touched by the hands of other people. In many cases, in fact, hands can be dirty or sweaty.

For these reasons, contactless acquisition devices have been studied [231]. However, contactless methods might have the problems of a lower contrast, a more complex background, non-uniform acquisition distances, and they are sensible to lighting conditions.

In order to overcome these problems and achieve a greater accuracy, three-dimensional contactless methods [100] have been proposed. In particular, three-dimensional contactless systems are more robust to different acquisition distances, lighting condi-

---

**Figure 4.11:** Example of a structured light illumination device for contact-based, three-dimensional palmprint acquisitions [227]: (a) the device; (b) the corresponding sample.

**Figure 4.12:** Example of a CCD camera for contactless, two-dimensional palmprint acquisitions [228]: (a) the device; (b) the corresponding sample.
Figure 4.13: Example of a 3D laser scanner for contactless, three-dimensional palmprint acquisitions [100]: (a) the device; (b) the corresponding sample.

Figure 4.14: Classification of palmprint recognition approaches according to the type of the acquisition device.

...tions, different backgrounds, noise, and spoofing attacks. However, they require more complex and more expensive setups.

In this chapter, the palmprint recognition methods are classified according to the type of the used acquisition device. For each category, the different methods used in each step of the recognition process are be described, including the acquisition, the segmentation, the image enhancement, the feature extraction and matching.
In the remainder of the chapter, some applications of the palmprint recognition systems are discussed (Section 4.3), then the contact-based methods for palmprint recognition are described (Section 4.4), with a distinction of the methods based on two-dimensional images and the methods based on three-dimensional samples. Then, the contactless methods are described (Section 4.5), including the methods that use two-dimensional images and the methods based on three-dimensional samples. Then, the methods used for estimating the quality of palmprint biometric samples (Section 4.6) and perform their classification (Section 4.7) are reviewed. The methods for the generation of synthetic palmprint samples (4.8) are introduced.

### 4.2 Advantages of Palmprint Recognition

As mentioned before, palmprints have many points in common with fingerprints, since details similar to the ones used for recognizing fingerprints are present in the palms. Similarly to fingerprints, palmprints present many distinctive features and can be used for a highly accurate biometric recognition.

However, on the contrary to fingerprints, palmprints feature a greater user acceptability, since the inner surface of the hand is commonly used by the people to interact with the environment. Moreover, palmprint recognition systems are generally more usable, since they require to position the entire open hand over the acquisition surface, and not just the fingertip. In fact, in the case of fingers different from the index finger, the procedure necessary for the fingerprint recognition can be difficult to perform (e.g., the ring finger is difficult to be captured singularly). Moreover, with respect to fingerprints, palmprint-based systems can use a greater area for the biometric recognition, and it is possible to extract biometric samples even from elder people or manual workers, since palmprints are less likely to be damaged [225].

Another advantage of palmprint recognition systems reside in the fact it is possible to use low-cost acquisition devices, such as off-the-shelf flatbed scanners or webcams [16], and numerous kinds of features, at different levels of details, can be extracted according to the type of acquisition device used. The use of low-resolution images makes the recognition robust to the noise in the acquisition process and to the dirt on the surface of the hand, and allows to quickly process the samples [225]. Moreover, palmprint recognition methods can be easily integrated in hand-based multibiometric systems [100].

### 4.3 Applications of Palmprint Recognition Systems

Palmprint recognition systems can be used in different applicative contexts. One of the first applications of palmprint recognition was the analysis of latent palmprints in forensic applications [234, 212, 235], since latent palmprints can be often found at crime scenes [236], and can provide a greater recognition area with respect to fingerprints. For these reasons, high resolution devices for palmprint scanning [58] were designed, and Automated Palmprint Identification Systems (APIS) were also deployed [220].
However, the majority of palmprint recognition devices is designed for civil access control applications [217] and uses contact-based acquisition systems. Different acquisition techniques can be used to capture the palmprint sample, such as digital scanners, CCD cameras, or video cameras [16]. Multispectral imaging systems are also used [237].

Recently, several approaches have been described for personal authentication systems using palmprint information, based on webcams [231, 238, 239], or mobile phones [228, 240, 241, 242, 243, 244]. Studies for palmprint recognition in less-constrained environments are also present [231, 239, 245].

Examples of palmprint applications are shown in Fig. 4.15.

4.4 CONTACT-BASED PALMPRINT RECOGNITION

This section contains the description of the methods used for performing the palmprint recognition using a contact-based acquisition of the hand. Methods based both on two-dimensional images and three-dimensional samples are reviewed.
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4.4.1 TWO-DIMENSIONAL CONTACT-BASED PALMPRINT RECOGNITION

Two-dimensional contact-based palmprint recognition methods require the user to place the palm of his hand on a surface, then they capture a two-dimensional image to be used as a biometric sample. Different acquisition devices can be used, for example optical devices, digital scanners (with live or inked acquisitions), and CCD-based acquisition devices. In this section, the methods that use contact-based two-dimensional acquisition methods are reviewed. In particular, four different steps are analyzed: acquisition, segmentation and registration, image enhancement, feature extraction and matching.

4.4.1.1 ACQUISITION

It is possible to divide the two-dimensional contact-based palmprint acquisition techniques in offline and online techniques. Offline techniques include the scanning of ink-based acquisitions and the lifting of latent prints. Online acquisition devices include optical devices, digital scanners, and CCD-based devices operating in visible light, or with different wavelengths:

- **Offline techniques**:
  1. Ink-based acquisition using a digital scanner;
  2. Latent acquisition.

- **Online techniques**:
  1. Acquisition using an optical device;
  2. Live acquisition using a digital scanner;
  3. CCD-based acquisition in visible light;
  4. CCD-based multispectral acquisition.

**INK-BASED ACQUISITION USING A DIGITAL SCANNER**  The use of ink-based offline acquisitions with a low resolution (100 dpi) has been investigated in preliminary works for palmprint recognition, in order to study the feasibility of palmprints as a biometric recognition system [246, 247]. Currently, some methods are still being researched for forensic applications [248, 249, 250, 251], using high resolution (500 dpi) images.

In particular, the ink-based acquisition method is based on inking the palm of the user and pressing it onto a white paper. Then, the paper is digitized using a flatbed scanner in order to capture the palmprint (Fig. 4.16). A particular method, based on placing the hand on a rubber surface that prints the palmprint on a sheet of paper, is described in [252]. Then, the sheet is scanned using a digital scanner.

This kind of methods can be used only for offline recognition, and it is not suited for real-time acquisitions. Moreover, the acquisition procedure is highly dependent on the expertise of the operator, since the right amount of ink must be used. Both too much and too little ink can cause acquisitions of a minor quality. A document containing
practical guides for a correct inked palmprint acquisition is released by the FBI [253]. Currently, the revision of the standard ANSI NIST ITL-2000 Type 15 for the exchange of palmprint data is underway [254].

**Latent Acquisition** Several works deal with the offline analysis of latent palmprints [212, 235, 255, 256, 257, 258, 259, 260, 261]. In particular, a resolution of 500 dpi is the standard in forensic applications [212]. However, specific techniques must be used by an expert operator in order to lift latent palmprints [262] (Fig. 4.17). A particular
work was proposed in order to identify the left palm given the right palm, and vice versa, using latent palmprints [263].

**Acquisition Using An Optical Device** Some methods for palmprint recognition use samples captured using an optical device [58] (Fig. 4.18), similar to the ones used for contact-based fingerprint recognition. These category of methods use high resolution images (500 dpi) in order to extract features related to ridges, singular points, or minutiae, in addition to the features related to the principal and secondary palm lines [264, 265, 105, 266]. Some databases of palmprints captured using optical devices are publicly available [264].

**Live Acquisition Using A Digital Scanner** Digital scanners are used in several cases for palmprint acquisition since they allow to design low-cost palmprint recognition system. Moreover, it is relatively easy to place the hand in a correct position, because the majority of the users has some familiarity with the device. However, the acquisition times can be long, according to the resolution used and the quality of the hardware used in the scanner. Moreover, distortions due to the pressure of the hand on the surface of the scanner are often present in the thenar and hypothenar regions of the palm (Fig. 4.19).

In the literature, several methods use images captured using digital scanners in order to design a low-cost palmprint recognition system [267, 226, 230, 268, 269, 270, 271, 272, 273, 274, 275, 276, 277, 278, 279, 280, 281, 282, 283, 284, 285, 286, 287]. Moreover, a great variety of different resolution is used, ranging from 72 dpi to 300 dpi.

Multibiometric methods based on palmprints captured using digital scanners are also present in the literature, and combine palmprint samples with face features [288], hand geometry [289, 290, 291], or fingerprints [292].
Figure 4.19: Example of a palmprint captured using a digital scanner [226]. Distortions are visible in the thenar and hypothenar regions of the palm.

**CCD-based Acquisition in Visible Light**  The majority of the devices for the contact-based acquisition of palmprint images, that a CCD camera operating with visible light illumination, follow a general structure that include a camera and a transparent support. In order to perform the acquisition, the user needs to place his hand on the transparent surface. In particular, the advantages of a CCD-based device are in the fact that the acquisition can be performed in a short period of time (almost instantly), and the use of a surface placed at a fixed distance helps in reducing the motion blur and controlling the focus and the acquisition distance. Moreover, the surface help in enhancing the user experience, since people naturally tend to place their hand on a surface. However, this kind of acquisition methods can feature the problems typical of contact-based acquisitions, such as dirt, sweat, or latent impressions.

The majority of the palmprint recognition methods described in the literature [293, 294, 295, 296, 223, 297, 298, 299, 300, 301, 302, 303, 304, 305, 306, 224, 307, 308, 309, 310, 311, 312, 313, 314, 315] use palmprint samples captured using the CCD-based acquisition device described in [293]. This device requires the user to place his hand on a glass surface, and includes a series of pegs used for constraining the position of the hand in a fixed position, in order to simplify the subsequent segmentation and
alignment processes [293] (Fig. 4.20a). The device captures images at 75 dpi (Fig. 4.20b). A database of palmprints captured using this device is publicly available [316].

In the literature, several multibiometric systems based on the samples captured using the device described in [293] have been proposed. In particular, the fusion of palmprint biometric data with face features [317, 318, 319, 320, 321, 322, 323, 324], and features obtained from the finger knuckle [325], have been described.

Other contact-based two-dimensional acquisition devices based on digital cameras have been described in the literature [326, 327, 229, 328]. A device based on a low-cost CMOS camera, a ring illuminator, and a casing which provides a transparent support to place the palm of the hand is described in [326] (Fig. 4.21a). The device is designed to be small in order to be used as a personal identification device for online applications. The device captures images with a resolution of 65 dpi (Fig. 4.21b). A similar device for a low-cost recognition is described in [229] (Fig. 4.22).

A real-time recognition device is described in [327], and is composed by a CCD camera, a ring illuminator, and a casing in order to provide the support for the user’s
Figure 4.21: The contact-based two-dimensional CCD acquisition device described in [326]: (a) the device; (b) example of acquisition.

Figure 4.22: The contact-based two-dimensional CCD acquisition device described in [229]: (a) the device; (b) example of acquisition.

Figure 4.23: The contact-based two-dimensional CCD acquisition device described in [327]: (a) the device; (b) example of acquisition.
The contact-based two-dimensional CCD acquisition device described in [328]: (a) the device; (b) example of acquisition.

A low-cost device that offers a higher degree of freedom is described in [328]. In particular, the user is free to move the hand across the acquisition surface, and the background is uncontrolled (Fig. 4.24).

**CCD-based multispectral acquisition**  In the literature, several methods propose acquisition devices able to capture palmprint samples under different wavelengths. In fact, different wavelengths penetrate the human skin at different depths, and enhance different details [329].

The majority of multispectral palmprint recognition methods [237, 330, 331, 332, 333, 334, 335, 336, 337, 338, 339, 340] use the samples captured using the device described in [327, 340] (Fig. 4.25), which uses four different illuminators emitting light at the red, green, blue, and NIR wavelengths, in order to enhance the different details of the palmprint. Then, a standard low-cost CCD camera is used to capture the images, which are taken at short time intervals (Fig. 4.25b–e). A database of multispectral palmprint samples captured using the device described in [237] is publicly available [341]. Moreover, a study on the best wavelengths for the enhancement of palmprint details is proposed in [342]. In particular, it is shown that the combination of the 580 nm (yellow spectrum), 760 nm (red spectrum) and 990 nm (NIR spectrum) wavelengths provides the best results. The database used for the experiments is publicly available [343].

Multibiometric systems based on multispectral acquisition devices are often described in the literature for the joint recognition of palmprint and palm vein features [344, 345, 346, 347, 348]. In particular, the device described in [344, 345] uses two light sources to illuminate the palm, which is placed on a glass surface (Fig. 4.26a). A blue LED is used as the illumination source for capturing the palmprint in visible light, while a NIR illuminator is used to enhance the details of the vein pattern of the hand. A standard low-cost CCD camera is used to capture the two images (Fig. 4.26b–c), with a short time interval between the two acquisitions.
Figure 4.25: The contact-based two-dimensional CCD multispectral acquisition device described in [237]: (a) the device; (b) acquisition with the red illuminator; (c) acquisition with the green illuminator; (d) acquisition with the blue illuminator; (e) acquisition with the NIR illuminator.

Similar devices are proposed in [346, 347, 348]. In particular, the methods described in [346, 348] use an image-level fusion scheme, in order to generate a combined image from the two acquisitions, one captured with visible light and one captured using a NIR illumination.

4.4.1.2 SEGMENTATION AND REGISTRATION

The segmentation and registration step (or preprocessing) has the purpose of extracting and aligning correctly the region of interest (ROI) of the palmprint image. In the majority of the approaches in the literature, the segmentation and registration step can be divided into four phases:

1. Binarization of the palm image and extraction of the contour of the hand;
2. Detection of the keypoints and establishment of a coordinate system;
3. Extraction of the central part of the palm;
4. Registration.

In this section, the most significant methods for the each phase of the segmentation process of palmprint acquisitions are reviewed.
The multispectral multibiometric acquisition device described in [344]: (a) the device; (b) palmprint acquisition with the blue LED illuminator; (c) palm vein acquisition with the NIR illuminator.

**Figure 4.26:** The multispectral multibiometric acquisition device described in [344]: (a) the device; (b) palmprint acquisition with the blue LED illuminator; (c) palm vein acquisition with the NIR illuminator.

**Binarization of the Palm Image and Extraction of the Contour of the Hand**

The methods for the binarization of the palm image and the extraction of the contour of the hand are different in the case of offline and online acquisitions.

Usually, variance-based approaches are used to binarize offline and optical-based palmprint acquisitions, and to extract the contour of the hand. However, particular approaches are described in [250, 258, 261, 105]. In the case of offline palmprint acquisitions, the binarization step and the extraction of the contour are usually the only steps needed for the segmentation of the region of interest.

The approach described in [250] divides the image in several blocks and computes the variance and proportion of white pixels for each block, in order to discriminate palmprint regions from blank regions. A connected component analysis is used to eliminate the isolated knuckle regions, and a convex component analysis is used to eliminate the connected knuckle regions.

A method for the segmentation of latent palmprint images is described in [258]. The method is based on the use of gradient functions in the spatial domain, and on the use of energy functions in the frequency domain, in order to describe the orientation and
periodicity of the palmprint texture. A dissimilarity threshold is used to segment the palmprint regions from the non-palmprint regions.

An Active Contour Model (ACM) is used in [261] for the segmentation of latent palmprint images. The method uses a Gabor filtering step in order to enhance the details of the palmprint, divides the image in several blocks, then computes the Average Absolute Deviation (AAD) for each block of the image. A spline function is used to enclose the region corresponding to high AAD values.

A binarization method based on the thresholding of the gradient intensity map is used in [105] for the segmentation of palmprints captured using an optical device.

Online palmprint acquisition methods often use global thresholding methods in order to binarize the palm image and extract the contour of the hand, especially when the acquisition is controlled and the background is uniform. In this case, in fact, there is a high difference between the foreground and background. However, particular methods have been described in the literature [286, 269, 292], also in order to consider uncontrolled backgrounds [328].

A method for the extraction of the central region of the palm using acquisitions made using a digital scanner is described in [286]. The method is based on a threshold operation, then the region corresponding to the pixels with the most homogeneity of intensity, color, texture, and shape is extracted.

A method based on hysteresis thresholding is used in [269].

The method described in [292] uses a Gabor filtering step to enhance the fingerprint and palmprint image, then uses Otsu’s thresholding to automatically compute the best threshold for binarizing the image.

**DETECTION OF THE KEYPoints AND ESTABLISHMENT OF A REFERENCE COORDINATE SYSTEM** The detection of the keypoints allows to define a reference coordinate system, in order to robustly align the palmprint images and extract the central part of the palmprint, which contains the majority of the information. In particular, most of the palmprint recognition methods described in the literature use the spaces between the fingers as the keypoints.
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Figure 4.28: The method for determining the orientation of the hand described in [276]: (a) the left region is extracted; (b) the number of connected components is $\geq 3$ so the hand is oriented towards the left.

Figure 4.29: The method for extraction of the keypoints described in [276]: (a) the gaps between the fingers, and the corresponding centers of gravity; (b) the baseline of the reference system.

The method described in [287] uses the position of two gaps between fingers in order to compute a reference system (Fig. 4.27). The gaps $K_1, K_2$ are connected in order to find a reference point $P_1$ on the boundary of the palm (Fig. 4.27b), which is connected to the lower end $P_2$ of the palmprint. The segment $P_1P_2$ is used to align the palmprint image. The middle point of the perpendicular segment $P_1P_4$ in the aligned image is used as the center $O$ of the reference system (Fig. 4.27c).

The approach described in [276] computes the number of connected components in the right and left region of the hand in order to determine the orientation of the hand (Fig. 4.28). Then, the images are oriented in a common direction. Subsequently, the positions of the three gaps between the fingers are extracted and the centers of gravity for each gap are computed (Fig. 4.29a). The outermost centers of gravity are connected in order to form the baseline of the reference system (Fig. 4.29b).

A similar method is used in [267], and is based on the extraction of the center of the gaps $v_1, v_2, v_3$ between the fingers. The segments $v_1v_2$ and $v_2v_3$ are extended to intersect the boundary of the hand, and the middle points $m_1, m_2$ between the valleys $v_1$ and $v_3$ and the corresponding intersection points are extracted. These points are
used as the baseline of the reference system (Fig. 4.30). A similar method is used in [314], and a fixed angle is used to compute the segment connecting the valleys with the boundary of the palm.

A method based on fitting an ellipse through the binarized shape of the hand is proposed in [269]. Then, the centers of the two axes of the ellipse are used as the base of the reference system (Fig. 4.31).

The method described in [293] uses a boundary tracking algorithm in order to compute two gaps between the fingers. In particular, the first gap is between the forefinger and the middle finger, while the second gap is between the ring finger and the little finger (Fig. 4.32b). These two points are used as the coordinates of the reference system (Fig. 4.32c).

A method based on two points, the root of the middle finger and the center of the wrist, is described in [304]. A linear boundary search algorithm is used to find
the points, and the center of the segment connecting them is used as the base of the reference system (Fig. 4.33).

A method based on Active Appearance Models (AAM) is used in [328] for the segmentation of palmprint images captured with a CCD-based device, with uncontrolled background conditions. In particular, AAMs are a statistical method that has the purpose of matching a previously computed model of the shape and texture to unseen samples.

**Extraction of the Central Part of the Palm** The majority of the methods for the segmentation of the palmprint uses the computed reference coordinate system for the extraction of a square region containing the central part of the palmprint [287, 276, 267, 314, 293].

**Registration** In the majority of the palmprint recognition methods, if the region of interest is extracted according to a computed reference system based on keypoints, the registration of the images is trivial. Moreover, if the acquisition is based on a constrained hand position, a registration step might be not necessary. However, some approaches in the literature have been proposed in order to perform a finer registration.
The registration method described in [326]: (a) two blocks A and B are extracted from the first image; (b) two matching blocks $A'$ and $B'$ are extracted from the second image: the line connecting them is used to align the image.

Figure 4.34: The registration method described in [326]: (a) two blocks A and B are extracted from the first image; (b) two matching blocks $A'$ and $B'$ are extracted from the second image: the line connecting them is used to align the image.

[311], or for the cases when the region of interest is not extracted using a reference system [265, 326].

A method based on the alignment of the orientation field is used in [265] for the registration of high-resolution palmprint images captured using an optical device.

The method proposed in [311] first extracts the region of interest using the method described in [293], then computes the position of the principal lines of the palm. Then, an Iterative Closest Point (ICP) algorithm is applied on the binarized images of the principal lines, in order to align the palmprint acquisitions with a better precision.

The method described in [326] extract two blocks from the first image (Fig. 4.34a), with a 45° degree line connecting them, and searches the best matching blocks in the second image. The angle of the line connecting the blocks in the second image is used to align the image (Fig. 4.34b). A similar procedure is used to find the translation between the two images.

### 4.4.1.3 IMAGE ENHANCEMENT

Image enhancement techniques for palmprint recognition are strongly correlated with the typology of features used for the recognition. Moreover, different enhancement methods are used according to the device used for the acquisition of the samples. In this section, the most significant methods used for the enhancement of palmprint acquisition are reviewed.

An enhancement method used for offline palmprint acquisitions is described in [248]. The method is based on computing the orientation field of the palmprint, then a series of O’Gorman and Nickerson oriented filters are used to reduce the noise and enhance the pattern of the ridges. Otsu’s threshold method is used to binarize the image (Fig. 4.35).

The method described in [212] is used for the enhancement of latent palmprints, and computes the orientation field and the frequency map of the palmprint image. Then, a series of oriented Gabor filters is used to enhance the details of the ridge pattern and
the minutiae. A region growing algorithm is applied in order to connect broken ridges and avoid the introduction of false minutiae (Fig. 4.36).

A contrast-limited adaptive histogram equalization technique is used in [261] for the enhancement of latent palmprints. The method is based on an improved version of the adaptive histogram equalization technique, which divides the image in several regions and performs the histogram equalization separately on each region.

Methods based on the computation of the orientation field and frequency map, and the subsequent enhancement using Gabor filters, are typically used for online palmprint acquisitions captured using optical devices [264, 105].

Palmprint recognition methods that use a feature extraction step based on the extraction of the principal lines typically adopt edge detectors to enhance the images. Examples of edge detectors used in the literature are the Canny edge detector [286, 282, 290], the Sobel operator [296], or derivative-based operators [291]. Steerable filters are used in [285]. Ad-hoc edge detectors are also used [288], including a Fuzzy Unsharp Masking Method [284].

Several methods use an enhancement step based on Gabor filtering [230, 226, 281, 275, 276, 291, 293, 298, 302, 303, 305, 306, 310, 322], Wavelet Transforms [267, 280, 279,
4.4.1.4 FEATURE EXTRACTION AND MATCHING

As mentioned in Section 4.1.3, the methods used for the extraction and matching of the features can be divided into the sequent categories:

1. Ridge-based approaches;
2. Line-based approaches;
3. Subspace-based approaches;
4. Statistical approaches;
5. Coding-based approaches;
6. Other approaches.

In this section, the most relevant methods for the feature extraction, according to the described categories, are reviewed.

RIDGE-BASED APPROACHES The method proposed in [248] is designed for offline palmprint acquisitions, and combines the positions of the minutiae and the local structure of the ridge orientation around each minutia point in order to perform the recognition. For each minutiae, a descriptor is computed using the extracted information and the information of the neighboring minutiae. The Euclidean distance between the descriptors is used as the match score.

A minutiae-based method for latent palmprint matching is proposed in [235]. First, a clustering algorithm is used to group the minutiae points in several clusters, according to local features such as local orientation and frequency. For each cluster, a reduced number of correspondences between minutiae is computed. A local structure for each minutia, based on the position and type of the surrounding minutiae [212], is used to compute the similarity. Each minutia correspondence is used as the start of a propagation algorithm, in order to search for other matching minutiae. The match score is computed as the longest computed propagation.

A local minutiae descriptor, which combines minutiae features with SIFT features, is used in [255] for partial palmprint matching. A Euclidean distance-based matching is used to compare the descriptors and compute the match score.

A minutia matching scheme based on triangulation is adopted in [257]. The method compares the radial triangulations computed using restricted sets of minutiae in order to perform the matching of partial latent palmprints. The result of the comparison between triangulations is used to align the image, in order to perform a global minutiae comparison.
A 2D wavelet transform is used in [263] to extract the features of the palmprint in order to recognize a right hand given his left hand, and vice versa. A clustering algorithm is used to classify the features in order to find the most similar ones.

A method that combines minutiae and SIFT keypoints is used in [261] for matching latent palmprint acquisitions. A weighted sum is used for combining the two match scores.

**Line-based approaches** A method based on the extraction of feature points lying on the principal lines of the palmprint is described in [252]. The feature points are chosen as the points lying on the lines that have the maximum intensity in their local block. Then, for each point, the local ridge orientation is computed. The images are aligned and the feature sets of the extracted points are matched in the Euclidean space. The number of matching pairs and the average distance are used as match scores. A discriminant analysis is used to reduce the two-dimensional classification problem into a one-dimensional problem.

The position of the datum points, corresponding to the endpoints and midpoints of the principal lines, is used in [247], along with the direction of the palm lines, subdivided into several straight-line segments. The positions of the endpoints of each segment, expressed in the coordinate system based on the positions of the datum points, are used as features. The number of segments for which their Euclidean distance is less than a threshold is used as the match score.

The method described in [313] is based on the extraction of feature points corresponding to the intersection of palm lines and creases. Then, the SIFT descriptors are computed for each point and used for matching different palmprint acquisitions. Moreover, a SVD of the proximity matrix, constructed using the positions of the points, is used for matching the points based on their position.

A Sobel operator is used in [296] to extract the palm images, then a series of features related to the magnitude and direction of the lines is computed. A method based on HMMs is used for the classification.

**Subspace-based approaches** The method proposed in [226] first enhances the image using Gabor filters, then uses a 2D PCA analysis followed by a Locality Preserving Projection (LPP) to extract the features. The Euclidean distance is used as a measure of the similarity of the palmprint acquisitions.

The combination of palm lines and LPP is used in [299]. First, the palm lines are extracted from the images, then a matching is performed by considering the percentage of lines in common [300]. Then, the LPP is applied on the images, and the Euclidean distance is used to compute the similarity of the LPP feature set. A method based on the product rule is used to combine the two measures.

A Gabor filtering step, followed by a 2D PCA analysis, is used in [281] for the extraction of the features from the R, G, B channels of the image separately. The Euclidean distance is used for measuring the similarity between the feature sets.

A method which compares PCA, Fisher Discriminant Analysis (FDA), and Independent Component Analysis (ICA) is described in [267]. The use of a preliminary
enhancement using a wavelet transform is also proposed. A Probabilistic Neural Network (PNN) is used to classify the features.

A method proposing the use of FDA to extract the features is described in [279]. As a preliminary step, a Dual-Tree Complex Wavelet Transform is used to enhance the images. However, instead of directly using the wavelet coefficients as features, the wavelet response is modeled using Gaussian shape descriptors.

The method described in [273] uses a techniques based on Non-negative matrix factorization (NMF) in order to extract the local features of the palmprint image. Then, a PCA analysis is used to extract the image features at a global level. Different fusion rules are tested for combining the local and global features, then a Nearest Neighbor classifier is used.

A method that uses 2D PCA and LDA is used in [277] in order to extract the distinctive features. A Nearest Neighbor classifier is used for classification. A similar method, using Kernel Fisher Discriminant Analysis (KFDA), is proposed in [278].

The method described in [307] uses an enhancement procedure based on Shiftable Complex Directional Filter Banks (CDFB), which achieves a representation of the image invariant to gray scale values. Then, the Histograms of Local Binary Patterns are computed for each subregion of the image, and a Fisher Linear Discriminant classifier is used to compare the palmprint samples.

A sparse representation of the palmprint images is computed in [308] by solving a minimization problem, in order to increase the efficiency of the matching process. Then, a comparison of PCA and LDA for the feature extraction step is described.

**Statistical approaches** The method described in [280] uses the texture features of palmprint images by expressing the palm lines as direction fields in the Riemannian geometry. Then, a Dual-Tree Complex Wavelet Transform is used to enhance the images, and the histograms of the Local Binary Patterns (LBP) are extracted and used as the distinctive features.

The combined use of geometrical features and texture features is proposed in [268]. In particular, Zernike Moments are used as descriptors of the characteristics of the palmprint texture. A combined computational intelligence approach, based on Self Organizing Maps (SOM) and Backpropagation Neural Networks (BPNN) is used to classify the features.

Different feature vectors extracted from several color spaces are used in [271] for palmprint recognition. In particular, for each colorspace used, the mean and entropy of each subregion of the image are extracted. The feature vectors corresponding to the same color spaces are compared using the Euclidean distance, and the match scores obtained by comparing the feature vectors of the different color spaces are combined using different fusion rules.

**Coding-based approaches** The method described in [293] uses a Gabor filtering scheme in order to extract the phase information relative to the direction of the palm lines. Then, the Gabor response is quantized in order to compute a bit string representing the information of the palmprint (PalmCode). The Hamming distance is used
for comparison. A similar method that uses multiple Gabor filters is described in [350] (FusionCode). In particular, the filter that produces the maximum intensity response is considered. In the work described in [295], their bitwise angular distance is used for comparison (Competitive Code). In the work described in [306] a Binary Orientation Co-occurrence Vector (BOCV), obtained by concatenating the normalized responses obtained using multiple Gabor filters, is used to describe the palmprint.

A method based on a fuzzy C-means clustering algorithm is used in [305] to determine the best orientations of the Gabor filters to be applied on the image.

A similar coding scheme, called Robust Line Orientation Code (RLOC), is used in [301] to encode the orientation information of the image, after an enhancement step based on the Radon transform.

OTHER APPROACHES A correlation approach, based on the phase information obtained by applying a modified Fourier transform on the image, is used in [256] for the matching of degraded palmprint images.

A representation of the palm lines based on a Quad-tree decomposition is described in [282]. The decomposition has the purpose of splitting the image into smaller and smaller blocks, until the pixels within a block have an intensity value smaller than a threshold. Using this technique, it is possible to efficiently analyze the image, using the required resolution only in the block that contains the information.

The use of the Contourlet Transform is proposed in [269] in order to obtain the feature descriptors used for the recognition. The Euclidean distance is used for classification.

The combined use of the Contourlet Transform and fractal dimensions is described in [270]. In particular, the fractal dimension feature of an image is used as an indicator of the roughness of its texture. The Manhattan distance and the nearest neighbor classifier is used for classification. Multifractal characteristics are also used by the method described in [304].

In the method described in [294], the Fourier response in the frequency domain is subdivided into several zones, and the intensity values of the different zones are used as features. Two feature set are constructed by dividing the frequency image using concentric rings, or by using triangular sectors. Then, a hierarchical matching is used for comparing the similarity of the samples.

Features at different levels are extracted in [223]. In particular, geometrical features, global texture energy, palm lines, and local texture energy are used for recognition. A hierarchical matching method is used to speed up the identification in large databases. Euclidean distance and angular distance between feature vectors are used as similarity measures.

The method described in [303] uses Gabor-based Region Covariance Matrices, which contain the information related to both the magnitude and the phase of the Gabor response.

A method which combines the features extracted from a Discrete Wavelet Transform with the estimation of the illumination quality is proposed in [309].
The method proposed in [310] enhances the images using 2D Gabor Wavelets, then uses a Pulse Coupled Neural Network (PCNN) to decompose the Gabor-filtered images into a series of binary images. The entropies of the binary images are used as features, and a SVM classifier is used for comparison. An efficient implementation, designed for on-line fast palmprint identification, is proposed in [312].

The use of SIFT features for palmprint matching is proposed in [314]. The Euclidean distance between SIFT descriptors is used a measure of comparison between samples.

### 4.4.2 Three-Dimensional Contact-Based Palmprint Recognition

Three-dimensional contact-based palmprint recognition systems require the user to place the palm of the hand on a surface, then they compute a three-dimensional model of the hand. This category of acquisition systems use CCD-based acquisition devices, and capture a two-dimensional image of the palm of the hand as well. Usually, structured light illumination setups, based on a CCD camera and a DLP projector, are used to perform the acquisition and the three-dimensional reconstruction of the palm.

In this section, the methods that use contact-based three-dimensional acquisition methods are reviewed. In particular, the four different steps are analyzed: acquisition, segmentation and registration, image enhancement, feature extraction and matching.

#### 4.4.2.1 Acquisition

The majority of the approaches in the literature that use a contact-based three-dimensional reconstruction of the palmprint [227, 97, 351, 106, 352, 353] use the acquisition system proposed in [227, 97]. This system is based on a structured light illumination setup, and is composed by a CCD camera and a DLP projector (Fig. 4.37). The projector emits a series of shifted stripes onto the surface of the palm, then a CCD camera is used to capture the different images. A phase unwrapping technique is used to compute the depth information relative to each point in the image. The acquisition device has a
resolution of 150 dpi, with an error of 1 mm in the estimation of the three-dimensional depth of the points. Moreover, the device captures a two-dimensional image as well, similar to the one used in the method described in [293].

An enhanced version of the acquisition device is described in [351], and introduces the use of infrared sensors to detect when a hand is placed on the sensor, in order to start automatically the acquisition. Moreover, when the stripes are projected on the palm, different brightness levels are used in each stripe, in order to simplify their distinction and the phase unwrapping process.

A database collected using this device is publicly available [354].

4.4.2.2 SEGMENTATION AND REGISTRATION

As mentioned before, in the method described in [227, 97] a two-dimensional acquisition is collected along with the corresponding three-dimensional model. Since there is a point-to-point correspondence between the two acquisitions, the same methods used for the segmentation and registration of two-dimensional images are used in the case of the three-dimensional palmprint models. In particular, the segmentation method described in [293] for two-dimensional, contact-based acquisitions is the mostly used technique for the samples captured using the device described in [227, 97].

An improvement of the technique described in [293] is proposed in [355]. In particular, the region of interest of both the two-dimensional and three-dimensional acquisitions is extracted using the method described in [293]. Then, the palm lines are extracted from the two-dimensional image, and an ICP algorithm is used to register both the two-dimensional image of the palm lines, and three-dimensional acquisition.

The method described in [356] segments the samples by using the technique proposed in [293], then uses a cross-correlation approach to refine the registration of the images.

4.4.2.3 IMAGE ENHANCEMENT

In some cases, image enhancement algorithms are applied on the two-dimensional acquisitions. However, they are similar to the ones mentioned in Section 4.4.1.3. Gabor filters are used in [227, 106, 351] as a preliminary step before the computation of the Competitive Code [295].

The method described in [357] computes a Mean Curvature Image (MCI) and a Gaussian Curvature Image (GCI) from the three-dimensional model of the palmprint, in order to describe the three-dimensional shape of the palm using two-dimensional images. Then, a Gabor filtering step is applied in order to compute the Competitive Code.

The method described in [355] computes the MCI and GCI images, then uses a Radon transform for the extraction of the palm lines from the two-dimensional acquisition, and from the MCI and GCI images. A Gabor filtering step is applied for the computation of the Competitive Code.
4.4.2.4 Feature Extraction and Matching

The techniques for the feature extraction and matching can be divided into methods used for two-dimensional images, and method used for three-dimensional models. In many cases, the methods used for two-dimensional images are similar to the ones described in Section 4.4.1.4. In particular, the Competitive Code method is used in [227, 351] for the feature extraction and matching of the two-dimensional images.

Moreover, the Competitive Code method is used in [355, 357] also for matching the MCI and GCI images, which use a two-dimensional representation for the three-dimensional shape of the palmprint.

In the method described in [227], the MCI and GCI images are computed from the three-dimensional sample, along with the ST features, that describe the local structure of the shape. The GCI and MCI images are matched using the AND operator, while the ST images are matched by considering their absolute difference. Then, different schemes for match score fusion are tested.

A method based on a PCA analysis, followed by a Two-phase Test Sample Representation (TPTSR), is used in [352] for extracting the features from both the two-dimensional and three-dimensional samples. In particular, the TPTSR method uses a series of samples in the training phase, and is based on representing the features of each samples as a linear combination of the features of all the training samples. Then, the matching sample is searched among the nearest samples in the feature space.

The method described in [106] computes a binary image describing the palm lines from the MCI image, then uses the Competitive Code method to extract the orientation feature from the MCI. The AND operator is used to match the images describing the palm lines, while the angular distance between orientations is used in the Competitive Code method. Several match score fusion methods are tested.

A cross-correlation approach is used in [351] for matching the MCI images.

A local contrast measure is used in [358] for extracting the features from the two-dimensional and three-dimensional samples of the palmprint, and a PCA analysis is used to reduce the dimensionality of the feature space. Then, a method based on Hidden Markov Models is used to model the feature vector, and the Log-likelihood measure is used as the match score.

A method based on Linear Discriminant Analysis (LDA) is used in [359] to extract the features from the MCI image.

A method based on the analysis of the different depth levels of a three-dimensional model of the palmprint is described in [97]. In particular, a fixed number of isodepth curves is used to represent the sample, and the absolute difference between the values of the curves in each point of the shape is used as a match score.

4.5 Contactless Palmprint Recognition

In this section, the methods that perform the palmprint recognition using contactless acquisition devices are reviewed. In particular, the acquisition procedure is considered without contact if the palm of the hand does not touch any surface. Some contactless systems, in fact, require the user to place the back of his hand on a surface. In this sec-
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Figure 4.38: The two-dimensional contactless acquisition device described in [360]: (a) the device; (b) example of a palmprint sample.

tion, both the contactless methods based on two-dimensional images, and the methods based on three-dimensional models are described.

4.5.1 Two-dimensional Contactless Palmprint Recognition

The methods that perform the recognition of palmprint samples using a two-dimensional contactless acquisition device use CCD-based devices, such as cameras or video cameras. This category of systems do not require the contact of the palm with a sensor, and can use partially constrained setups (e.g., the back of the hand must be placed on a fixed support) or unconstrained setups (e.g., the hand does not touch any surface). Moreover, different constraints can be posed to the position and orientation of the hand with respect to the camera. In this section, the four different steps for palmprint recognition are analyzed: acquisition, segmentation and registration, image enhancement, feature extraction and matching.

4.5.1.1 Acquisition

Based on the type of illumination used, it is possible to divide the two-dimensional contactless acquisition techniques in two-categories:

1. CCD-based acquisition in visible light;
2. CCD-based multispectral acquisition;

CCD-based Acquisition in Visible Light

A semi-constrained contactless acquisition system is described in [360], and is based on a digital camera which captures the images of the hand at a resolution of 1280 × 960. In particular, the back of hand must be placed on a flat table with the fingers open. An image of the proposed system, and an example of the corresponding contactless acquisition, are shown in Fig. 4.38.

A similar acquisition method is used in [361, 362, 363]. The user needs to place the back of his hand on a flat surface, with the fingers separated. A digital camera with a resolution of 1024 × 768 is used to capture the images (Fig. 4.39).

The acquisition device used in [364] requires the user to place the back of the hand on a flat surface with a uniform background, and a digital camera placed in a fixed
position is used to capture the sample. The device and an example of the corresponding acquisition are shown in Fig. 4.40.

A device based on a tripod is described in [365, 366]. The acquisition is performed when the back of the hand of the user is placed on the surface beneath the camera (Fig. 4.41).

The method described in [367] uses a dark-colored enclosure with a digital camera mounted on top (Fig. 4.42a). The user must place the back of his hand on a flat surface, and a ring illuminator is used to enhance the visibility of the details of the palm. The images are captured at a distance of 350 mm with a 75 dpi resolution. An example of an acquisition is shown in Fig. 4.42b.

A contactless palmprint acquisition system is proposed in [368]. The system is composed by a webcam, a light source, and an enclosure used to partially control the position of the users’ hand. However, the hand does not touch any surface. A warm (yellow) light source is used to enhance the pattern of the palmprint. The system is designed to capture $640 \times 480$ images at a 25 fps. An image of the system and the corresponding captured sample are shown in Fig. 4.43.
**Figure 4.41:** The two-dimensional contactless acquisition device described in [365]: (a) the device; (b) example of a palmprint sample.

**Figure 4.42:** The two-dimensional contactless acquisition device described in [367]: (a) the device; (b) example of a palmprint sample.

**Figure 4.43:** The two-dimensional contactless acquisition device described in [368]: (a) the device; (b) example of a palmprint sample.
A webcam with a $640 \times 480$ resolution is used also in the method described in [369, 370, 371]. An example of a captured sample is shown in Fig. 4.44.

A method based on a webcam, which is used to collect frame sequences of a palm positioned in front of the camera, is described in [372].

An unconstrained acquisition setup based on a webcam is described in [373]. The method uses a webcam, which captures images with a $640 \times 480$ resolution, to collect the palms of the users. The position, orientation, and pose of the hand are unconstrained, and distances from 80 to 300 mm are possible. Moreover, the background and illumination are not controlled. Examples of acquisitions are shown in Fig. 4.45.

A method for the unsupervised acquisition of palmprints is proposed in [374]. The method can work using distances from 300 to 500 mm, with uncontrolled pose, background and illumination conditions. The imaging device has a resolution of $1024 \times 768$.

The unconstrained acquisition setup described in [375] uses a webcam with a $1600 \times 1200$ resolution, and performs the acquisition of the palmprint without requiring the
user to place his hand at a particular distance. However, the hand must be placed horizontally with the fingers spread apart (Fig. 4.46).

A digital camera-based acquisition device, which uses a resolution of $1792 \times 1200$, is used in [376]. An example of a captured sample is shown in Fig. 4.47.
The method described in [377, 378, 379] uses image captured with a digital camera at a resolution of 2048 × 1536 (Fig. 4.48).

A method based on a digital camera and a ring-shaped led illuminator is proposed in [380]. A uniform dark background is used to facilitate the segmentation process. An example of an acquisition is shown in Fig. 4.49

A database of contactless palmprint acquisitions, captured using an ad-hoc designed device at 96 dpi with a 640 × 480 resolution, is available at [381]. The device and a corresponding sample are shown in Fig. 4.50. Several methods in the literature [382, 383, 384, 385, 386, 387, 388, 389, 390, 391, 392, 393, 394] use this database.
A database of palmprints captured in a contactless way is available at [395]. In particular, the hands of the users are captured with differences in the pose of the hand during the acquisition. The used background and illumination are controlled. In particular, a circular fluorescent light is used to illuminate the palms, and a resolution of $800 \times 600$ is used to capture the images. An example of an acquisition is shown in Fig. 4.51. Several methods in the literature [130, 396, 397, 398, 399, 400, 401] use this database.

Mobile palmprint acquisition methods have been described in the literature. The use of a 100 dpi camera mounted on a PDA is proposed in [243]. A guided alignment procedure is used to capture the images with the correct position of the hand. Experiments on palmprint recognition performance using images captured with different mobile phones are proposed in [242, 241, 244, 228]. The method proposed in [240] combines palmprint and knuckle print features for the recognition using mobile devices.

Two-dimensional contactless palmprint acquisition systems have also been proposed in the context of multibiometric recognition systems.

The method proposed in [402, 403] captures both the palmprint and the finger knuckle using a low-cost webcam positioned with an upward orientation. The cameras captures a video stream at 30 fps, with a $640 \times 480$ resolution. A real-time algorithm is used to extract the ROI from the image. The device and an example of an acquisition are shown in Fig. 4.52.

In the literature, several methods propose acquisition setups that capture both the palmprint and the hand shape. In most cases, in fact, the hand shape can be captured without increasing the complexity of the acquisition system. In particular, several methods use an acquisition setup composed by a camera facing downwards, which require the user to place the back of his hand on a flat surface [360, 404, 405].

A less-constrained setup is described in [406] for the acquisition of the palmprint and the hand shape, and requires the user to position his hand vertically in front of the camera. Two common light bulbs are used for the illumination (Fig. 4.53).
Figure 4.53: The two-dimensional contactless acquisition device used in [406] for capturing the palmprint and the hand shape: (a) the device; (b) example of an acquisition.

Figure 4.54: The two-dimensional contactless acquisition device used in [407] for capturing the palmprint and the hand shape: (a) the device; (b) example of an acquisition.

The acquisition system described in [407] requires the user to pass his hand vertically from up to down with the palm facing rightwards, while multiple images are captured (Fig. 4.54).

In the literature, some multibiometric systems are proposed for combining palmprint features with features extracted from face acquisitions [408, 375], fingerprint [405, 409], and finger geometry [410].

**CCD-Based Multispectral Acquisition** An unconstrained contactless acquisition setup for the capture of multispectral palmprint images is proposed in [411]. The acquisition system is composed by two digital cameras, a CMOS camera working with natural illumination, and a NIR camera. Both environmental lighting and a NIR illuminator are used. The palm must be placed at a distance between 350 and 500 mm, and facing the camera with a direct angle. The device and an example of an acquisition are shown in Fig. 4.55.

Six groups of LED illuminators, ranging from violet wavelength to the near infrared, are used in [412]. The LEDs are positioned in a circular fashion for uniform illumination. In particular, the different wavelengths are absorbed by the skin at different levels, and enhance different details of the palmprint pattern. A public database containing
the multispectral acquisitions is available at [413]. Some methods in the literature use this database [414, 415].

Two webcams are used in [416] for a bispectral palmprint acquisition, respectively operating with visible light and with IR light. In particular, the IR webcam is a normal webcam, which was modified by removing the IR filter and using a visible light filter.
Figure 4.57: The two-dimensional contactless multispectral acquisition device used in [131] for capturing multispectral palmprint images: (a) the device; (b) example of a palmprint sample captured with visible light illumination; (c) example of a palmprint sample captured with the IR camera.

A white LED and a IR illumination are respectively used during the acquisition. The device and an example of an acquisition are shown in Fig. 4.56. A database of bispectral acquisitions is publicly available at [417].

Multibiometric systems based on multispectral palm acquisitions are also present in the literature. In particular, methods that combine palmprint and palm vein images are described. The method proposed in [131] is based on a contactless multispectral acquisition device which uses two cameras, one used for capturing images with visible light illumination, and one for capturing images with IR illumination. The second camera is a normal low-cost camera modified with a visible light filter. Both visible light and IR illuminators are used, and diffuser paper is used for a uniform illumination. The device and an example of an acquisition are shown in Fig. 4.57.

4.5.1.2 SEGMENATION AND REGISTRATION

It is possible to divide the methods for the segmentation and registration of contactless palmprint acquisitions in methods used in the case of a uniform background, and methods used in the case of uncontrolled background. Moreover, methods for the registration and fusion of multispectral acquisitions have been proposed in the literature.

UNIFORM BACKGROUND In the case of acquisitions with uniform background and the fingers spread apart, the segmentation and registration methods are in most of the cases similar to the ones described in the Section 4.4.1.2 for contact-based acquisitions. In fact, the majority of the segmentation methods is based on a global thresholding in order to obtain the binary image, and on contour tracking algorithms used to find the intersection between the fingers. These intersections are used as reference points in order to extract the central square region of the palmprint.

The method described in [360] first binarizes the image using the Otsu’s threshold, then uses an ellipse fitting method to compute the major axis and the orientation of the
hand. Then, a morphological erosion is performed, and the center of the eroded area is used as a reference point, in order to extract a square region containing the palm.

The method described in [368] uses a model of the skin color in order to segment the hand image from the background. In particular, the color of the skin is described by a Gaussian distribution of the color values, and the likelihood of each pixel to be a part of the background or the foreground is computed. A contour tracking algorithm is then used to detect the intersections of the fingers, which are used as reference points to extract the square region containing the palm.

A method based on Otsu’s thresholding is described in [361]. After binarizing the image, the point corresponding to the middle of the wrist, and the points corresponding to the intersection of the fingers are used to align the image and to extract the central square region of interest.

The method described in [364] computes the line that intersects the four main fingers in eight points, and then extracts the position of the valley points corresponding to the intersections of the fingers.

The method described in [396] binarizes the image using a threshold computed based on the histogram of the image, then detects the valleys between the fingers and computes the line connecting the first and the last valley. The line is used as reference to extract the central square region of the palm.

A Hysteresis thresholding is used in [367], then the longest line passing through the palm is computed and used as reference to align the image, by comparing it with the direction of the major axis of the fitted ellipse. Then, a fixed-size area is cropped around the center of the hand.

The maximum inscribed circumference is used in [407] to determine the central region of the hand, then the inner square region is extracted.

The minimum circumscribed rectangle is used in [404] to segment the hand region in the image.

The method described in [406] binarizes the image using a threshold computed from the histogram, then a Sobel filter is used to detect and track the edge of the hand. The valleys between the fingers are used as the reference points in order to extract the central region of the palm.

A segmentation performed in the R channel is used in the method described in [375], since the images are captured on a green background. A contour tracking algorithm is used to detect the local minima and maxima of the border, corresponding to the fingertips and the valleys. The central region is extracted accordingly.

After the extraction of the valley points, a variable-size central region extraction is performed in [165], in order to account for differences in the size of the hand.

The method proposed in [415] binarizes the images, then uses a morphological closing operator to regularize the borders. A column-wise search for discontinuities is used to extract the position of the valleys, then the central region of the palm is extracted accordingly.

**Uncontrolled Background** In the case of less-constrained or unconstrained acquisitions, different methods have been studied.
A method based on the extraction of reference points is used in [245] for aligning the hand images captured using an unconstrained setup. The method uses the intersection between the fingers as the initial reference points, which are increased by sampling the points extracted using an edge detector. A RANSAC algorithm is used to compute the alignment between the set of points.

A method based on a Multi-Layer Perceptron (MLP) is used in [374] for the segmentation of the hand images captured in unconstrained conditions, with an uncontrolled background.

A method based on a neural network is used in [369] for binarizing the input image, then a contour tracking algorithm is used to detect the fingertips and the intersections between the fingers. These points are used to extract the center of the palm image.

A neural network approach based on the YCbCr color space is proposed in [418] for the segmentation of the hand in situations when a complex background is present.

The method described in [373] is proposed for the real-time segmentation of palmprint images in the case of unsupervised acquisitions. First, an object detection algorithm is used to determine whether a hand is present in the image. Then, the histogram models of skin and non-skin regions are computed, and the Bayesian maximum likelihood is used to compute the probability of a pixel to belong to the foreground. A method based on an edge detector is used to compute the contour of the hand even in the case of non-spread fingers. Then, a contour tracking algorithm is used to find the positions of the valleys between open fingers, and possible candidates of the valleys between closed fingers. An analysis of the neighboring points is performed in order to determine the correct points. Then, a shape context descriptor is used to discard the false keypoints, and a central square region is then extracted, based on the position of the computed keypoints.

The method proposed in [240] uses a set of rules for the R, G, B values in order to segment the skin from an uncontrolled background, in the case of hand images captured using a mobile camera. A contour tracking algorithms is used to detect the fingertips and the valleys. Then, the image is aligned and the central square region is extracted.

A method for the segmentation of palm images captured using mobile devices is proposed in [228]. The method first binarizes the image using the Otsu’s threshold, then the center of the wrist is computed, and the valleys between the fingers are detected. The position of the valleys is used to align the images to a horizontal orientation. Then, a rectangle corresponding to the lower side of the hand is extracted and enhanced using the Radon Transform. The position of the maximum value of the enhanced region is used to normalize the images to the same scale. Then, the center region of the palm image is extracted.

The method described in [241] analyzes the central region of the images, which is supposed to be occupied by the hand, in the nRGB color space. The median and variance of the intensity of the pixels in the central region is computed, and compared with the remaining pixels, in order to determine whether they belong to the foreground or the background. Then, a preliminary detection of the valleys is performed, and the lines from each valley to the finger border are computed. The most frequent orientation
is used as the reference orientation of the hand, and used to align the image. The position of the valleys is refined by searching a horizontal row with eight transitions. Then, the central region of the hand is extracted according to the position of the valleys.

The center of gravity of the palmprint images is extracted in the method described in [419], then a two-dimensional Hanning window is used to extract the central region. The DFT of the region is computed, and a correlation-based approach is used to align the images and to normalize the scale.

A cascade classifier is used in [411] to segment hand regions in unconstrained acquisitions. In particular, hand acquisitions with excessive in-plane rotations must be rejected. The AdaBoost algorithm is used to select the most distinctive Haar features from the learning dataset. The orientation of the image is computed by calculating its moments. Then, a morphological erosion is used to remove the finger regions, and the central rectangular region is extracted.

**Multispectral Acquisitions** The method proposed in [414] merges the images captured using a multispectral acquisition setup, in order to increase the recognition accuracy. In particular, the valleys between the fingers are used to coarsely align the images and extract the ROI. Then, the wavelet coefficients are merged in order to obtain a single image. A similar method is proposed in [412].

### 4.5.1.3 Image Enhancement

Several methods are used in the preprocessing step, before the feature extraction process. In particular, the majority of the enhancement methods are based on derivative operators, Gabor filters, wavelet transforms, or Fourier transforms.

The Laplacian derivative operator, followed by a Gaussian low-pass filter, is used in [368] to enhance the details of the palm lines. The Sobel operator is used in [368, 363, 372, 420]. Other ad-hoc line detectors are used in [360, 405]. A local ridge enhancement method, based on a low-pass filter followed by a Laplacian operator, is used in [131] to enhance the palmprint and palm vein images.

Gabor filtering is used in [130, 369, 372, 375]. A circular Gabor filter is used in [370]. Gabor wavelets are used in [376].

Several wavelet transforms (Haar, Daubechies, Coiflets) are used in [361]. The Haar wavelet is used in [362]. The phase congruency of the wavelet response is used in [382] to enhance the edge and the lines of the palm. Wavelet-based enhancement methods are used in [366, 396, 367, 406, 400, 131].

The Discrete Fourier Transform is used in [364, 420, 419]. The DCT transform is used in [377, 421, 399, 392].

An enhancement method based on the combined use of Fourier Transform, Logarithm, DCT, and Wavelet transform is used in [383]. A regularization method based on Partial Differential Equations (PDE) is used in [371] to remove the noise in low-quality palmprint acquisitions. An adaptive histogram equalization technique, based on a Genetic Algorithm is proposed in [422]. A combination of wavelet transform and several Sobel operators with different orientations is used in [402].
A method for the correction of a non-uniform brightness in the acquisitions is pro-
posed in [391]. The method is based on dividing the images into subregions, and com-
puting the mean intensity value of each strip. The mean intensity map is interpolated
in the entire image region in order to obtain a map of the reflections present. Then, the
obtained map is subtracted from the original image.

A force field transformation is used in [393]. In particular, the force field transfor-
mation represents each pixel as exerting a force that is directly proportional to its
intensity, and inversely proportional to the distance between the other pixels. Then, for
each pixel the total force and orientation exerted by the remaining pixels is computed.

4.5.1.4 FEATURE EXTRACTION AND MATCHING

The methods used for the feature extraction and matching in two-dimensional contact-
less palmprint acquisitions can be divided using a classification similar to the one used
in Section 4.4.1.4. In particular, five categories can be distinguished:

1. Line-based approaches;
2. Subspace-based approaches;
3. Statistical approaches;
4. Coding-based approaches;
5. Other approaches.

LINE-BASED APPROACHES The method proposed in [420] uses the Sobel operator
to extract the palm lines, then the endpoints and cross points of the lines are computed
and transformed in the frequency domain using the DFT. The resulting coefficients are
matched using the Euclidean distance measure.

Four different line detectors are used in [360] to enhance and extract the palm lines,
then the images are merged and the standard deviation of each subregion of the image
is used to build the feature vector. The normalized correlation is used as a distance
measure. A similar method, which uses the cosine similarity measure, is used in [405].

SUBSPACE-BASED APPROACHES The variance of each subregion of the images is
used in [365], along with the response of the Haar wavelet. A PCA-based approach is
used to reduce the dimensionality of the feature vector.

The DCT transform is used in [377] to enhance the image and extract the features,
then the PCA is applied to reduce their dimensionality. A RBF Neural Network is used
for classification.

Palm shape features, variance values of the subregions of the images, and the wavelet
response are used in [366]. A Karhunen-Loève Transform (KLT) is used to reduce the
dimensionality of the feature vector.

An approach based on Generalized Discriminant Analysis for feature extraction is
used in [378].
A 2D PCA approach is used in [380] for the recognition of defocused palmprint acquisitions. A nearest neighbor classifier is used for matching.

A comparison between PCA, GDA, and LDA for palmprint recognition is proposed in [379].

LDA analysis is used in [410] to extract the features from palmprint, then a correlation-based approach is used to merge the palmprint features with features related to the finger geometry. The Euclidean distance is used for matching.

The 2D-DWT is used in [400] to enhance the image and extract the features, which are reduced using the PCA. The average sum of the squares of the distances between the feature vectors is used as the comparison measure.

Statistical approaches Local Binary Patterns are extracted from the Sobel-enhanced images in the method described in [368]. A Probabilistic Neural Network is used to classify the results.

A method based on the characteristic matrix as the distinctive feature for recognition is used in [423].

The energy values extracted from different wavelet transform applied to the image are used in [361] as the distinctive features. A neural network is used to compute the distance between different feature vectors.

In the method described in [371], a normalization approach is applied to each sub-region of the image, then the intensity values of each region are used as features, and classified using a SVM-based method.

The energy values computed from the Haar wavelet transform of the image is used in [362]. The Euclidean distance is used to compare the features.

The entropy measure is used in [404] to characterize the statistical grayscale distribution of the images, and used as a distinctive feature. Both global and local entropy values for each subregion are computed. The Euclidean distance is used to measure the similarity between feature vectors.

The cohort information, obtained using multiple template comparisons per user, is used in [398] to enhance the recognition accuracy of the matching method based on ordinal features.

Coding-based approaches A method based on matching the quantized responses of the Gabor filters, as proposed in [293], is often used in the literature [245, 238, 375] for matching contactless palmprint acquisitions.

The binarized response of different Sobel operators is used in [363] for representing the map of the dominant orientations of the palmprint images. The Hamming distance is used for comparing different samples. A similar method is applied in [131] for both palmprint and palm vein images, after decomposing the image using a wavelet transform. A SVM classifier is used for combining the match scores obtained with the two images.

The method described in [402] enhances the images using the wavelet transform, and uses the binarized response of the Sobel operator as the bit string used for matching.
A wavelet transform is used in [406] to enhance the details of the lines of the palmprint, then the response is encoded according to the local orientation. The Hamming distance is used for matching.

The use of Orthogonal Line Ordinal Features is described in [407]. In particular, orthogonal filters with different phase values are used to extract the orientation information of the palmprint. Then, the filter response is binarized and matched using the Hamming distance. Ordinal features are used in [411, 416] for the recognition of palmprints captured using an unconstrained, multispectral setup.

Steerable filters, that are based on a linear combination of oriented filters, are used in [388] to enhance the orientation of the palm lines. Then, the innovative distance measure proposed in [386] is used for matching palmprint acquisitions. In particular, it is shown that both the bitwise angular distance and the Hamming distance are particular cases of the proposed distance measure.

A symbolic representation of the palmprint images is proposed in [387] to efficiently encode the acquisitions. In particular, the proposed Symbolic Aggregate Approximation (SAX) converts a signal into a string of discrete symbols. The different symbols are generated with the same probability, by choosing threshold values that follow a Gaussian distribution. An ad-hoc distance measurement function is used to compare the resulting templates.

The method described in [391] segments the palmprint image in overlapping circular strips, which are averaged along their radial direction, in order to obtain a one-dimensional signal. Then, the Stockwell Transform is applied on the signal, and the phase differences between adjacent strips at the same location are extracted and binarized. The Hamming distance is used for matching.

The method proposed in [392] extracts overlapping rectangular blocks, with a particular orientation, from the palmprint images, then averages their intensities across the height in order to obtain a one-dimensional signal. The DCT transform is applied on each block, then the differences of the DCT coefficients in adjacent block are extracted and binarized. The Hamming distance is used as a measure of comparison.

A similar method, which uses the phase difference information computed from adjacent square blocks, is used in [394].

The Contourlet transform is used in [415] for palmprint recognition. In particular, the contourlet transform enhances the directional frequency information present in the image. Then, the dominant orientation at each image location is encoded. The templates are matched by counting the number of positive bits in common.

OTHER APPROACHES

The method described in [383] enhances the images using a combination of Fourier Transform and logarithm operator, then uses the amplitudes of the DCT transform and the Haar wavelet transform as features. A neural approach is used to match the feature vectors from different acquisitions.

A feature extraction and matching method based on SIFT and Orthogonal Line Ordinal Features (OLOF) is used in [130]. The Euclidean distance is used to match the two sets of feature vectors, and a weighted sum is used to combine the two match scores. A similar method, which also compares different color spaces, is described in [424].
In the method described in [369], the Gabor-filtered image is convoluted with the features related to the shape of the hand. The result is binarized and the Hamming distance is used for matching.

A combination of Gabor Wavelet Networks (GWN) and Probabilistic Neural Networks is used in [376] for contactless palmprint recognition.

A string matching algorithm is used in [370] to match the palmprint acquisitions, after enhancing them with a Gabor filter.

The Fourier transform is used in [364] to enhance the images and extract the features of the palmprint. Then, a method based on RB K-Means and a hierarchical SVM classifier is used for classification.

The combination of wavelet features and Fuzzy features is used in [396]. In particular, the Fuzzy features are related to the cumulative difference between the intensity of the pixels in each subregion and the average intensity of each region.

The DCT transform is used in [421] to extract the features from several different color spaces. The Nearest Neighbor classifier is used for matching the feature vectors. A method based on 2D-DCT is used in [399].

The features extracted from several wavelet transform are concatenated in the method described in [367], and the Euclidean distance is used as a measure of comparison.

A set of three-value functions is used in [240, 244] to project the palmprint image onto the respective feature spaces. The dot product of each function and the palmprint is computed, and the results compose the feature vector. Different methods are used for the generation of the functions, in particular the random method, manual method, and PCA method are tested.


SIFT features are used in the method described [389], which uses a matching procedure based on a KNN classifier, in order to compare the feature vectors.

A correlation-based method is used in [419] to match the phase information obtained by computing the DFT of the palmprint images.

A force field transformation is computed in [393] to enhance the details of the palmprint, then the orientation information of the force field is used as a distinctive feature. In particular, the Local Structure Tensor is used to describe the information related to the local orientation present in the image. A matching method based on the Euclidean distance is used to compare different acquisitions.

4.5.2 THREE-DIMENSIONAL CONTACTLESS PALMPRINT RECOGNITION

Currently, only few methods for the three-dimensional contactless palmprint recognition are proposed in the literature. In particular, methods that use three-dimensional laser scanners and methods based on structured light illumination are described. The advantages of three-dimensional contactless methods reside in the fact that they perform a more unconstrained recognition, since the position of the hand can be deter-
mined in the metric space, and variations in the distance and orientation can be accurately measured. Moreover, a more accurate recognition is made possible with respect to two-dimensional contactless systems, because of the information related to the three-dimensional model of the hand. However, the acquisition setups are more complex and expensive, with respect to two-dimensional acquisition systems.

A framework for the contactless recognition using hand features is described in [425]. In particular, the method uses both two-dimensional and three-dimensional features are used, related to the palmprint, the hand geometry, and the finger geometry. The used acquisition device consists in a commercial 3-D digitizer, which is based on an illumination beam used to capture the light reflected from the surface. A triangulation procedure is used to compute the three-dimensional model, and a color image is simultaneously captured (Fig. 4.58).

The images and the models are captured with uncontrolled illumination conditions, and the position of the hand is unconstrained. However, subjects are asked to place the hand parallel to the image plane of the digitizer. A uniform background is used to facilitate the segmentation process. A size of $640 \times 480$ is used for both the color images and the three-dimensional models.

Then, the color image is binarized using the Otsu’s threshold, and a contour tracking algorithm is used to extract the positions of the local minima and maxima of the boundary, corresponding respectively to the valleys and fingertips. Based on the posi-
tion of the valleys, a rectangular ROI of the palmprint is extracted from both the color image and the three-dimensional model.

Using the information of the three-dimensional shape of the palmprint, the principal curvature map of the palmprint is computed by fitting a surface over a local neighborhood of the image. The minimum and maximum values of the partial derivatives are computed, and used to construct a Shape Index (SI). According to the SI, nine possible surface categories can be defined (Fig. 4.59). Then, the SI relative to each pixel is encoded using a 4-bit string. This representation is called SurfaceCode, and a method based on the Hamming distance is used to compare different acquisitions.

The Competitive Code [295] feature extraction scheme is used for extracting the characteristics from the two-dimensional color image.

A similar acquisition and recognition method is proposed in [426], with the introduction of a technique for the normalization of the hand pose and orientation in the three-dimensional space. In particular, the center of the palm is located by computing the distance transform of the pixels of the segmented image, and a ROI with a fixed size is extracted. A plane is fitted using the position of the three-dimensional points of

Figure 4.59: The nine possible shapes used in [425], and the corresponding Shape Index.

Figure 4.60: The three-dimensional pose normalization method proposed in in [425]: (a) three-dimensional model of the hand before the normalization; (b) after the normalization.
the ROI, and used to compute the orientation of the hand. Then, a rotation is applied to both the three-dimensional model and the image. An example of a model before and after the normalization of the hand pose is shown in Fig. 4.60.

An embedded three-dimensional surface measurement system is proposed in [427] for a contactless three-dimensional acquisition of the palmprint. In particular, the system uses a digital camera and a projector, and the reconstruction method is based on a structured light illumination technique. However, the hand of the user needs to be placed against a flat surface (Fig. 4.61).

4.6 QUALITY ESTIMATION OF PALMPRINT SAMPLES

Currently, only a few methods for the estimation of the quality of palmprint acquisitions are present in the literature.

The method described in [428] has the purpose of determining the least significant (fragile) bits in coding-based palmprint recognition approaches. In particular, fragile
bits occur when the inner product between the filter and the region of the image produces an output with a small magnitude. This can be caused by the particular structure of the palmprint region, by the used filtering scheme, by the quantization method, or by a combination of these factors. In particular, the method analyzes the recognition accuracy obtained using the Binary Co-occurrence Vector (BCOV) coding scheme [306], by removing the fragile bits corresponding to the filtered regions with low magnitude. It is demonstrated that, by removing the fragile bits, the recognition accuracy is increased.

A method for the quality estimation of palmprint samples, captured using inked impressions or using optical devices, is proposed in [429]. In particular, quality estimation techniques for contact-based palmprint samples are especially useful since very different pressures can be applied in the different parts of the palm. For example, the palm region near the thumb often presents a lower quality (Fig. 4.62).

The method divides the images into a set of blocks, and computes the quality indices for each block. In particular, the used indices are based on ridge continuity, ridge thickness uniformity, smudginess dryness, orientation certainty, ridge-valley frequency, and the special region index. The final quality value for each block is computed using a weighted sum, and the weights are computed using a linear regression technique.

4.7 PALMPRINT CLASSIFICATION

The classification of palmprint samples has the purpose of reducing the size of the database of samples that need to be compared in order to perform the recognition. In particular, efficient classification methods are useful for identification purposes. However, accurate classification methods can help in increasing the recognition accuracy also for applications that use authentication. In this section, the techniques for the classification of palmprint samples are reviewed.

The use of correlation filters for palmprint classification is proposed in [430]. In particular, correlation filters are a kind of filters that produces a sharp peak when correlated with a sample of the corresponding class, and a noisy output in the other cases.
The method uses a line-based ROI extraction method, then extracts the lines of the palm using a phase-symmetry approach. Then, the energy output of the image containing the palm lines is computed, and the images with the highest energy are chosen for each class to train the correlation filters.

A classification method based on global features of three-dimensional palmprints is used in [431]. In particular, three global features are used for classification. The first feature is related to the maximum depth of the three-dimensional palmprint with respect to the reference plane, whose depth is computed as the mean depth of the three-dimensional palmprint. The second feature is computed by slicing the three-dimensional palmprint with horizontal planes at different depths. The area enclosed by each level curve is used as a feature. The third feature is computed by extracting the distance of each point lying on the contour of the level curve, and the corresponding centroid. This feature is used to describe the contour of each level curve. An LDA-based method is used to reduce the dimensionality of the feature vector, then an SVM-based method is used for the classification of the features.

An online palmprint classification scheme based on principal lines is described in [432]. First, the palmprint image is segmented and the main principal lines and their intersections are extracted using a method based on edge detectors. The number of the principal lines and the number of their intersections are used to classify the palmprints into six categories (Fig. 4.63). Since the category 5 is the most widespread, a method for the sub-classification of palmprints belonging to category 5 is proposed in [433].

A classification method based on the heart line (Fig. 4.4) is used in [434]. An edge detector based on the Sobel operator is used to extract the position of the heart line, then the palm image is divided into subregions, and the regions in which the heart
line is present are extracted and sorted. The set of regions crossed by the heart line is
used as a feature vector for classification.

A method based on the curvature and the intersections of the heart and life lines is
described in [435]. In particular, six categories are defined by considering three possible
curvatures of the heart lines, and the presence or absence of an intersection between
the heart and life lines.

The method proposed in [436] extracts the principal lines and a set of keypoints
along the direction of the main lines. The position, direction, and energy of the key-
points are used for retrieving the set of similar palmprint samples. Moreover, a pre-
liminary distinction between left and right palms is used to further reduce the set of
possible matches.

A ridge-based method for palmprint classification is proposed in [437]. First, the
palmprint image is registered according to a set of reference orientations, then the
ridge orientation map and ridge density map are used for palmprint classification.

4.8 GENERATION OF SYNTHETIC PALMPRINT SAMPLES

In the literature, a preliminary study of a method for generating synthetic palmprint
samples has been proposed in [438]. In particular, the generation of synthetic palmprint
samples can reduce the time and cost needed for the collection of large databases.

The method is based on the extraction of the principal palm lines from a real palm-
print image. Then, the wrinkles and ridges are synthetized, and combined with the
principal lines in order to obtain the synthetic sample. Multiple images are generated
starting from the obtained image, in order to compute several acquisition of the same
individual.

First, a Canny edge detector is used to extract the principal lines from a real palm-
print image. If the image has a low contrast or is too noisy, it is discarded. The real
palmprint image is blurred in order to eliminate the principal lines, and a set of patches
is extracted from the image. Then, the patches are combined in different ways to gen-
erate different synthetic images, and combined with the extracted principal lines.

In order to simulate different acquisitions of the same synthetic individual, with
intra-class variations, deformation meshes are used to shift the position of the pixels in
the image. A shifting of the grayscale values is used to simulate changes in the illumi-
nation, while Gaussian noise is used to simulate defects in the acquisition procedure.

4.9 SUMMARY

Palmprint recognition systems are a particular type of hand-based biometric systems,
which have the advantages of featuring a good speed, a good accuracy, and a low
intrusiveness. With respect to fingerprints, palmprint features can be extracted even
from elderly people or manual workers. Moreover, palmprint recognition systems have
a relatively big area usable for feature extraction, and can be realized with low-cost
hardware.
Applications of palmprint recognition systems can be found in forensic and law enforcement scenarios, and in civil applications for access control, mobile authentication, or unconstrained recognition.

According to the level of detail, different features can be used for palmprint recognition, such as shape features, principal lines, wrinkles, singular points, or minutiae.

Palmprint recognition systems are usually based on five modules, which respectively perform the acquisition, the segmentation and registration, the enhancement, the feature extraction, and the matching.

According to the technique used in the feature extraction module, it is possible to divide the palmprint recognition methods in ridge-based approaches, line-based approaches, subspace-based approaches, statistical methods, and coding-based approaches.

Moreover, it is possible to classify the palmprint recognition methods according to the type of acquisition device. In particular, contact-based and contactless techniques can be distinguished, and each category can be divided according to the type of sample used. Both two-dimensional images and three-dimensional models can be used.

Two-dimensional contact-based acquisition methods can use ink-based acquisitions, latent palmprint lifting techniques, optical devices, digital scanners, or CCD-based acquisitions, both in visible and non-visible light. Structured light illumination systems, based on a CCD camera and a projector, are used for three-dimensional contact-based acquisitions. Contactless acquisition methods are based on CCD cameras, both using visible and IR light, while three-dimensional contactless acquisition methods are based on laser scanners. For each typology of acquisition device, the steps of segmentation, registration, enhancement, feature extraction and matching have been reviewed.

Quality estimation techniques are also present in the literature, based on the intensity of the Gabor filter response, or on the maps of the ridge orientation and frequency.

Methods for palmprint classification have been proposed in order to speed-up the recognition process, especially for identification scenarios. In particular, methods based on correlation filters, three-dimensional shape features, and the position and orientation of the principal lines are present in the literature.

A preliminary study on the generation of synthetic palmprint samples has also been proposed in the literature.
In this chapter, innovative methods for a contactless and less-constrained palmprint recognition are described. In particular, the researched palmprint recognition system does not require the contact of the hand with any surface, nor the use of fixed positioning systems, and the only constraint imposed on the user requires that the hand is placed open facing the CCD cameras, and inside their field of view.

By not requiring a surface for the placement of the hand, it is possible to avoid the problems related to distortion, latent impressions, dirt, hygiene, or to cultural aspects. Moreover, the absence of a fixed required position for the hand increases the social acceptance and decreases the time needed for every acquisition. Differently from some methods in the literature, the users do not need to spread the fingers open in order to facilitate the segmentation process. The use of three-dimensional reconstruction techniques allows to compute a metric representation of the palmprint, independent of the distance and pose of the hand with respect to the camera.

Currently, both contact-based and contactless three-dimensional palmprint recognition methods are described in the literature. In particular, contact-based three-dimensional methods use a structured light illumination setup, composed by a CCD camera and a projector. Pegs are used to guide the hand in the correct position. Contactless three-dimensional methods are based on a laser scanner.

With respect to the contact-based three-dimensional palmprint recognition systems described in the literature, the researched methods use an original acquisition method, which does not use pegs to constrain the position of the hand, does not have the problems related to the contact of the palm with the sensor (distortion, dirt, latent impressions), is based on a simpler hardware setup with a lower cost (a projector is not required), and performs a faster capture of the image. With respect to contactless three-dimensional methods in the literature, the described methods require an acquisition setup with a lower cost (a laser scanner is not required), and perform a faster capture
of the image. The researched methods, in fact, perform a contactless three-dimensional acquisition using an innovative setup, which require only a two-view acquisition system and a led illumination.

Preliminary versions of the researched methods were studied for the design of a contactless fingerprint recognition system. The research in the field of fingerprint recognition, in fact, is more advanced, and standard methods for the preprocessing, enhancement, quality estimation, and matching of fingerprint samples are available. Then, it was possible to use the available implementations of the standard methods in order to compare the samples, and focus the research on innovative methods for the contactless, less-constrained acquisition and processing of the fingerprints. Moreover, it was possible to compare the obtained results with the one obtained by using traditional contact-based fingerprint recognition systems, in order to evaluate the feasibility of the researched approaches. These methods, however, required a precise positioning of the finger, which needed to be placed on a flat surface in order to be correctly captured.

However, similar acquisition techniques and processing algorithms can be used in the case of fingerprints and palmprints, and the results obtained using the methods for the contactless fingerprint recognition enabled the extension of the implemented methods for the palmprint recognition: a feasibility study was conducted on samples captured by using a flat surface in order to control the acquisition distance from the camera. Subsequently, an innovative and less-constrained biometric system for the palmprint recognition was studied and implemented. In particular, the less-constrained approach does not need a flat surface and requires only that the palm is placed inside an acquisition volume. Moreover, the researched methods are more general, with respect to the ones researched for fingerprint recognition, and can be extended to include features related to fingerprints, finger knuckle, and hand shape. An outline of the performed research is shown in Fig. 5.1.

In this chapter, the preliminary methods for the contactless fingerprint recognition are introduced, then the palmprint recognition methods are presented. First, a feasibility study for a less-constrained recognition based on acquisitions performed at a fixed distance is described, then the innovative methods for the less-constrained recognition using acquisitions with uncontrolled distance are detailed. In particular, all the steps of the palmprint recognition systems are described, including the acquisition, the segmentation, the three-dimensional reconstruction, the three-dimensional model processing, the image enhancement, the feature extraction and matching.

5.1 PRELIMINARY RESEARCH IN CONTACTLESS FINGERPRINT RECOGNITION

Contactless less-constrained methods for fingerprint recognition were studied in the preliminary phases of the research, since standard implementations of the preprocessing, enhancement, and matching methods are available. Then, it was possible to compare the obtained results with standard contact-based methods, in order to evaluate the feasibility of the researched approaches.
Figure 5.1: Outline of the performed research: the methods for the contactless fingerprint recognition (a) were extended to palmprint recognition using acquisitions performed at a fixed distance (b), then they enabled a less-constrained palmprint recognition with uncontrolled acquisition distance (c).
The researched method for the contactless fingerprint recognition consisted in the design and implementation of a fingerprint recognition system with absence of distortions, dust and dirt, without the possibility to extract latent impressions, and with a greater social acceptance. However, the researched methods left some problems open, such as the longer computational time needed, and the interoperability with traditional devices, which needed to be further studied.

The methods for the contactless fingerprint recognition can be divided into methods based on two-dimensional images, and methods based on three-dimensional models. The methods based on three-dimensional models can be further divided into methods that perform the recognition using three-dimensional templates, and methods that unwrap the three-dimensional model on a plane and perform the recognition using two-dimensional images. In particular, methods for every step of the biometric recognition were studied, including the acquisition, preprocessing, image enhancement, feature extraction and matching.

In this section, the preliminary methods for the contactless fingerprint recognition are described. First, the methods based on two-dimensional images are presented, then the methods based on three-dimensional models are described. Both the methods that use three-dimensional templates and the methods that perform the unwrapping of the model on a two-dimensional image are considered. The generation of synthetic three-dimensional fingerprint samples is also described, and a case study for the computation of the three-dimensional models of the fingerprints present on a clay artwork is presented.

5.1.1 CONTACTLESS TWO-DIMENSIONAL FINGERPRINT RECOGNITION

In this section, the methods for a contactless two-dimensional fingerprint reconstruction are presented. First, the contactless acquisition procedure is described, then the methods used for the enhancement of the image, the feature extraction and matching are described. Then, a method for the correction of the finger rotation is presented.

An overview of the treated problems for the contactless two-dimensional fingerprint recognition is shown in Fig. 5.2.

5.1.1.1 ACQUISITION

The researched contactless two-dimensional acquisition setup is based on a CCD camera and led illuminator. For a correct acquisition, the finger must be placed on a flat surface at a distance to the camera equal to 220 mm. Different values for the camera angle were tested. No placement guides are needed, however a flat surface is necessary to place the finger at a fixed distance, since the depth of focus is narrow. In fact, the best results were obtained using lenses with a focal length of 25 mm, which resulted in a depth of focus equal to 6 mm.
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5.1.1.2 Image Enhancement and Computation of the Contact-Equivalent Image

The enhancement step has the purpose of increasing the contrast of the ridge pattern in order to compute an image that has the same high contrast between the ridges and the valleys, as the images captured using a contact-based sensor. In particular, two image enhancement methods were proposed, respectively for noisy and good quality acquisitions. Then, a resolution normalization step is applied.

**Image Enhancement for Noisy Image Acquisitions (E1)** This method is based on the use of contextual filters and can be divided into four steps: ROI estimation, enhancement of the ridge visibility, enhancement of the ridge pattern, and image binarization.

The estimation of the ROI is performed using a method based on the local standard deviation of the image, then the shadow of the finger is removed using a thresholding operation. The ridge visibility is enhanced by first estimating the background $I_B$ using a morphological operation, then removing it from the original image. The resulting image $I_R$ is processed using a logarithm operator in order to reduce the noise.

The enhancement of the ridge pattern is performed by computing the ridge orientation and frequency map, then using a set of contextual Gabor filters, similarly to the method described in [439]. The obtained image is processed using a logarithm opera-
tion, obtaining the image $I_I$, then the histogram $H$ is computed, and used to binarize the image, using the following equation:

$$I_B(x, y) = \begin{cases} 
0 & \text{if } I_I(x, y) \leq \arg\max_i (H(i)) \\
1 & \text{otherwise}
\end{cases}$$  \hspace{1cm} (5.1)

where $I_B$ is the resulting binarized image.

**IMAGE ENHANCEMENT FOR GOOD QUALITY IMAGE ACQUISITIONS (E2)** This enhancement method is based on ridge following and can be divided into three steps: ROI estimation, enhancement of the ridge visibility, enhancement and binarization of the ridge pattern.

The first two steps are the same used in the method E1, while the third step is performed using the enhancement and binarization method implemented in the NIST MINDTCT software [440]. This method is able to compute the binary image $I_B$ from the image $I_I$ by evaluating the shape of every ridge in the image.

**RESOLUTION NORMALIZATION** A normalization procedure is applied in order to obtain images with a 500 dpi resolution. Since the images are captured with a fixed distance to the camera, and the image plane is perpendicular to the camera optical axis, it is possible to compute the normalization factor $n_f$ as:

$$n_f = \frac{i_x}{r_x \cdot 500},$$  \hspace{1cm} (5.2)

where $i_x$ is the number of pixels in the image in the horizontal direction, corresponding to $r_x$ inches in the horizontal direction of the captured area.

### 5.1.1.3 FEATURE EXTRACTION AND MATCHING

Different methods for the feature extraction and matching were researched. In particular, methods based on the analysis of the Level 1 features and Level 2 features, described in Section 2.3, were studied.

**ANALYSIS OF LEVEL 1 FEATURES** The detection of the principal singular point is crucial in fingerprint recognition methods based on a reference point, or for the methods that perform the fingerprint classification.

A method for the estimation of the position of the principal singular point in contactless fingerprint acquisitions, using computational intelligence techniques, was researched [147]. In particular, the method performs the estimation of the ROI and the image enhancement using the method E1 described in Section 5.1.1.2, then uses the Poincaré index [441] to compute a list of possible principal singular points. A set of features is extracted for every point, including the fingerprint class, the position of the point in different coordinate system, and the quantity of information contained in every corresponding region. A computational intelligence approach is used to clas-
sify the features and estimate the position of the principal singular point among the possible candidates.

**ANALYSIS OF LEVEL 2 FEATURES**  The majority of contact-based fingerprint recognition systems perform the biometric recognition using Level 2 features, which consist in the position and orientation of the minutiae points. In particular, the NIST algorithm MINDTCT \([440]\), is used for the extraction of minutiae points. Moreover, the MINDTCT algorithm can be applied also on contactless fingerprint acquisitions, after computing the contact-equivalent image using the image enhancement steps \(E_1\) or \(E_2\) described in Section 5.1.1.2. Then, the NIST BOZORTH3 \([440]\) algorithm is used to match the extracted minutiae. The algorithm is based on searching a path linking the pairs of minutiae with corresponding distances and orientations in the two images.

5.1.1.4 **CORRECTION OF FINGER ROTATIONS**

A method for the correction of the finger rotations in two-dimensional contactless acquisitions was researched \([79]\). The method is based on the computation of an approximated three-dimensional shape of the finger and on computational intelligence techniques. The method can be divided into two phases: an enrollment phase, and a verification phase.

In the enrollment phase, a contactless acquisition is performed, then the image is enhanced and the contact-equivalent image is computed using the enhancement method \(E_2\) described in Section 5.1.1.2. Then, a general parametric three-dimensional model of the finger shape is computed and adapted to the silhouette of the captured finger. A set of rotated finger acquisitions is computed by rotating the three-dimensional model with different angles, and interpolating the pixel values in the new coordinates corresponding to the each rotated model. From each rotated image, a set of features is extracted. In particular, the used features are related to the asymmetry of the silhouette shape, and to the intensity of the Gabor filtered image.

During the verification phase, the captured image is processed using the enhancement method \(E_2\), then a set of features is extracted from the image. Combined feature sets are obtained by merging the feature set with every feature set obtained from the corresponding rotated templates computed in the enrollment phase. A neural approach is used to classify the combined feature set in order to estimate the rotation angle between the acquisitions. Then, the template with the corresponding rotation angle is used to perform the matching. In particular, the method based on the analysis of Level 2 features described in Section 5.1.1.3 is used to compare the templates.

5.1.2 **CONTACTLESS FINGERPRINT RECOGNITION USING THREE-DIMENSIONAL TEMPLATES**

In this section, the researched methods for the contactless fingerprint recognition using three-dimensional templates are described. First, the multiple-view setup calibration and acquisition procedure are introduced, then the preprocessing algorithms and the three-dimensional reconstruction method are presented. The method used for un-
Figure 5.3: Overview of the treated problems for the contactless fingerprint recognition using three-dimensional templates.

wrapping the three-dimensional models is described, followed by the used image enhancement and feature extraction methods. An overview of the treated problems for the contactless fingerprint recognition using three-dimensional templates is shown in Fig. 5.3.

5.1.2.1 Camera Calibration

The calibration of the multiple view setup is performed off-line once before the acquisition step. A plain chessboard was used as a calibration object, and captured with multiple orientations. A corner detection algorithm is used to extract the position of the corners in every acquisition, then the algorithms described in [442, 443] are used to compute the intrinsic and extrinsic parameters of the multiple view setup. A Direct Linear Transformation (DLT) method [444] is used to compute the homography matrix.
5.1.2.2 ACQUISITION

The acquisition setup is composed by two CCD cameras and an illuminator. The image acquisition procedure requires that the fingerprint is placed still on a flat surface, and in the overlapping field of view of the two cameras. No finger placement guides are needed, and uncontrolled yaw and roll orientations are possible. A synchronized two-view acquisition is used to capture the images.

In particular, three illumination methods were researched:

- **Method A**: an image with a regular pattern is projected on the finger, in order to simplify and speed up the reconstruction process. The pattern is composed by squares with alternate green and blue colors, computed starting from a uniform RGB image. The particularity of the pattern is that it is possible to recover both the squares and the original image from a single acquisition. This illumination scheme permits a fast and robust three-dimensional reconstruction. However, a DLP projector is needed [102].

- **Method B**: a white led light is used to illuminate the finger. This illumination scheme has a lower cost, but introduces the possibility of reflections and shadows in the acquisitions.

- **Method C**: a diffused blue led light is used to illuminate the finger. A blue wavelength is proved to better enhance the details of the fingerprint [445]. This illumination scheme is able to obtain good quality images, with a better visibility of the ridge pattern with respect to Method A and Method B.

5.1.2.3 IMAGE PREPROCESSING

Different preprocessing methods were studied according to the illumination method used in the acquisition step. In the case of Method A, the fingerprint image can be obtained by summing the G and B channels of the captured image, then two thresholds are used to segment the finger region.

The projected square pattern is obtained by subtracting the B channel from the G channel, then a thresholding operation and a morphological analysis are used to compute the centroids of the squares.

A similar segmentation method, based on two thresholds, is used to segment the images captured using the Method B, while a simpler Otsu’s based thresholding is used to segment the images captured using Method C.

5.1.2.4 THREE-DIMENSIONAL FINGERTIP RECONSTRUCTION

The method used for the three-dimensional reconstruction is based on the extraction and matching of a set of equally spaced reference points. After a refinement step, the calibration information of the cameras is used to triangulate the matching points in the three-dimensional space. Linear interpolation techniques are used to compute a three-dimensional surface model describing the fingertip and the corresponding texture image [102, 446].
EXTRACTION AND MATCHING OF THE REFERENCE POINTS  

In the case of the acquisitions performed using Method A, only the centroids of the squares are considered and used as reference points, while in the case of Method B and Method C a downsampling procedure with a fixed step is used to extract the set of points in the left image \( F_A \).

For each point \( x_A \) that belongs to the left image \( F_A \), a preliminary matching point \( x_{BH} \) belonging to the right image \( F_B \), is computed in homogeneous coordinates by considering the homography matrix \( H \):

\[
X_{BH} = HX_B ,
\]

where \( X_{BH} \) is the preliminary matching point expressed in homogeneous coordinates:

\[
X_{BH} = \begin{bmatrix} X & Y & W \end{bmatrix}^T.
\]

The preliminary matching \( x_{BH} \) in Cartesian coordinates is computed as follows:

\[
x_{BH} = \begin{bmatrix} X & Y & W \end{bmatrix}^T.
\]

The preliminary matching points are refined by searching the best cross-correlation coefficient value between a \( l \times l \) window centered in \( x_A \) and a \( l \times l \) window sliding in a \( H \times W \) rectangular region centered on \( x_B \). The cross-correlation coefficient is computed as:

\[
r = \frac{\sum_m \sum_n (A_{mn} - \bar{A})(B_{mn} - \bar{B})}{\sqrt{(\sum_m \sum_n (A_{mn} - \bar{A})^2)(\sum_m \sum_n (B_{mn} - \bar{B})^2)}} ,
\]

where \( A \) and \( B \) are the two windows of size \( l \times l \).

REFINEMENT OF THE MATCHED POINTS  
The matched points are refined in order to remove the outliers. In particular, different methods are used in the case of acquisitions performed using Method A, Method B, or Method C.

In the case of acquisitions performed using Method A, a RANSAC algorithm is used to fit a homography between the matching points \[^{447}\]. Then, the pairs of points discarded by the RANSAC algorithms are eliminated.

The Euclidean distance between the pairs of matching points is computed, and the pairs for which their distance exceeds the mean global distance plus the global standard deviation of the distances, are discarded.

In the case of Method B, the pairs of matching points pertaining to the same column of \( F_A \) are stored in the vector \( V_C \), which is interpolated using a third order polynomial. If the difference between the value in \( V_C \) and the interpolated value at the corresponding position exceeds a threshold, the pair of points is discarded. Then, the Euclidean
distance between the pairs of matching points is compared with the global mean and standard deviation values of the distances.

In the case of Method C, the Euclidean distance is compared with the global mean and standard deviation values of the distances, then a thin plate spline is applied to the set of corresponding points. This method performs a smooth and accurate filtering of the points. However, the amount of outliers must be low.

**Point Triangulation and Surface Estimation**

The two-dimensional coordinates of the matching points are normalized using a rectification procedure, then the three-dimensional coordinate corresponding to each pair of matching points is computed using the triangulation formula \[ z = \frac{fT}{x_A - x_B} \] (5.7)

where \( f \) is the focal length of the two cameras, \( T \) is the baseline distance between the two cameras and \( x_A \) and \( x_B \) are the two matched points.

A linear interpolation with a constant step \( s_{\text{interp}} \) is used to compute a dense three-dimensional surface model of the fingertip. Three-equispaced maps \( M_x, M_y, M_z \) are computed in order to describe the surface. The same interpolation is applied to the image \( F_A \) in order to compute the texture \( M_T \) of the three-dimensional model.

**5.1.2.5 Texture Enhancement and Computation of the Contact-Equivalent Image**

The texture \( M_T \) is processed using the image enhancement methods described in Section 5.1.1.2, in order to compute a contact-equivalent image. In particular, the textures of the models computed using the Method A and Method B are processed using the enhancement method \( E_1 \). On the contrary, the textures of the models computed using the Method C, since they present a lower level of noise, are processed using the enhancement method \( E_2 \).

**5.1.2.6 Feature Extraction and Matching**

The NIST software MINDTCT is used to extract the positions and orientations of the minutia points from the enhanced textures. Then, the maps used to describe the three-dimensional surface of the fingertip are used to compute the three-dimensional coordinates of the minutiae points, using the following formulas:

\[
 x = M_x \left( x_M, y_M \right) ; \quad y = M_y \left( x_M, y_M \right) ; \quad z = M_z \left( x_M, y_M \right).
\] (5.8)

Then, a six-element vector \((i, x, y, z, \theta, q)\) is used to describe each minutia, where \( i \) is an identifier, \((x, y, z)\) are the three-dimensional coordinates, \( \theta \) is the orientation, and \( q \) is the quality value. Since the areas near the borders of the fingertip models can be noisy, only the minutiae which have a quality \( q \) greater than a fixed threshold, and with the minor distance to the centroid of the fingertip, are considered.
Then, a two-dimensional Delaunay triangulation is computed using the positions of the minutiae, and the resulting set of triangles is used as template. In particular, each triangle of the computed triangulation is represented by a four-element set \((I, L, \theta_{\text{max}}, C)\) where \(I\) is a vector representing the coordinates of the three vertices, \(L\) contains the lengths of the facets, \(\theta_{\text{max}}\) is the maximum angle of the triangle, and \(C\) contains the three-dimensional coordinates of the incenter of the triangle.

The matching of the three-dimensional templates is performed by first searching the pairs of similar triangles, then by using the corresponding triangles to align the minutiae. Finally, the minutiae are matched and the match score is computed.

The triangles pertaining to the two templates \(T_1\) and \(T_2\) to be matched are compared using the formula:

\[
|L_2(j) - L_1(i)| < s_L , \\
\min(|\theta_2(j) - \theta_1(i)|, (360 - |\theta_2(j) - \theta_1(i)|)) < s_\theta ,
\]

where \(L_1(i)\) and \(L_2(j)\) represent respectively the lengths of the facets of the \(i\)-th triangle in template \(T_1\), and of the \(j\)-th triangle in template \(T_2\). The values \(\theta_1(i)\) and \(\theta_2(j)\) represent the orientations of the corresponding minutiae, and the thresholds \(s_L\) and \(s_\theta\) are empirically chosen.

Each pair of similar triangles is used to estimate the rototranslation between the three-dimensional coordinates of the two templates \(T_1\) and \(T_2\). In particular, for each pair of triangles the corresponding aligning rototranslation is performed, and the rotation coefficient is computed. The rotation coefficient is defined as the average difference between the orientations of the minutiae, after the rototranslation.

Then, the minutiae of the template \(T_2\) are aligned according to the rotation coefficient, and translated according to the difference between the coordinates of the incenter of the triangles. For each rototranslation, the pairs of corresponding minutiae are searched by comparing their coordinates \((x, y, z)\) and orientations \(\Theta\) according to the formulas:

\[
\sqrt{(x_1(i) - x_2(j))^2 + (y_1(i) - y_2(j))^2 + (z_1(i) - z_2(j))^2} < s_D , \\
\min(|\Theta_1 - \Theta_2|, (360 - |\Theta_1 - \Theta_2|)) < s_\theta ,
\]

where \(s_D\) and \(s_\theta\) are threshold values empirically chosen.

The final match score \(m\) is computed based on the maximum number \(N_m\) of matching minutiae:

\[
m = \frac{2N_m}{N \times M} ,
\]

where \(N\) and \(M\) are the numbers of minutiae respectively present in the templates \(T_1\) and \(T_2\).
5.1.3 CONTACTLESS FINGERPRINT RECOGNITION BASED ON UNWRAPPED THREE-DIMENSIONAL MODELS

In this section, the methods for the contactless fingerprint recognition based on the unwrapping of the three-dimensional models are described. In particular, the three-dimensional model and the corresponding texture are computed as described in Section 5.1.2, then an unwrapping procedure is used to map the three-dimensional model on a two-dimensional image. Image enhancement techniques are used to compute the contact-equivalent images, and computational intelligence techniques are used for the quality estimation of the enhanced images. Then, a feature extraction and matching method based on the analysis of Level 2 features is used. An overview of the treated problems for the contactless fingerprint recognition based on unwrapped three-dimensional models is shown in Fig. 5.4.

5.1.3.1 UNWRAPPING OF THE THREE-DIMENSIONAL FINGERTIP MODELS

The unwrapping procedure has the purpose of computing a two-dimensional image similar to rolled fingerprint acquisitions, in order to process it using state-of-the-art algorithms designed for two-dimensional contact-based images.

In particular, the researched unwrapping method is detailed in [102] and is similar to the one described in [153]. The method is based on the approximation of the finger shape with circles of different radii.

First, the maps \( M_x, M_y, M_z \) are used to compute a circular approximation for every \( y \) coordinate of the model by using the Newton method. The resulting vectors \( V_{x1}, V_{z1} \) are used to describe the center of the circles. The centers exceeding the median value by more of a fixed threshold are discarded, and a first order polynomial is used to approximate the resulting vectors, in order to obtain \( V_x, V_z \).

The vector \( V_r \) describing the radii of the circles is computed by considering, for every \( y \) coordinate of the model, the average distance between the center of the corresponding circle, and the points belonging to the model with such \( y \) coordinate. A third order polynomial is used to approximate the vector \( V_z \).

Then, for every column \( y \), the intensity of the texture \( M_T \) is mapped into the approximated circle, resulting in the vector \( I_y \). A linear interpolation is used to merge the vectors in the unwrapped image \( I_U \). In particular, an interpolation step of 0.0508 mm is used to obtain a resolution of 500 dpi on the X axis. A 500 dpi resolution on the Y axis is obtained by sampling the approximating circle using a step equal to \((360/\text{perimeter}) \times 0.0508\).

5.1.3.2 TEXTURE ENHANCEMENT AND COMPUTATION OF THE CONTACT-EQUIVALENT IMAGE

The unwrapped image \( I_U \) is processed using the image enhancement methods described in Section 5.1.1.2, in order to compute a contact-equivalent image. Similarly to the enhancement method used for computing the contact-equivalent image from the texture \( M_T \), as described in Section 5.1.2.5, the unwrapped images corresponding to
Figure 5.4: Overview of the treated problems for the contactless fingerprint recognition based on unwrapped three-dimensional models.
the acquisition Method A and Method B are processed using the enhancement method E1. The unwrapped images corresponding to the acquisition Method C are processed using the enhancement method E2.

5.1.3.3 QUALITY ASSESSMENT OF CONTACT-EQUIVALENT IMAGES COMPUTED FROM UNWRAPPED THREE-DIMENSIONAL MODELS

A method for the evaluation of the quality of contact-equivalent images computed from unwrapped three-dimensional models has been researched [449]. Contactless acquisitions, in fact, can present many non-idealities due to reflections, shadows, complex background, or motion blur. Moreover, errors in the three-dimensional reconstruction process can result in unwrapped images which present some regions with a lower quality. In particular, problems can be caused by regions of the three-dimensional model that are badly reconstructed (e.g., the matching points were not found), by spikes in the model (erroneous matching points), or by artifacts introduced during the computation of the contact-equivalent images.

The researched method for the quality estimation of contact-equivalent images obtained by unwrapping the three-dimensional models is based on computational intelligence techniques. In particular, the method extracts a set of features from the image and uses a neural classifier to classify the image as ‘good’, or ‘not good’. The used features are related to the quality of the extracted minutiae, the shape of the ROI, the output of the Gabor filters, and the HOG features.

5.1.3.4 FEATURE EXTRACTION AND MATCHING

A feature extraction and matching method based on the analysis of Level 2 features, described in 5.1.1.3, is used to perform the recognition using the contact-equivalent images computed from the unwrapped three-dimensional models.

In particular, the NIST MINDTCT software is used to extract the minutiae, and the NIST BOZORTH3 algorithm is used to perform the matching of the extracted minutiae.

5.1.4 COMPUTATION OF SYNTHETIC THREE-DIMENSIONAL FINGERPRINT MODELS

A method for the computation of synthetic three-dimensional models of fingerprints has been researched [450]. In particular, the method extends the work described in [451] and considers a virtual environment for the simulation of the complete three-dimensional shape of the fingertip. Starting from real or synthetic images of contact-based acquisitions, the method permits to obtain realistic synthetic three-dimensional models of the finger shape and the fingerprints.

The method can be divided into several steps: first, the silhouette of the fingertip is computed and the three-dimensional finger shape is modeled. Then, the three-dimensional height of the ridges is computed and superimposed on the computed shape. The color information is introduced and illumination conditions are simulated. The virtual environment also allows to simulate a contactless biometric acquisition of the simulated three-dimensional models in a multiple view camera system.
5.1.4.1 Computation of the Silhouette of the Fingertip

The method computes the three-dimensional finger shape based on the finger silhouette, which is particularly important for the computation of realistic models. In order to obtain realistic results, the method uses a silhouette modeled from real contactless acquisitions. The models are computed offline and are different for every finger class. In particular, the fingers were divided into three classes: thumb, little finger, and other fingers.

5.1.4.2 Computation of the Three-Dimensional Shape of the Fingertip

This step computes the three-dimensional shape of the fingertip based on the silhouette obtained in the previous step. The method is based on the technique described in [79] and computes a parametric finger shape based on fourth-order polynomials. The parametric model has been designed by studying three-dimensional models computed from real acquisitions [102], and permits to create synthetic three-dimensional shapes in a simple and accurate manner.

5.1.4.3 Computation of the Three-Dimensional Height of the Ridges

This step computes the height of the ridges by analyzing the ridge pattern of a real or synthetic contact-based image with algorithms commonly used for biometric recognition. First, the three-dimensional height of the ridge pattern is estimated, and the camera focus is simulated. Then, the ridges are superimposed on the three-dimensional shape of the fingertip.

Estimation on the Height of the Ridge Pattern

First, the contact-based image is aligned with the two-dimensional silhouette computed by using the algorithm described in Section 5.1.4.1. Then, a first approximation of the three-dimensional ridge shape is performed by using a well-known enhancement method in the literature based on Gabor filters, and assuming that the result of the filtering procedure is proportional to the three-dimensional height of the ridges.

The height of the ridges is refined using a logarithm-based operator, and normalized according to the size of real human ridges. Then, an adaptive histogram equalization is performed. Salt and pepper noise is added in order to simulate incipient ridges and pores.

Simulation of Camera Focus

In order to simulate the out-of-focus on the peripheral regions of the images, the ridge pattern is smoothened progressively towards the borders. First, five regions are defined by subtracting from the mask the images obtained by eroding the mask using a structural element with increasing size. Each region of the ridge pattern is filtered according to its spatial position using a low-pass Gaussian filter. Filters with a greater area and standard deviation are used towards the borders.
5.1 PRELIMINARY RESEARCH IN CONTACTLESS FINGERPRINT RECOGNITION

5.1.4.4 SIMULATION OF COLOR AND ILLUMINATION

The color information is computed from a real contactless image captured using a technique similar to the one described in [102]. The ridge pattern is removed by using a Gaussian low-pass filter, and the resulting image is superimposed on the fingerprint surface using a texture mapping procedure.

In order to simulate the ambient light, a light source placed at infinity is used to illuminate the scene. Then, a punctiform light source, radiating uniformly in all directions, is used to simulate a LED illumination. Specular features of the model are adjusted to match the ones of the human skin, and a Phong lighting algorithm is applied to compute the reflections.

5.1.4.5 SIMULATION OF A MULTIPLE VIEW ACQUISITION

The described method permits to compute images representing contactless biometric acquisitions of the simulated three-dimensional fingerprint model, performed with a multiple view system. In particular, the implemented method performs three-dimensional projections using calibration data obtained from real acquisition setups:

\[
\begin{bmatrix} u \\ v \\ 1 \end{bmatrix}^T = K[R|t] \begin{bmatrix} X \\ Y \\ Z \\ 1 \end{bmatrix}^T,
\]

where \((u, v)\) are the projected pixel coordinates, \(K\) is the intrinsic camera matrix, \(R\) and \(t\) are the rotation matrix and translation vector. The images related to every view are computed using a linear interpolation.

5.1.5 COMPUTATION OF THE THREE-DIMENSIONAL MODELS OF THE FINGERPRINTS ON A CLAY ARTWORK

Clay artworks are often used by the artists to build a preliminary sketch of the sculptures. These artifacts are very important and valuable since they show the artistic path of the authors to the creation of the final artworks.

The authentication of clay artifacts is performed in order to distinguish the original artworks from the numerous forgeries often present in the market in the case of famous sculptors. This process can be made by using different techniques, like the microscope analysis and Carbon 14 dating. The authentication is usually performed by art histo-
rians in cooperation with forensic scientists. In this context, the analysis of the latent fingerprints present on the artifacts is an important recognition technique. In order to prove the authenticity of a sculpture, the fingerprints present on the artifact can be compared with other latent fingerprints attributed to a specific artist.

However, classical forensic techniques for the acquisition of latent fingerprints, involving the use of films, molds, or dusts, are often impossible to be applied to ancient artworks because of their value and fragility. Another important problem consists in the position of the latent fingerprints, which can be placed on a surface patch that is difficult to reach. For these reasons, contactless acquisition techniques and classical photographic techniques were used. However, in the case of clay artworks, the perspective distortion present in the captured images can be very high, due to the irregular shape of the object. Moreover, the aging of the artifacts can modify the color of the material, reducing the visibility of the ridge pattern.

In order to limit the presence of perspective deformations in the captured data, multiple view acquisition systems and three-dimensional reconstruction techniques can be used to compute a three-dimensional model of the artifact and the fingerprints. Then, the reconstructed models can be used to perform the authentication by applying algorithms based on two-dimensional or three-dimensional data.

The described method implements a low-cost, contactless, two-view acquisition system able to acquire the latent fingerprints left on a clay artwork, and to perform a three-dimensional metric reconstruction of the captured area. In this way, it is possible to obtain a less-distorted reconstruction of the fingerprint with respect to traditional methods. Moreover, the metric reconstruction permits to determine the size of the model in a view-independent manner. In particular, the researched method is focused on a specific clay artwork, attributed by experts to the Italian sculptor Antonio Canova (Italy, 1757–1822), which is probably a sketch of the well-known statue “Ninfa Dormiente” (“Sleeping Nymph”) shown at the Victoria and Albert Museum, London.

The proposed method is based on image processing techniques and uses pairs of images captured using two synchronized color CCD cameras. First, an algorithm based on the cross-correlation is used in order to determine a series of matching points in the two images. Then, the points are triangulated and the three-dimensional model is completed with the wrapping of the interpolated texture computed from the original pair of images.

In particular, the method described in Section 5.1.2.4 is used to compute the three-dimensional models. Visual examinations on the computed models showed that the described method can perform a metric, view-independent reconstruction of the fingerprints present on the artwork, using a contactless acquisition which does not damage the artwork in any way.

5.2 FEASIBILITY STUDY FOR THE CONTACTLESS LESS-CONSTRAINED PALMPRINT RECOGNITION: A METHOD BASED ON A FIXED DISTANCE

Since the techniques for the acquisition and processing of fingerprint and palmprint samples are similar, the results obtained by the methods for the contactless fingerprint
recognition allowed to extend the researched method for the contactless palmprint recognition. In particular, a feasibility study for a less-constrained palmprint recognition was conducted by considering a similar setup for the acquisition, which use a flat surface in order to control the acquisition distance.
5.2.1 Differences Between Contactless Fingerprint and Palmprint Recognition

Palmprints and fingerprints are biometric traits that present several differences, which required the development of ad-hoc methods for processing palmprint images. In particular, the acquisition of the palmprint images required a redesign of the optical hardware acquisition system, since the palm area which contains the distinctive information is significantly larger, with respect to a fingerprint, and the size of the palms can present large variations: for example, the hand of a male manual worker can be much larger with respect to the hand of a female. Moreover, the color and smoothness of the skin is different in every subject, causing the light to be absorbed and reflected by the skin in different ways, and so the shutter times needed to be adjusted accordingly.

In the palmprint images captured using the described methods, the ridges used for the fingerprint recognition are not always visible, and different methods for the image preprocessing and enhancement needed to be studied and implemented. For these reasons, new methods for the two-dimensional feature extraction and matching were also implemented for the palmprint recognition.

Moreover, while the method used for the computation of the three-dimensional model of the palmprint is similar to the one used in 5.1.2.4 for the contactless fingerprint recognition, the flatness of the palms prevented the use of the unwrapping method described in 5.1.3.1 for the computation of two-dimensional images of the fingerprint from the three-dimensional models. In fact, the curvature of the palmprint area is limited and the mapping of the three-dimensional model of the palmprint on a two-dimensional surface would not introduce significant improvements. For these reasons, new methods for the three-dimensional feature extraction and matching were studied and implemented for the palmpprint recognition.

In this section, the methods for the contactless palmprint recognition using acquisitions performed at a fixed distance are described. These methods have a lower cost and hardware complexity, with respect to the methods designed in order to perform acquisitions with uncontrolled distance (described in Section 5.3). However, they require the positioning of the hand with a higher degree of precision and cooperation.

The researched method can be divided into several steps: first, the acquisition setup is calibrated, then a multiple-view contactless acquisition is performed. The images are preprocessed in order to segment the palm region, and a method based on the cross-correlation is used to compute the three-dimensional model of the palmprint. The corresponding texture images are enhanced, then the two-dimensional features are extracted and matched. A three-dimensional feature extraction and matching step is used to further increase the matching accuracy. An outline of the method is shown in Fig. 5.5.

5.2.2 Camera Calibration

The calibration of the cameras of the multiple view setup is performed using the same procedure described in Section 5.1.2.1. The calibration is performed off-line once before
the acquisition. A chessboard captured in multiple orientations is used as a calibration objects, and a corner detector algorithm is used to extract the corners of the chessboards [448]. Then, the algorithms described in [442, 443] are used to compute the intrinsic and extrinsic parameters. A DLT method [444] is used to compute the homography matrix, and a RANSAC algorithm is used to compute the fundamental matrix [447].

5.2.3 ACQUISITION

The contactless acquisition setup is depicted in Fig. 5.6, and is composed by two CCD color cameras mounted at a fixed distance $\Delta_H$ from a flat surface with a dark uniform color, and a white led illuminator positioned at a distance $\Delta_L$ from the flat surface. The cameras are oriented with an angle $\alpha$ with respect to the surface, and placed with a distance $\Delta_D$ between the centers of the optics. The illuminator is placed so that the light is emitted almost perpendicularly to the surface to be captured.

The setup requires the user to place his hand on the flat surface at a fixed distance from the cameras, and position the palm of his hand in the overlapping fields of view of the two cameras. Then, a two-view acquisition is used to capture a pair of images $I_A$ and $I_B$. A trigger mechanism is used to synchronize the cameras, and the used shutter time is fixed and chosen experimentally in order to enhance the details of the palm without saturating the image. An example of a pair of corresponding images is shown in Fig. 5.7.
5.2.4 IMAGE PREPROCESSING

The two images are segmented in order to remove the background. Since a surface with a uniform color is used, a thresholding operation is used to extract the foreground:

\[ I_s(x, y) = \begin{cases} 1 & \text{if } I(x, y) > t_s \\ 0 & \text{otherwise} \end{cases}, \]

where \( I_s(x, y) \) is the binary segmented mask, and \( t_s \) is an experimentally estimated threshold value. In order to eliminate possible points outside the boundary that can be segmented as foreground, a morphological opening operation is applied, followed by a closing operation. Then, only the largest connected component is extracted. An example of the segmentation operation is shown in Fig. 5.8.

5.2.5 THREE-DIMENSIONAL PALM RECONSTRUCTION

The method used for the computation of the three-dimensional model of the palm is similar to the method described in 5.1.2.4 for the three-dimensional reconstruction of the fingertip, and is based on the extraction of a set of equally spaced reference points, which are matched using a cross-correlation approach. A method based on the normalized cross-correlation was used since, as described in [452], the illumination can be considered as uniform in the two images captured using the two-view acquisition, and only small differences in the orientations of the cameras are present.

The calibration information of the cameras is used to triangulate the matching points in the three-dimensional space. A method for the refinement of the point cloud is applied, then linear interpolation techniques are used to compute a three-dimensional surface model describing the palm and the corresponding texture image. The outline of the used three-dimensional reconstruction technique is shown in Fig. 5.9.

The three-dimensional reconstruction method can be divided into several steps:
Figure 5.8: Example of the segmentation process: (a) original left image $I_A$; (b) original right image $I_B$; (c) segmented left image; (d) segmented right image.

Figure 5.9: Outline of the researched three-dimensional reconstruction method.
1. Extraction and matching of the reference points;
2. Triangulation of the matched points;
3. Point cloud filtering;
4. Surface estimation and texture mapping.

5.2.5.1 Extraction and Matching of the Reference Points

A downsampling procedure with a fixed step $s_{ds}$ is used to extract a set of $N_P$ reference points from the left image $I_A$. An adaptive procedure is used to compute the downsample step $s_{ds}$ according to the desired number of points $N_P$ to be matched.

Then, for each extracted point, a preliminary match is computed. In particular, for each point $x_A$ pertaining to set of reference points extracted from $I_A$, the search for the matching point in the second image is performed by using the homography matrix:

$$X'_B = HX_A,$$  \hspace{1cm} (5.14)

where $H$ represents the $3 \times 3$ homography matrix, $X_A$ is the point $x_A$ converted in homogeneous coordinates:

$$X_A = \begin{bmatrix} x_A \\ y_A \\ 1 \end{bmatrix},$$ \hspace{1cm} (5.15)

and $X'_B$ is the preliminary matching point expressed in homogeneous coordinates:

$$X'_B = \begin{bmatrix} X_B \\ Y_B \\ W_B \end{bmatrix}.$$ \hspace{1cm} (5.16)

A Cartesian representation of the point $X'_B$ is computed as:

$$x'_B = \begin{bmatrix} X_B/W_B \\ Y_B/W_B \end{bmatrix}.$$ \hspace{1cm} (5.17)

A series of possible matching points adjacent to $x'_B$ are extracted in a rectangular region centered in $x'_B$. The possible matching points are considered if:

$$d_x(x'_B, x^i_B) < \Delta_x$$
$$d_y(x'_B, x^i_B) < \Delta_y,$$ \hspace{1cm} (5.18)

where $x^i_B$ is the $i$-th adjacent point, $d_x$ and $d_y$ represent the distances in the $x$ and $y$ directions, and $\Delta_x$ and $\Delta_y$ are the dimensions of the rectangular area.
For each point $x_A$, the set of possible matching points lies on the corresponding epipolar line in the image $I_B$. In particular, the distance of each possible matching point $x_i^B$ from the corresponding epipolar line is computed as:

$$d_{ep}^i = \frac{(X_i^B)^T F X_A}{\sqrt{(l_1)^2 + (l_2)^2}},$$

(5.19)

where $d_{ep}^i$ is the epipolar distance, $X_i^B$ is the $i$-th adjacent point expressed in homogeneous coordinates, $F$ is the fundamental matrix, and $l_1, l_2$ are the first two components of the epipolar line $l$, which is computed using the equation:

$$l = FX_A.$$  

(5.20)

The distance of the possible matching points from the corresponding epipolar line must be inferior to a threshold $t_{ep}$:

$$d_{ep}^i < t_{ep}.$$ 

(5.21)

The Canny edge detector is applied to the two images $I_A$ and $I_B$ and used as a check for the consistency of the possible matching points. Only the candidate matching points with corresponding values in the binary edge images are considered:

$$C_A(x_A) = C_B(x_i^B),$$

(5.22)

where $C_A, C_B$ are the images resulting from the application of Canny edge detector to $I_A$ and $I_B$.

The set of the possible matching points $x_i^B$, corresponding to the point $x_A$, are inserted in the list $V_B$ of the valid points to be checked if the aforementioned conditions are respected:

$$x_i^B \in V_B \text{ if } \begin{cases} 
    d_{ep}^i < t_{ep}, \\
    d_x(x_i^B, x'_B) < \Delta_x, \\
    d_y(x_i^B, x'_B) < \Delta_y, \\
    C_A(x_A) = C_B(x_i^B). 
\end{cases}$$

(5.23)

The actual matching point is computed by performing the normalized cross-correlation of two $l \times l$ windows, one centered in $x_A$, and the other centered in every point of $V_B$ (Fig. 5.10). The normalized cross-correlation coefficient of the two windows is computed as:

$$r = \frac{\sum_m \sum_n (A_{mn} - \bar{A})(B_{mn} - \bar{B})}{\sqrt{\left(\sum_m \sum_n (A_{mn} - \bar{A})^2\right)\left(\sum_m \sum_n (B_{mn} - \bar{B})^2\right)}},$$

$$1 < m < l, \ 1 < n < l,$$

(5.24)
where $A$ and $B$ are the two windows of size $l \times l$. The coefficient is computed on the $Y, R, G, B$ channels separately, and the maximum coefficient is considered:

$$r_m = \max (r_Y, r_R, r_G, r_B),$$

(5.25)

where $r_m$ is the maximum cross-correlation coefficient, and $r_Y, r_R, r_G, r_B$ are the cross-correlation coefficients computed respectively on the $Y, R, G, B$ channels of the images.

The final matching point $x_B$ is chosen as the point in $V_B$ corresponding to the window that produces the highest cross-correlation coefficient $r_m$:

$$x_B = \arg\max_{r_m} (x^1_B).$$

(5.26)

The intensity maps for a sample pair of acquisitions, depicting the cross-correlation values along the epipolar line for different points, are shown in Fig. 5.11.

An example of a two-view acquisition and the computed matching points is shown in Fig. 5.12.

### 5.2.5.2 TRIANGULATION OF THE MATCHED POINTS

The two-dimensional coordinates of the matching points are normalized using a rectification procedure, then the three-dimensional coordinates corresponding to each pair of matching points are computed using the triangulation formula [448]:

$$z = \frac{fT}{x_A - x_B},$$

(5.27)

where $f$ is the focal length of the two cameras, $T$ is the baseline distance between the rectified position of the two cameras and $x_A$ and $x_B$ are the two matched points. The three-dimensional coordinates of the points are adjusted using a common reference system. In particular, both the reference systems centered on the Camera A and the Camera B are considered, in order to obtain the two point clouds $(X_A, Y_A, Z_A), (X_B, Y_B, Z_B)$. 
Figure 5.11: Example of intensity maps along the epipolar lines, corresponding to two different points of the same image: (a, c) image $I_A$ and the point to be matched; (b, d) intensities along the corresponding epipolar line in the image $I_B$, and the matched point. The matched point is chosen as the point with the maximum intensity.

Figure 5.12: Example of matched points in the two images: (a) left image $I_A$; (b) right image $I_B$. 
Moreover, the point cloud \((X_B, Y_B, Z_B)\) is related to the point cloud \((X_A, Y_A, Z_A)\) by a rotation \(R\) and a translation \(t\):

\[
\begin{bmatrix}
X_B \\
Y_B \\
Z_B
\end{bmatrix} = R \begin{bmatrix}
X_A \\
Y_A \\
Z_A
\end{bmatrix} + t ,
\] (5.28)

where \(R\) and \(t\) are computed in the calibration step, and describe the rotation and translation of the Camera B with respect to the Camera A.

### 5.2.5.3 POINT CLOUD FILTERING

Since the matched points are obtained using a downsampling method with a constant step \(s_{ds}\), and the surface is sufficiently smooth, the three-dimensional point cloud of the reconstructed model should present a regular distribution of the points. The point cloud filtering procedure is applied separately on the point clouds \((X_A, Y_A, Z_A)\) and \((X_B, Y_B, Z_B)\).

A first check for outliers is performed by removing the points that are too distant from the mean Z coordinate of the point cloud:

\[
(z_i - Z) < (\sigma_Z t_s)
\] (5.29)

where \(z_i\) is the Z coordinate of the \(i\)-th three-dimensional point, \(Z\) is the mean Z coordinate of the point cloud, \(\sigma_Z\) is the standard deviation of the Z coordinate of the point cloud, and \(t_s\) is a fixed parameter.

A further check for outliers is performed by removing the three-dimensional points that are not close to any other point of the point cloud. The distance from each point to the points pertaining to its 4-neighborhood must be inferior to a threshold \(t_d\):

\[
d((x_i,y_i,z_i),(x_{i+j},y_{i+j},z_{i+j})) < t_d
\]

\[
1 \leq j \leq 4 ,
\] (5.30)

where \((x_i,y_i,z_i)\) is the \(i\)-th three-dimensional point, \((x_{i+j},y_{i+j},z_{i+j})\) are the points pertaining to its 4-neighborhood, and \(d(\cdot)\) represents the Euclidean distance. The threshold \(t_d\) is computed as the double of the minimum distance between adjacent three-dimensional points:

\[
t_d = 2 \min_{i=1...N} (d((x_i,y_i,z_i),(x_{i+1},y_{i+1},z_{i+1}))) ,
\) (5.31)

where \(N\) is the number of three-dimensional points.

### 5.2.5.4 SURFACE ESTIMATION AND TEXTURE MAPPING

The intensity values of the original image \(I_A\) are stored in the vector \(C_A\). Then, from the vectors \(X_A, Y_A\), the maps \(S_{Ax}\) and \(S_{Ay}\) are computed as a mesh with a constant step \(s_{interp}\). Then, the surface map \(S_{Az}\) and the texture intensity map \(S_{Ac}\) are obtained by
applying a bilinear interpolation on the vectors $Z_A$ and $C_A$ at the coordinates described by the meshed maps $S_{Ax}$ and $S_{Ay}$. The coordinates of the surface maps $S_{Ax}$, $S_{Ay}$ are adjusted in order to match the coordinates of the image $I_A$.

Similarly, the surface estimation is performed considering the point cloud $(X_B, Y_B, Z_B)$ computed using the reference system centered in the right Camera B, and the corresponding image $I_B$, in order to obtain the maps $S_{Bx}, S_{By}, S_{Bz}, S_{Bc}$. Then, the coordi-
nates of the surface maps \( S_{Bx}, S_{By} \) are adjusted in order to match the coordinates of the image \( I_B \).

Examples of reconstructed point clouds with the relative estimated surfaces and textures are shown in Fig. 5.13.

### 5.2.6 Texture Enhancement

In the performed experiments based on the captured samples, we found that the quality of the ridge pattern in the contactless acquisitions is very different in each individual, and in some people it is even hardly visible. For this reason, in the researched texture enhancement method, the details of the ridge pattern are not extracted.

An enhancement procedure similar to the enhancement method \( E_1 \) described in Section 5.1.1.2 is used to enhance the details of the lines of the palm. However, differently from the method \( E_1 \), we did not perform the enhancement of the ridge pattern, nor the image binarization.

The texture enhancement method can be divided into several steps. First, an adaptive histogram equalization procedure is used, then the background \( I_B \) containing the skin of the palm is estimated using a morphological operation, and removed it from the original image. The resulting image \( I_R \) is inverted and processed using a logarithm operator in order to reduce the noise:

\[
I_L(x,y) = \log((1 - I_R(x,y)) + \epsilon),
\]

where a small value \( \epsilon \) is needed to avoid the computation of the logarithm of 0. The resulting image is normalized by subtracting the minimum intensity value, and divided by its maximum value in order to adjust the intensity range in the interval \([0, 1]\):

\[
I_N(x,y) = \frac{I_L(x,y) - \min(I_L(x,y))}{\max(I_L(x,y))}.
\]

Then, the inverse of the histogram equalized image is computed, obtaining the image \( I_E \).

The same enhancement procedure is performed on the R and B channels of the image separately, and on both the images \( I_A \) and \( I_B \). Examples of enhanced textures are shown in Fig. 5.14.

### 5.2.7 Two-Dimensional Feature Extraction and Matching

For each palmprint sample, 8 images are considered in order to build the corresponding template. The used images are summarized in Table 5.1, and the notation \( I_A, I_B \) is used to indicate the images belonging to the first template, while the notation \( I_A', I_B' \) is used to indicate the images belonging to the second template.

The two-dimensional feature extraction and matching procedure can be divided into several steps. First, the corresponding images in the two templates to be compared are aligned using an intensity-based transformation, then a method based on the use of
Figure 5.14: Example of enhanced texture images: (a, b) original left images from two different individuals; (c, d) enhanced textures obtained from the B channel; (e, f) enhanced textures obtained from the R channel.

SIFT features is used to extract and match the distinctive points. A procedure based on the point collinearity is used to refine the extracted points. An outline of the two-dimensional feature extraction and matching method is shown in Fig. 5.15.
Table 5.1: Summary of the images considered for each palmprint sample.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IA_R</td>
<td>R channel of the left texture image IA</td>
</tr>
<tr>
<td>IA_B</td>
<td>B channel of the left texture image IA</td>
</tr>
<tr>
<td>IAE_R</td>
<td>enhanced texture computed from the R channel of the left texture image IA</td>
</tr>
<tr>
<td>IAE_B</td>
<td>enhanced texture computed from the B channel of the left texture image IA</td>
</tr>
<tr>
<td>IB_R</td>
<td>R channel of the right texture image IB</td>
</tr>
<tr>
<td>IB_B</td>
<td>B channel of the right texture image IB</td>
</tr>
<tr>
<td>IBE_R</td>
<td>enhanced texture computed from the R channel of the right texture image IB</td>
</tr>
<tr>
<td>IBE_B</td>
<td>enhanced texture computed from the B channel of the right texture image IB</td>
</tr>
</tbody>
</table>

5.2.7.1 IMAGE ALIGNMENT

Since the palms captured using the method described in Section 5.2.3, at a fixed distance and with the back of the hand placed on a flat surface, are almost flat, the three-dimensional models do not present sufficient information for a robust registration of the samples. For this reason, a two-dimensional alignment procedure is used. In particular, an intensity-based alignment procedure is used to register the corresponding images in the two templates to be compared. Only rigid transformations, consisting in a rotation and a translation, are considered. In particular, the transformation mapping the second image on the first is computed using a gradient descent algorithm. A linear interpolation is used to compute the intensity values in the rotated image.

An example of an aligned image is shown in Fig. 5.16.

5.2.7.2 POINT EXTRACTION AND MATCHING

The central region of the palm images, corresponding to the 3/4 of the image size, is extracted in order to discard possibly noisy regions including the bases and valleys of the fingers, and the border of the hand. The images are resized by a factor 1/2.

A Gaussian low-pass filter is applied to remove the high frequency information of the palm. Then, the SIFT feature points and descriptors [453] are extracted from the images to be compared [454]. In particular, the SIFT points are extracted from the 8 considered images of the first template to be compared, for a total of 8 sets of points P₁,...,8.
Figure 5.15: Outline of the two-dimensional feature extraction and matching method.

\[
\begin{align*}
I_{AR} \rightarrow & \text{SIFT } P_1 ; \\
I_{ER} \rightarrow & \text{SIFT } P_2 ; \\
I_{BE_A} \rightarrow & \text{SIFT } P_4 ;\end{align*}
\]

(5.34)
where $\rightarrow_{\text{SIFT}}$ refers to the SIFT point extraction procedure.

The number of points in each set is variable. For each point, a descriptor $D(f_1, \ldots, f_{128})$, composed by 128 features, is computed. The same procedure is used to extract the sets of points $P'_1, \ldots, P'_8$ and descriptors from the images pertaining to the second template.

The procedure described in [453], based on the Euclidean distance, is used to match the corresponding sets of descriptors obtained from the two templates. In particular, considering a set of points $P_i$ corresponding to the first template, and the corresponding set of points $P'_i$ corresponding to the second template, the Euclidean distance between each pair of descriptors is computed. Then, a descriptor $D_m$ is considered as matched to a descriptor $D'_n$ only if their distance, multiplied by a fixed threshold, is less than the maximum distance between $D_m$ and the other descriptors:

$$d(D_m, D'_n) \cdot t_{\text{SIFT}} \leq \max_{p=1,\ldots,N'} (d(D_m, D'_p))$$

where $d(\cdot)$ represent the Euclidean distance, $t_{\text{SIFT}}$ is a fixed threshold, and $N'$ is the number of points of the considered image to be compared in the second template. The obtained sets of matching points, corresponding to the matched descriptors, are referred as $M_1, \ldots, M_8$ and $M'_1, \ldots, M'_8$.

### 5.2.7.3 Refinement of the Matched Points

Since the palmprint images are captured in a horizontal position, the palm region of the hand can be considered as almost flat, and the images were previously aligned, the lines connecting the matched points must have all the same orientation. For this reason, a method based on the collinearity of the pairs of matched points is used to remove erroneous matchings.

First, the 8 sets of matching points $M_1, \ldots, M_8$ relative to the first template are merged in 2 sets, by distinguishing the matched points pertaining to the left images $I_{AR}, I_{AE}$, $I_{AE_R}, I_{AE_E}$ and the matched points pertaining to the right images $I_{BR}, I_{BE}$, $I_{BE_R}, I_{BE_E}$, in order to obtain the sets $M_{Al}, M_{Bl}$. Similarly, the sets of points relative to the images pertaining to the second template are merged in the sets $M'_{Al}, M'_{Bl}$.
Then, the width $W$ of the first image is summed to the $X$ coordinates of the matched points belonging to $M'_{At}$ and $M'_{Bt}$, in order to ideally translate them to the right of the corresponding points in the images of the first template.

The Euclidean distances between the pairs of matching points are computed, and only the pairs whose distance does not exceed a threshold are considered:

$$d(p(x, y), p'(x, y)) < t_f,$$  \hspace{1cm} (5.36)

where $d(\cdot)$ represent the Euclidean distance, $(p(x, y), p'(x, y))$ is a pair of matching points, and the threshold $t_f$ is defined as:

$$t_f = W + \frac{1}{10} W$$ \hspace{1cm} (5.37)

where $W$ is the width of the image.

Then, the derivative of the line connecting each pair of points is computed. First, the points belonging to $M_{At}$ and $M'_{At}$ are considered:

$$D_i = \frac{d_y(p_i(x, y), p'_i(x, y))}{d_x(p_i(x, y), p'_i(x, y))},$$ \hspace{1cm} (5.38)

where $D_i$ represents the derivative of the line connecting the point $p_i(x, y)$, belonging to $M_{At}$, and the point $p'_i(x, y)$, belonging to $M'_{At}$. The values $d_x$ and $d_y$ represent respectively the Euclidean distance along the $x$ and $y$ axes. The pairs of points corresponding to the most diffused derivative value are considered as valid matching points. Similarly, the derivatives of the pairs of points in $M_{Bt}$ and $M'_{Bt}$ are computed, and only the pairs of points corresponding to the most diffused derivative value are considered as valid matching points.

The duplicate points are removed, and the resulting points are stored in the point sets $M_{Af}$, $M'_{Af}$, and $M_{Bf}$, $M'_{Bf}$. An example of the matched points before and after the refinement is shown in Fig. 5.17.

### 5.2.8 THREE-DIMENSIONAL FEATURE EXTRACTION AND MATCHING

The three-dimensional feature extraction and matching step can be divided into several steps. First, the three-dimensional coordinates of the refined matching points are computed, then the corresponding point clouds are registered using an ICP algorithm. A three-dimensional template based on the Delaunay triangulation is computed, then the number of similar triangles is extracted.
Figure 5.17: Example of the point refinement based on the collinearity: (a, b) matching points between the first and the second image, before the refinement; (c, d) matching points after the refinement; (e) superimposition of the first and the second image before the refinement. The matching points are connected using a blue line; (e) superimposition of the first and the second image after the refinement. The matching points are connected using a blue line.
5.2.8.1 COMPUTATION OF THE THREE-DIMENSIONAL COORDINATES

The three-dimensional coordinates of the refined matching points $M_{Af}$, $M_{Bf}$, corresponding to the first template, are computed by using the surface maps $S_{Ax}$, $S_{Ay}$, $S_{Az}$, $S_{Bx}$, $S_{By}$, $S_{Bz}$ estimated in the Section 5.2.5.4:

$$
X_{Af} = S_{Ax}(x_{Af}, y_{Af}) \quad ; \quad X_{Bf} = S_{Bx}(x_{Bf}, y_{Bf}) \quad ;
$$
$$
Y_{Af} = S_{Ay}(x_{Af}, y_{Af}) \quad ; \quad Y_{Bf} = S_{By}(x_{Bf}, y_{Bf}) \quad ;
$$
$$
Z_{Af} = S_{Az}(x_{Af}, y_{Af}) \quad ; \quad Z_{Bf} = S_{Bz}(x_{Bf}, y_{Bf}) \quad , \quad (5.39)
$$

where $(x_{Af}, y_{Af})$ and $(x_{Bf}, y_{Bf})$ are the coordinates of the points belonging respectively to $M_{Af}$ and $M_{Bf}$, while $(X_{Af}, Y_{Af}, Z_{Af})$ and $(X_{Bf}, Y_{Bf}, Z_{Bf})$ are the corresponding three-dimensional coordinates.

Similarly, the three-dimensional coordinates of the points belonging to $M'_{Af}$ and $M'_{Bf}$ are computed, in order to obtain the point clouds $(X'_{Af}, Y'_{Af}, Z'_{Af})$ and $(X'_{Bf}, Y'_{Bf}, Z'_{Bf})$.

5.2.8.2 REGISTRATION OF THE POINT CLOUDS

An ICP algorithm [455] is used to register the point clouds. In particular, the three-dimensional points $(X_{Af}, Y_{Af}, Z_{Af})$ and $(X_{Bf}, Y_{Bf}, Z_{Bf})$ are respectively registered with the points $(X'_{Af}, Y'_{Af}, Z'_{Af})$ and $(X'_{Bf}, Y'_{Bf}, Z'_{Bf})$.

An example of three-dimensional point clouds before and after the registration is shown in Fig. 5.18.

5.2.8.3 COMPUTATION OF THE THREE-DIMENSIONAL TEMPLATE

First, the two-dimensional Delaunay triangulation of the point clouds is computed by considering only the X and Y coordinates. Then, the Z coordinate is added to each
vertex of the computed triangles (Fig. 5.19), and the lengths of the sides of the triangles in the three-dimensional space are computed:

\[ L_{1i} = \sqrt{(X_{1i} - X_{2i})^2 + (Y_{1i} - Y_{2i})^2 + (Z_{1i} - Z_{2i})^2}; \]
\[ L_{2i} = \sqrt{(X_{2i} - X_{3i})^2 + (Y_{2i} - Y_{3i})^2 + (Z_{2i} - Z_{3i})^2}; \]
\[ L_{3i} = \sqrt{(X_{1i} - X_{3i})^2 + (Y_{1i} - Y_{3i})^2 + (Z_{1i} - Z_{3i})^2}, \] (5.40)

where \((X_{1i}, Y_{1i}, Z_{1i}), (X_{2i}, Y_{2i}, Z_{2i}), (X_{3i}, Y_{3i}, Z_{3i})\) are the three-dimensional coordinates of the three vertices of the i-th triangle, and \(L_{1i}, L_{2i}, L_{3i}\) are the three lengths of the sides of the i-th triangle.

**5.2.8.4 Extraction of the Similar Triangles and Computation of the Match Score**

The triangles pertaining to the first and the second template are compared by analyzing the lengths of the sides of the triangles. Each triangle in the first template is compared to every triangle in the second template to determine if the three sides have a similar length:

\[ L_{1i} - L'_{1j} < (t_D L_{1i}); \]
\[ L_{2i} - L'_{2j} < (t_D L_{2i}); \]
\[ L_{3i} - L'_{3j} < (t_D L_{3i}), \] (5.41)
where $L_{i1}, L_{i2}, L_{i3}$ are the lengths of the three sides of the $i$-th triangle in the first template, $L'_{j1}, L'_{j2}, L'_{j3}$ are the lengths of the three sides of the $j$-th triangle in the second template, and $t_D$ is a fixed threshold chosen experimentally. The number of similar triangles, for which the differences of the corresponding three sides is less than the threshold, is used as the match score.

5.3 Fully Contactless Less-Constrained Palmprint Recognition with Uncontrolled Distance

The results obtained with the feasibility study for the contactless recognition based on acquisitions performed at a fixed distance allowed to extend the described methods using an innovative, fully contactless, and less-constrained acquisition.

In this section, the original researched methods based on acquisitions with uncontrolled distance are described. These methods are able to perform the contactless palmprint recognition with a reduced number of constraints with respect to the majority of the approaches in the literature. In particular, the hand does not touch any surface, and the user is required only to place his hand horizontally inside a volume, represented by the intersection of the field of views of the cameras, and the areas that are sufficiently close to the illumination. Moreover, the user is not required to spread his fingers or open his hand in a specific way. The use of three-dimensional reconstruction techniques permits a description of the palm that is invariant to the pose of the hand and the acquisition distance. With respect to the contactless three-dimensional palmprint recognition methods proposed in the literature [425, 426], the researched methods perform a faster acquisition, and are able to work using an innovative low-cost setup, composed of a two-view acquisition system and a led illumination.

The researched method for the palmprint recognition using acquisitions performed with uncontrolled distance can be divided into several steps. First, the acquisition setup is calibrated, then a multiple-view less-constrained contactless acquisition is performed, using a uniform led illumination. The images are preprocessed in order to segment the palm region. Then, the three-dimensional processing of the palmprint is performed: first, the three-dimensional model of the palmprint is reconstructed, then the model is registered in order to normalize the pose and the distance. A three-dimensional image registration is performed by reprojecting the models on the image plane using the calibration data. The corresponding texture images are enhanced, then the two-dimensional features are extracted and matched. A three-dimensional feature extraction and matching step is used to further refine the matching. An outline of the method is shown in Fig. 5.20.

5.3.1 Camera Calibration

The method described in Section 5.2.2 is used for the calibration of the cameras. The intrinsic and extrinsic parameters of the cameras are computed, together with the homography matrix $H$ and the fundamental matrix $F$. 
Figure 5.20: Schema of the palmprint recognition system using acquisitions performed with the hand positioned with uncontrolled distance.

5.3.2 ACQUISITION

The contactless acquisition setup used for capturing the palmprint images with an uncontrolled distance is depicted in Fig. 5.21, and consists of a two-view acquisition system and a led illumination. In particular, two CCD color cameras are used, and
mounted facing upwards. The user’s hand must only be placed inside an acquisition volume, which considers the field of view of the cameras, their depth of focus, and the region with uniform illumination. Moreover, the user is not required to spread the fingers in order to facilitate the segmentation process, and a relaxed position of the hand is sufficient to perform the recognition.

The acquisition volume, with size $W \times H \times D$, considers all the space in which the hand can be placed in order to perform a correct acquisition, and is placed at a distance $\Delta_{H-Low}$ from the cameras. A surface with a uniform color is placed at a distance $\Delta_{H-High}$ in order to delimit the superior part of the acquisition volume.
The illumination is designed in order to be uniform, and differences in the position, distance, and orientation of the hand inside the acquisition volume produce limited differences in the visibility of the details in different parts of the palm. However, the possible presence of regions with non-uniform illumination (e.g., reflections, or shadows) do not influence the position and the structure of palmprint details, and at most can partially reduce the usable area.

Moreover, three types of illuminations were considered, in order to achieve the most uniform illumination possible inside the acquisition volume, and are referred to as Method 1, Method 2, and Method 3:

- **Method 1**: two white led bars are mounted at the sides of the acquisition volume with a distance $\Delta_L$ from the cameras, and with a distance $\Delta_W$ between them. The bars are inclined towards the acquisition volume with an angle $\beta$ (Fig. 5.22). This method provides a uniform illumination in the acquisition volume.

- **Method 2**: three downlight illuminators with white leds are mounted with the same distance $\Delta_L$ from the cameras, and arranged equispaced in a circular fashion around the acquisition volume. The downlights are inclined towards the acquisition volume with an angle $\beta$ (Fig. 5.23). With respect to Method 1, this method provides an illumination with more intensity.

- **Method 3**: four blue led bars are mounted with the distance $\Delta_L$ from the cameras, and arranged around the acquisition volume with a distance $\Delta_W$ between the lateral bars, and a distance $\Delta_D$ between the front and rear bars. The bars are inclined towards the acquisition volume with an angle $\beta$ (Fig. 5.24). This method provides
a uniform illumination and the blue light enhances the details of the palmprint. However, the R channel of the captured images contains little information.

In order to capture a palmprint sample, the user is required to place his hand inside the acquisition volume, then a synchronized two-view acquisition is performed. The orientation and pose of the hand are not constrained, and the user is only required to place his hand in a way that makes the palmprint visible to the acquisition system. A
relaxed position of the hand is possible, with uncontrolled yaw orientations (Fig. 5.25). However, small rotations along the pitch and roll angles can be tolerated.

An adaptive shutter adjustment scheme is used in order to capture images with a similar average brightness, in order to cope with changes in the ambient light, and with variations in the reflectivity of the skin of different persons:

\[
\text{Shutter} = \begin{cases} 
\text{Shutter} + 1 & \text{if } I(x,y) < t_M \text{ and } \max I(x,y) < 250 \\
\text{Shutter} - 1 & \text{if } I(x,y) > t_M \\
\text{Shutter} & \text{if } I(x,y) = t_M 
\end{cases},
\]

where \(t_M\) is a value experimentally chosen, and the value 250 is used to avoid saturation effects.

In order to increase the ease of use of the acquisition device, a user interface is designed in order to show a live feed of the field of view of the cameras. Moreover, a circle is superimposed on the live image (Fig. 5.26), and when the palm of the user is placed over the circle, the acquisition is performed. In particular, in order to check for the palm inside the circle, a circular ROI mask \(C(x,y)\) is defined and centered on the image. The live image is segmented using the equation:

\[
I_s(x,y) = \begin{cases} 
1 & \text{if } I(x,y) > t_s \\
0 & \text{otherwise} 
\end{cases},
\]

where \(I_s(x,y)\) is the binary segmented mask, and \(t_s\) is an experimentally estimated threshold value. The AND operator is used to combine the masks \(I_s(x,y)\) and \(C(x,y)\):

\[
K(x,y) = I_s(x,y) \cap C(x,y),
\]

where \(K(x,y)\) is the resulting image. If \(K(x,y) = C(x,y)\) the central region of the hand, corresponding to the palm, is placed over the circle in the central area of the image. Then, a text is superimposed on the live feed, warning the user to remain steady.
After a short period of time, needed in order to avoid motion blur, the acquisition is automatically performed.

Examples of acquisitions using the three described illumination methods are shown in Fig. 5.27.
5.3.3 IMAGE PREPROCESSING

The image preprocessing step has the purpose of segmenting the palm region of the hand in the acquisitions.

First, the two color images are converted to one-channel images. In the case of acquisitions performed using Method 1 and Method 2, the grayscale image is computed. In the case of acquisitions performed using Method 3, the blue B channel of the image is considered. Then, the images are segmented in order to remove the background. Since a surface with a uniform color is used, the thresholding operation described in Equation 5.43 is used to extract the foreground and obtain the image $I_s(x, y)$.

In order to eliminate possible points outside the boundary that can be segmented as foreground, a morphological opening operation is applied, followed by a closing operation. Then, only the largest connected component is extracted.

The fingers are removed by using a morphological open operation using a structural element with a circular shape and a fixed size, and the points lying on the computed boundary are extracted.

A two-dimensional ellipse is fitted on the extracted points, by solving a minimization problem:

$$\min \left( \log \left( \det A \right) \right) ,$$

where $A$ is the $2 \times 2$ matrix of the ellipse equation, expressed in the form:

$$(x - c_e)^T A (x - c_e) = 1 ,$$

where $c_e$ is the vector containing the coordinates of the center of the ellipse. The minimization problem is subject to the following constraints:

$$(p_i - c_e)^T A (p_i - c_e) \leq 1 ,$$

where $p_i$ is the $i$-th extracted point lying on the boundary.

Then, the singular value decomposition of the matrix $A$ is computed:

$$[U \ Q \ V] = \text{svd}(A) ,$$

then the radii $r_1, r_2$ of the fitted ellipse are computed using the following equations:

$$r_1 = \frac{1}{\sqrt{Q(1,1)}} ; \quad r_2 = \frac{1}{\sqrt{Q(2,2)}} .$$

A morphological open operation is performed in order to extract the central palm region, using a structural element with a circular shape and a size $s_e$, which is computed based on the radii of the fitted ellipse:

$$s_e = k_e \min \left( r_1, r_2 \right) ,$$

where $k_e$ is a fixed parameter chosen experimentally.
5.3.4 THREE-DIMENSIONAL PALMPRINT PROCESSING

The three-dimensional processing of the palmprint can be divided into three steps. First, the three-dimensional model of the palm is reconstructed using the two-view acquisitions and the calibration data, then the model is normalized in the three-dimensional space. A three-dimensional image registration is performed by reprojecting the model on the image plane using the calibration data.

5.3.4.1 THREE-DIMENSIONAL PALMPRINT RECONSTRUCTION

The method described in Section 5.2.5, based on a cross-correlation approach, is used to compute the three-dimensional model of the palmprint, described by the point cloud \((X_A, Y_A, Z_A)\). The corresponding surfaces and textures \(S_{Ax}, S_{Ay}, S_{Az}, S_{Ac}\) are obtained using a similar procedure for surface estimation and the texture mapping.

Figure 5.28: Example of the segmentation: (a) grayscale image captured using Method 1; (b) segmented image; (c) edge of the segmented image superimposed on the grayscale image.

An example of the segmentation operation is shown in Fig. 5.28.
Examples of reconstructed point clouds with the relative estimated surfaces and textures are shown in Fig. 5.29.

5.3.4.2 THREE-DIMENSIONAL MODEL NORMALIZATION

The three-dimensional point cloud \((X_A, Y_A, Z_A)\) is registered in order to normalize its position and orientation in the three-dimensional space. In particular, the pitch and roll rotations are corrected (Fig. 5.25).
First, the point cloud is centered in the origin of the axes by subtracting from the point cloud the corresponding mean coordinates:

\[
X_{Am} = X_A - \frac{1}{N} \sum_{i=1}^{N} X_{Ai} ; \\
Y_{Am} = Y_A - \frac{1}{N} \sum_{i=1}^{N} Y_{Ai} ; \\
Z_{Am} = Z_A - \frac{1}{N} \sum_{i=1}^{N} Z_{Ai} , \tag{5.51}
\]

where \( N \) is the number of points in the point cloud. Then, a linear interpolation is used to fit a plane to the points, obtaining the point cloud \((X_p, Y_p, Z_p)\). Then, the range of the values of the fitted plane on the \( X \), \( Y \), and \( Z \) axes are considered as the catheti of two right triangles, and trigonometric formulas are used to estimate the pitch and roll angles (Fig. 5.30).

First, the ranges of the values of the plane along the \( x \) and \( z \) directions are computed:

\[
x_r = \max X_p - \min X_p ; \\
z_r = \max Z_p - \min Z_p ; \tag{5.52}
\]

where \( x_r \) is the range of the values of the fitted plane along the \( X \) axis, and \( z_r \) is the range of the values of the fitted plane along the \( Z \) axis. The ranges \( z_r, x_r \) are considered as the catheti of a right triangle, and the hypotenuse \( a_r \) is computed as:

\[
a_r = \sqrt{x_r^2 + z_r^2} . \tag{5.53}
\]
The roll angle $\alpha_{\text{roll}}$ is estimated using the trigonometric formula:

$$\alpha_{\text{roll}} = \sin^{-1} \frac{z_r}{a_r} .$$

(5.54)

The rotation matrix corresponding to $\alpha_{\text{roll}}$ is computed as:

$$R_{\text{roll}} = \begin{bmatrix}
\cos (\alpha_{\text{roll}}) & 0 & \sin (\alpha_{\text{roll}}) \\
0 & 1 & 0 \\
-\sin (\alpha_{\text{roll}}) & 0 & \cos (\alpha_{\text{roll}})
\end{bmatrix},$$

(5.55)

then the rotation is applied to the points belonging to the reconstructed model of the palm:

$$\begin{bmatrix}
X_{\text{roll}} \\
Y_{\text{roll}} \\
Z_{\text{roll}}
\end{bmatrix} = R_{\text{roll}} \begin{bmatrix}
X_{\text{Am}} \\
Y_{\text{Am}} \\
Z_{\text{Am}}
\end{bmatrix},$$

(5.56)

where $(X_{\text{roll}}, Y_{\text{roll}}, Z_{\text{roll}})$ is the point cloud after the compensation of the roll angle.

Similarly, the pitch angle is compensated by first estimating the ranges of the values of the fitted plane along the $Y$ and $Z$ axes:

$$y_p = \max Y_p - \min Y_p ;$$

$$z_p = \max Z_p - \min Z_p ,$$

(5.57)

where $y_p$ is the range of the values of the fitted plane along the $Y$ axis and $z_p$ is the range of the values of the fitted plane along the $Z$ axis. The hypotenuse $a_p$ is computed as:

$$a_p = \sqrt{y_p^2 + z_p^2} ,$$

(5.58)

and the pitch angle $\alpha_{\text{pitch}}$ is estimated using the trigonometric formula:

$$\alpha_{\text{pitch}} = \sin^{-1} \frac{z_p}{a_p} .$$

(5.59)

The rotation matrix corresponding to $\alpha_{\text{pitch}}$ is computed as:

$$R_{\text{pitch}} = \begin{bmatrix}
\cos (\alpha_{\text{pitch}}) & 0 & \sin (\alpha_{\text{pitch}}) \\
0 & 1 & 0 \\
-\sin (\alpha_{\text{pitch}}) & 0 & \cos (\alpha_{\text{pitch}})
\end{bmatrix},$$

(5.60)
then the rotation is applied to the points obtained after the correction of the roll angle:

\[
\begin{bmatrix}
X_{\text{pitch}} \\
Y_{\text{pitch}} \\
Z_{\text{pitch}}
\end{bmatrix} = R_{\text{pitch}} \begin{bmatrix}
X_{\text{roll}} \\
Y_{\text{roll}} \\
Z_{\text{roll}}
\end{bmatrix},
\] (5.61)

where \((X_{\text{pitch}}, Y_{\text{pitch}}, Z_{\text{pitch}})\) is the point cloud after the compensation of the pitch angle.

The obtained point cloud is centered in the origin of the axes by subtracting the corresponding mean coordinates:

\[
X_{\text{norm}} = X_{\text{pitch}} - \frac{1}{N} \sum_{i=1}^{N} X_{\text{pitch}_i};
\]

\[
Y_{\text{norm}} = Y_{\text{pitch}} - \frac{1}{N} \sum_{i=1}^{N} Y_{\text{pitch}_i};
\]

\[
Z_{\text{norm}} = Z_{\text{pitch}} - \frac{1}{N} \sum_{i=1}^{N} Z_{\text{pitch}_i},
\] (5.62)

Examples of normalized point clouds are shown in Fig. 5.31.

### 5.3.4.3 Three-Dimensional Image Registration

The three-dimensional image registration step has the purpose of reprojecting the normalized models on the image plane using common parameters, in order to obtain two-dimensional images as captured in the same position and with the same orientation, even if the acquisitions of the hand were performed at different distances and with different orientations.

In particular, the calibration data computed using the method described in the Section 5.3.1 is used to project the normalized model on the image plane, using the method described in [450]:

\[
\begin{bmatrix}
u \\
v \\
1
\end{bmatrix} = K [R | t] \begin{bmatrix}
X_{\text{norm}} \\
Y_{\text{norm}} \\
Z_{\text{norm}}
\end{bmatrix},
\] (5.63)

where \((u, v)\) are the projected pixel coordinates, \(K\) is the intrinsic camera matrix, \(R\) and \(t\) are the rotation matrix and translation vector that describe the position of the object with respect to the camera, and \((X_{\text{norm}}, Y_{\text{norm}}, Z_{\text{norm}})\) is the normalized three-dimensional point cloud.

In order to project every model in the same manner, fixed values for \(R, t\) were used. Moreover, two different values are used in order to project the model in two positions,
Figure 5.31: Example of three-dimensional normalized models, obtained from acquisitions performed using Method 1: (a, c) three-dimensional models before the normalization; (b, d) three-dimensional models after the normalization.

maintaining the same relative difference between the two registered acquisitions that is present in the original images $I_A$ and $I_B$:

$$R_L = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}; \quad t_L = \begin{bmatrix} t_x \\ t_y \\ t_z \end{bmatrix};$$

$$R_R = R_c; \quad t_R = (R_R t_L) + t_C,$$  \hspace{1cm} (5.64)

where $R_L, t_L$ are the parameters used to project the model in the first position, $R_R, t_R$ are the parameters used to project the model in the second position, $t_x, t_y, t_z$ are fixed values, $R_c, t_C$ are the parameters obtained from the calibration of the acquisition setup, which describe the relative position of the right Camera B with respect to the left Camera A.

The resulting images were computed using a linear interpolation of the images $I_A$ and $I_B$ at the new positions $(u, v)$, obtaining the registered images $I_{AR}$ and $I_{BR}$.

The method described in the Section 5.2.5.4 is used to compute the surface maps $S'_{Ax}, S'_{Ay}, S'_{Az}$ from the normalized point cloud $(X_{norm}, Y_{norm}, Z_{norm})$. The coordinates of the surface maps $S'_{Ax}, S'_{Ay}$ are adjusted in order to match the coordinates of the image $I_{AR}$. 
5.3.3 Texture enhancement

A texture enhancement procedure similar to the one described in Section 5.2.6 is used to enhance the images obtained after the three-dimensional registration. The method is based on a background subtraction, a logarithm operator, and a histogram equalization procedure.

In the case of palmprint samples captured using Method 1 or Method 2, the same enhancement procedure is performed on the R and B channels of the image separately, of both the left and right images $I_{Ar}$ and $I_{Br}$. In the case of palmprint samples captured using Method 3, the enhancement procedure is performed only on the B channel of the left and right images. Examples of enhanced textures are shown in Fig. 5.32.

Similarly, the surface maps $S'_{Bx}$, $S'_{By}$, $S'_{Bz}$ are obtained by adjusting the coordinates of the computed surface maps, in order to match the coordinates of the image $I_{Br}$.

**Figure 5.32:** Example of enhanced texture images, captured using Method 1: (a, d) original left images from two different individuals; (b, e) enhanced textures obtained from the B channel; (c, f) enhanced textures obtained from the R channel.
Table 5.2: Summary of the images considered for each palmprint sample captured using Method 1 or Method 2.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IA_R</td>
<td>R channel of the left texture image</td>
</tr>
<tr>
<td>IA_B</td>
<td>B channel of the left texture image</td>
</tr>
<tr>
<td>IAE_R</td>
<td>enhanced texture computed from the R channel of the left texture image</td>
</tr>
<tr>
<td>IAE_B</td>
<td>enhanced texture computed from the B channel of the left texture image</td>
</tr>
<tr>
<td>IB_R</td>
<td>R channel of the right texture image</td>
</tr>
<tr>
<td>IB_B</td>
<td>B channel of the right texture image</td>
</tr>
<tr>
<td>IBE_R</td>
<td>enhanced texture computed from the R channel of the right texture image</td>
</tr>
<tr>
<td>IBE_B</td>
<td>enhanced texture computed from the B channel of the right texture image</td>
</tr>
</tbody>
</table>

Table 5.3: Summary of the images considered for each palmprint sample captured using Method 3.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IA_B</td>
<td>B channel of the left texture image</td>
</tr>
<tr>
<td>IAE_B</td>
<td>enhanced texture computed from the B channel of the left texture image</td>
</tr>
<tr>
<td>IB_B</td>
<td>B channel of the right texture image</td>
</tr>
<tr>
<td>IBE_B</td>
<td>enhanced texture computed from the B channel of the right texture image</td>
</tr>
</tbody>
</table>

5.3.6 TWO-DIMENSIONAL FEATURE EXTRACTION AND MATCHING

For each palmprint sample captured using Method 1 or Method 2, 8 images are considered in order to build the corresponding template. Table 5.2 summarizes the considered images. In the case of palmprint samples captured using Method 3, only 4 images, summarized in Table 5.3, are used.

In this Section, the method used for extracting and matching the two-dimensional features of two templates is described. In particular, the notation IA, IB is used to indicate the images corresponding to the first template, while the notation IA′, IB′ is used to indicate the images corresponding to the second template.

The two-dimensional feature extraction and matching method can be divided into several steps. First, the images to be compared are aligned, then a method similar to the one described in Section 5.2.7, based on the SIFT features, is used to extract and match the distinctive points. A procedure based on the point collinearity is used to refine the extracted points.
5.3.6.1 IMAGE ALIGNMENT

Since the region of interest of the palms captured using the method described in 5.3.2 is almost flat, the corresponding three-dimensional models present only little information for registering the models, and a correct alignment procedure would not be possible using only the three-dimensional information. For this reason, a two-dimensional alignment procedure is used. In particular, a SIFT-based method [454] is used to align the images pertaining to the templates to be compared. In the case of the samples captured using Method 1 and Method 2, the SIFT feature points are extracted from the enhanced images of the first template $I_{AE_r}, I_{AE_b}, I_{BE_r}, I_{BE_b}$:

\[
I_{AE_r} \rightarrow \text{SIFT } S_1 \quad ; \quad I_{BE_r} \rightarrow \text{SIFT } S_3 \quad ; \\
I_{AE_b} \rightarrow \text{SIFT } S_2 \quad ; \quad I_{BE_b} \rightarrow \text{SIFT } S_4 
\]  

(5.65)

Similarly, the SIFT feature points are extracted from the images $I'_{AE_r}, I'_{AE_b}, I'_{BE_r}, I'_{BE_b}$ pertaining to the second template. In the case of samples captured using the Method 3, only the images $I_{AE_b}, I_{BE_b}$ pertaining to the first template, and the images $I'_{AE_r}, I'_{BE_b}$ pertaining to the second template are considered.

The number of points extracted from each image is variable, and for each point a descriptor $D(f_1, \ldots, f_{128})$, composed by 128 features, is computed.

A procedure based on the Euclidean distance is used to match the sets of descriptors extracted from the corresponding images of the two templates. In particular, a descriptor $D_m$ is matched to a descriptor $D'_n$ only if their distance, multiplied by a fixed threshold, is less than the maximum distance between $D_m$ and the other descriptors:

\[
d(D_m, D'_n) \times t_{\text{SIFT}} \leq \max_{p=1, \ldots, N'} (d(D_m, D'_p)) ,
\]

(5.66)

where $d(\cdot)$ represent the Euclidean distance, and $N'$ is the number of points in the image to be compared in the second template. The locations of the matching points, corresponding to the matched descriptors, are referred as $M_{1, \ldots, A}$ and $M'_{1, \ldots, A}$.

Then, the sets of matching points $M_{1, \ldots, A}$ relative to the first template are merged in 2 sets, by distinguishing the matched points pertaining to the left images $I_{AE_r}, I_{AE_b}$ and the matched points pertaining to the right images $I_{BE_r}, I_{BE_b}$, in order to obtain the sets $M_{A_l}, M_{B_l}$. Similarly, the sets of points relative to the images pertaining to the second template are merged in the sets $M'_{A_l}, M'_{B_l}$.

The sets of matched points $M_{A_l}, M'_{A_l}$ are used to compute the non-reflective similarity transformation between the left images of the first template $I_A, I_{AE_r}, I_{AE_b}, I_{AE_r}$ and the left images of the second template $I'_A, I'_{AE_r}, I'_{AE_b}$. A non-reflective similarity transformation is a subset of the affine transformations that may include a rotation, a translation, and a scaling. In non-reflective similarity transformations, shapes and angles are preserved, parallel lines remain parallel, and straight lines remain straight. In particular, a RANSAC-based algorithm is used to estimate the transformation $T_A$, described by a $3 \times 2$ matrix, which transforms the point locations $M'_{A_l}$ in the locations $M_{A_l}$.
Similarly, the sets $M_{B_t}, M'_{B_t}$ are used to compute the non-reflective similarity transformation between the right images of the first template $I_{B_R}, I_{B_B}, I_{BE_R}, I_{BE_B}$ on the right images $I'_{B_R}, I'_{B_B}, I'_{BE_R}, I'_{BE_B}$ of the second template. The transformation is described by the matrix $T_B$, which maps the points $M'_{B_t}$ in the points $M_{B_t}$.

The computed transformation matrix $T_A$ is applied to the left images of the second template $I'_{AR}, I'_{AB}, I'_{AE_R}, I'_{AE_B}$, in order to obtain the aligned images $I''_{AR}, I''_{AB}, I''_{AE_R}, I''_{AE_B}$. Similarly, the transformation $T_B$ is applied to the right images of the second template $I'_{BR}, I'_{BB}, I'_{BE_R}, I'_{BE_B}$, in order to obtain the aligned images $I''_{BR}, I''_{BB}, I''_{BE_R}, I''_{BE_B}$.

An example of image alignment is shown in Fig. 5.33.

5.3.6.2 POINT EXTRACTION AND MATCHING

The method based on the SIFT feature points, similar to the method described in Section 5.2.7.2, is used to extract and match the points from the images pertaining to the two templates to be compared. In particular, with respect to the method described in Section 5.2.7.2, the entire image is considered, and the images are not resized.

5.3.6.3 REFINEMENT OF THE MATCHED POINTS

The method based on the collinearity of the matched points, described in Section 5.2.7.3, is used to refine the obtained sets of matching points. An example of the matched points before and after the refinement is shown in Fig. 5.34.

5.3.7 THREE-DIMENSIONAL FEATURE EXTRACTION AND MATCHING

The method described in Section 5.2.8 is used for the extraction and matching of the three-dimensional features. The method is based on the computation of the three-dimensional coordinates of the matching points using the surface maps computed in the Section 5.3.4.1, and on the use of the ICP algorithm to register the obtained point clouds. Then, a Delaunay triangulation is applied, and the number of similar triangles is used as the match score.
Figure 5.34: Example of the point refinement based on the collinearity: (a, b) matching points between the first and the second image, before the refinement; (c, d) matching points after the refinement; (e) superimposition of the first and the second image before the refinement. The matching points are connected using a blue line; (f) superimposition of the first and the second image after the refinement. The matching points are connected using a blue line.
Innovative methods for a contactless and less-constrained palmprint recognition were described. The researched approaches do not require the user to place the palm on any surface, thus avoiding hygiene problems, increasing the acceptability, and decreasing the acquisition time. With respect to the methods in the literature based on contactless three-dimensional acquisition, the researched methods are original since they perform a fully contactless acquisition, with a shorter capture time, and with a lower cost.

A preliminary version of the researched palmprint recognition methods is described for the contactless fingerprint recognition. The research in the field of fingerprint recognition, in fact, is more advanced, and standard methods for the preprocessing, enhancement, and matching of fingerprints are available. The feasibility of the researched methods was evaluated using standard references. Moreover, similar techniques can be used to capture and process palmprint samples, and so the obtained results allowed to extend the researched methods for the palmprint recognition. The described methods for the palmprint recognition are more general and can be easily extended in order to integrate hand shape features, finger shape characteristics, and finger knuckle recognition.

Two versions of the contactless palmprint recognition methods were researched: the first method is a feasibility study and requires the hand to be placed against a fixed surface, while the second method is fully contactless and does not require a fixed position for the hand nor any kind of support. In fact, the three-dimensional metric reconstruction of the palm is a representation that is invariant to the pose and to the acquisition distance.

First, the method that requires a fixed position of the hand is described. The back of the hand must be placed on a fixed surface, and a two-view contactless acquisition is performed. A led illumination is used to enhance the visibility of the details. The captured images are segmented, then a method based on the cross-correlation is used to obtain a set of matching points, which are triangulated in the three-dimensional space using the information related to the camera calibration. A point cloud filtering procedure is applied, then the three-dimensional surface is computed, along with the corresponding texture. The texture is enhanced using a method based on background subtraction, logarithm, and adaptive histogram equalization.

A SIFT-based method is used to extract and match the distinctive points in the images. The points are subsequently refined, and the corresponding three-dimensional coordinates are computed. The ICP algorithm is used to register the three-dimensional points of different samples, then the Delaunay triangulation is computed. The number of similar triangles in the three-dimensional space is used as the match score.

Then, a fully contactless and less-constrained method is described: the method does not require a fixed position of the hand, and uses an original contactless acquisition procedure that defines an acquisition volume in which the hand is free to be positioned. The user is not required to spread the fingers in order to facilitate the segmentation process. Innovative illumination methods, based on leds with different colors and positions, are used in order to achieve an uniform illumination, and enhance the details of the palmprint.
The acquisitions are segmented using morphological operators and methods based on ellipse fitting, then the three-dimensional models are reconstructed. A normalization of the models in the three-dimensional space is performed in order to compensate for the differences in the orientation and the acquisition distance. The models are reprojected on the image plane using the same parameters, in order to obtain two-dimensional images as they were captured at the same position and with the same orientation.

Then, the resulting textures are enhanced, aligned, and a SIFT method is used to extract and match the distinctive points. A method based on ICP registration is used to register the point clouds, then the Delaunay triangulation is performed, and the number of similar triangles is used as the match score.
This chapter contains the experimental results relative to the innovative researched methods described in Chapter 5. The methods were tested in order to evaluate the different biometric aspects of the implemented techniques, consisting in the accuracy, robustness, speed, cost, interoperability, usability, acceptability, security, and privacy. However, a particular emphasis was given to the evaluation of the accuracy of the researched palmprint recognition systems, since it is commonly considered the most important factor. The used evaluation procedures and figures of merit are described in Section 2.4.

In this chapter, the results relative to the methods based on acquisitions at a fixed distance are presented, including a description of the acquisition of the test datasets, a summary of the used parameters, an evaluation of the three-dimensional models, and a description of the recognition accuracy performances. Then, the results of the methods based on acquisitions with uncontrolled distance are presented and described. In particular, the acquisition of the test datasets is described, the used parameters are summarized, and the three-dimensional models are evaluated. Then, the obtained recognition accuracy is described, the robustness to hand orientations and environmental illuminations is considered, and the other biometric aspects are analyzed. A comparison of the researched methods with the most recent approaches in the literature is presented. Some final considerations about the obtained results conclude the chapter.

6.1 RESULTS OF THE METHODS BASED ON ACQUISITIONS AT A FIXED DISTANCE

In this section, the experiments related to the methods based on acquisitions at a fixed distance, described in Section 5.2, are presented. First, the collection of the test datasets is described in detail, including the description of the hardware setup, and the procedure used for the collection of the samples. The used acquisition parameters, the
acquisitions conditions, and the types of samples captured are also described. The parameters used in the experimental tuning of the algorithms are reported, then an evaluation of the three-dimensional reconstruction step is presented, in order to determine the accuracy of the reconstruction method. Then, the recognition accuracy was evaluated, using the procedures and the figures of merit described in Section 2.4.

### 6.1.1 Collection of the test datasets

The acquisition procedure described in Section 5.2.3 was used to collect the dataset. In particular, the used acquisition setup consists in two Sony XCD-SX90CR CCD color cameras with a 25 mm focal length, which capture images at 15 fps with a 1280 × 960 resolution. The cameras are synchronized using a trigger mechanism, and are oriented with an angle $\alpha = 85^\circ$ with respect to the surface, and the distance between the center of the optics is $\Delta_D = 100$ mm. The distance from the optics to the surface is $\Delta_H = 485$ mm, and the distance of the illumination from the surface is $\Delta_H = 250$ mm.

The dataset $PF$, used in the evaluation of the researched method, was collected by capturing the 2 palms of 13 individuals, for a total of 26 different palms. For each palm, 8 two-view acquisitions were performed, for a total of 208 two-view acquisitions. Between different acquisitions, the user was required to remove his hand and place it again on the surface, in order to capture a different sample each time. The acquisitions corresponding to each user were performed in a single session. The volunteers were both male and female, with different ethnicities, and with ages ranging from 25 to 45 years. Some examples of acquisitions of different individuals are shown in Fig. 6.1.

In order to perform the calibration, we used a two-dimensional rigid chessboard composed by $12 \times 9$ squares, in which each square has a size of $2.8 \times 2.8$ mm. The chessboard was captured in 15 different positions, using synchronized two-view acquisitions performed using the described setup. We used these acquisitions in order to perform the calibration of the two-view acquisition system, and we computed a reconstruction error equal to 0.03 mm. In particular, we computed the reconstruction error by triangulating the positions of the corners of the squares in the three-dimensional space, using the formula described in Section 5.2.5.2, and fitting a plane through the points. The standard deviation of the distances between the points and the fitted plane is assumed as the measure of the reconstruction error, similarly to the method described in [456].

### 6.1.2 Parameters used

The threshold used in the segmentation step is $t_s = 50$. The number of extracted points is $N_P = 10,000$. In the three-dimensional reconstruction step, the size of the rectangular search area used is $\Delta_x = 150, \Delta_y = 10$, the epipolar distance threshold used is $t_{ep} = 2$, the size of the cross-correlation window is $l \times l = 15 \times 15$. The parameter used in the point cloud filtering step is $t_s = 5$. The threshold used in the two-dimensional feature extraction and matching step is $t_{SIFT} = 1.5$. The threshold used for comparing the triangles in the three-dimensional feature extraction and matching step is $t_D = 0.2$. 
Figure 6.1: Examples of acquisitions of palmprints captured at a fixed distance.

6.1.3 Evaluation of the Three-Dimensional Reconstruction

In order to evaluate the accuracy of the three-dimensional reconstruction process, we considered the percentage of the correctly reconstructed points, by computing for each reconstructed model the ratio of the final number of points, obtained after the point cloud filtering step, to the number of extracted points from the image $I_A$. The mean ratio and its standard deviation, computed considering all the samples in the database,
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Table 6.1: Percentage of the correctly reconstructed points, expressed as the ratio of the number of points after the point cloud filtering step, to the number of extracted points from the image $I_A$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>PF</td>
<td>89.37%</td>
</tr>
</tbody>
</table>

are reported in the Table 6.1. It is possible to observe that the majority of the extracted points were correctly matched.

The percentage and the spatial distribution of the matched points influence the accuracy of the computed template. In particular, a smaller percentage of matched points can result in a smaller area usable for the recognition, since some areas of the palmprint do not have their corresponding three-dimensional information. Moreover, areas with a smaller spatial distribution of matched points result in a smoother three-dimensional model, which conveys less information and can decrease the recognition accuracy. However, in our experiments, a correct three-dimensional model, with a sufficient number of points, was always reconstructed.

An example of the reconstructed three-dimensional models, computed using the method described in Section 5.2.5, is shown in Fig. 6.2, together with the corresponding interpolated surfaces and textures. It is possible to observe that the three-dimensional reconstruction method is able to compute accurate models, able to describe the shape of the depicted hand region. However, the resolution of the used imaging system is not sufficient for the computation of the information related to the three-dimensional depth of the palm lines. For these reason, accurate three-dimensional features cannot be used, and the three-dimensional feature extraction and matching method described in Section 5.2.8 is used as a refinement step, after the extraction and matching of the two-dimensional features.

6.1.4 Recognition Accuracy

The described feature extraction and matching method, composed by the two-dimensional and three-dimensional feature extraction and matching methods described in Section 5.2.7 and in Section 5.2.8, was applied to the computed three-dimensional models and the corresponding textures.

The ROC curve describing the recognition accuracy of the method is shown in Fig. 6.3, and Table 6.2 contains the obtained FMR and FNMR values in different points of the curve. In particular, the researched recognition method achieved an EER value equal to 0.25%. It is possible to observe that the researched method was able to perform an accurate recognition, comparable to the techniques in the literature that perform the palmprint recognition based on contactless acquisition systems, as summarized in Section 6.2.7. Moreover, from the Table 6.2 it is possible to observe that the system obtained low percentages of false non-matches, similar to the EER value, with thresholds of the
Figure 6.2: Example of three-dimensional palmprint models reconstructed using the method described in Section 5.2.5: (a, d, g, j) filtered point clouds; (b, e, h, j) interpolated surfaces; (c, f, i, l) corresponding textures.

matching scores that obtain small numbers of false matches, allowing to use the system in high security applications. Moreover, the system obtained low percentages of false matches, similar to the EER value, also with threshold values that obtain small
Figure 6.3: ROC curve of the researched palmprint recognition method based on acquisitions performed at a fixed distance.

Table 6.2: FMR and FNMR obtained by the researched palmprint recognition method based on acquisitions performed at a fixed distance.

<table>
<thead>
<tr>
<th>FNMR @FMR</th>
<th>FNMR @FMR</th>
<th>FNMR @FMR</th>
<th>FMR @FNMR</th>
<th>FMR @FNMR</th>
<th>FMR @FNMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>@0.05%</td>
<td>@0.10%</td>
<td>@0.25%</td>
<td>@0.25%</td>
<td>@0.50%</td>
<td></td>
</tr>
<tr>
<td>0.25%</td>
<td>0.27%</td>
<td>0.27%</td>
<td>0.14%</td>
<td>0.02%</td>
<td></td>
</tr>
</tbody>
</table>

numbers of false non-matches, allowing to use the system also for low and medium security applications.

The number of individuals in the tested dataset is not sufficient for more general considerations about the recognition accuracy. However, the obtained results allowed to extend the method in the case of acquisitions performed with uncontrolled distance.
6.2 RESULTS OF THE METHODS BASED ON ACQUISITIONS WITH UNCONTROLLED DISTANCE

In this section, the experiments related to the methods based on acquisitions with uncontrolled distance, described in Section 5.3, are described. First, the collection of the test datasets is described, including the description of the hardware setup and the procedure used for the collection of the used dataset. The used acquisition parameters, the acquisition conditions, and the types of samples captured is also described. The parameters used in the experimental tuning of the algorithms are reported, then an evaluation of the three-dimensional reconstruction step is presented, in order to determine the accuracy of the reconstruction method. The recognition accuracy is analyzed using the procedures and the figures of merit described in Section 2.4. Moreover, the obtained recognition accuracy using multiple comparisons is also presented. Then, the robustness of the method to hand orientations and environmental illumination situations is analyzed. The other biometric aspects, consisting in the speed, cost, interoperability, usability, acceptability, security, and privacy are analyzed using the most common practices. A comparison with the most recent approaches described in the literature is presented, then an overall summary of the results is described.

6.2.1 COLLECTION OF THE TEST DATASETS

The acquisition procedure described in Section 5.3.2 was used to collect the used datasets. In particular, the used acquisition setup consists in two Sony XCD-SX90CR CCD color cameras with a 25 mm focal length, which capture images at 15 fps with a 1280 × 960 resolution. The cameras are synchronized using a trigger mechanism. The cameras are oriented with an angle $\alpha = 87^\circ$ with respect to the surface, and the distance between the center of the optics is $\Delta D = 100$ mm. The distances from the optics of the cameras to the lowest and highest points of the acquisition volume are respectively $\Delta H_{\text{-Low}} = 1080$ mm and $\Delta H_{\text{-High}} = 1380$ mm. The size of the acquisition volume is $W = 225$ mm, $H = 300$ mm, $D = 155$ mm. The value $t_M$ is used for controlling the shutter time is $t_M = 100$.

The parameters used in the implementation of the illumination setups are the sequent:

- **Method 1**: The led bars are mounted with a distance $\Delta L = 960$ mm from the cameras, and with a distance $\Delta W = 240$ mm between them. The bars are inclined towards the acquisition volume with an angle $\beta = 45^\circ$. Some examples of acquisitions captured using Method 1 are shown in Fig. 6.4.

- **Method 2**: The downlight illuminations with white leds are mounted with a distance $\Delta L = 960$ mm from the cameras, and inclined towards the acquisition volume with an angle $\beta = 45^\circ$. Some examples of acquisitions captured using Method 2 are shown in Fig. 6.5.

- **Method 3**: The blue led bars are mounted with a distance $\Delta L = 960$ mm from the cameras, with a distance $\Delta W = 290$ mm between the lateral bars, and a dis-
Figure 6.4: Examples of acquisitions of palmprints captured with uncontrolled distance using Method 1.


tance $\Delta D = 300$ mm between the front and rear bars. The bars are positioned horizontally ($\beta = 0^\circ$). Some examples of acquisitions captured using Method 1 are shown in Fig. 6.6.

We used the three different illumination methods in order to collect two datasets PA and PB. In particular, each dataset contains the samples of individuals captured using two different illumination methods. First, we collected the dataset PA, which contains the samples of individuals respectively captured using Method 1 and Method 3, in order to test the differences between a white illumination and a blue illumination. Then, the obtained results drove us to collect a second dataset PB, which contains the samples of individuals respectively captured using Method 2 and Method 3, in order to test the effectiveness of a white illumination with more intensity, against a blue illumination.

Two datasets had to be collected, since the illumination Method 1 and Method 2 were implemented at different times, and it was not possible to acquire again the same individuals for the collection of the samples.
The two datasets PA and PB are summarized as follows:

- **Dataset PA**: this dataset was collected by using the Method 1 and the Method 3 for capturing the 2 palms of 9 individuals, for a total of 18 different palms. For each palm, 10 two-view acquisitions were performed, for a total of 180 two-view acquisitions.

- **Dataset PB**: this dataset was collected by using the Method 2 and the Method 3 for capturing the 2 palms of 32 individuals, for a total of 64 different palms. For each palm, 10 two-view acquisitions were performed, for a total of 640 two-view acquisitions.

Between different acquisitions, the user was required to remove his hand, and place it again on the surface, in order to capture a different sample each time. A minimum amount of instructions was given to the users, and they were only required to extend the open hand in a relaxed position inside the acquisition volume, and place the palm
over the circle superimposed on the live feed (Fig. 5.26). The volunteers were both male and female, with different ethnicities, with ages ranging from 25 to 45 years.

The acquisitions corresponding to each user were performed in a single session. The entire acquisition procedure for each sample took approximately 5 s, including the time needed for positioning the hand, the time for the shutter duration to adapt, and the time that the system waits to make sure the hand is still (about 2 s). The actual capture of the image is performed almost instantly, with shutter times ranging from 0.02 s to 0.03 s.

In the performed experiments, a separate acquisition procedure was performed in order to capture the samples using the illumination Method 2 and Method 3. However, a method for the quasi-simultaneous capture of the images using both the illumination methods could be easily implemented using a small hardware circuit. In that case, the total capture time of the images is the sum of the two respective capture times, and would be at most 0.06 s.
In order to perform the calibration, we used a two-dimensional rigid chessboard composed by $12 \times 9$ squares, in which each square has a size of $7 \times 7$ mm. The chessboard was captured in 15 different positions, using synchronized two-view acquisitions performed using the described setup. We used these acquisitions in order to perform the calibration of the two-view acquisition system, and we computed a reconstruction error equal to $0.12$ mm. In particular, we computed the reconstruction error by triangulating the positions of the corners of the squares in the three-dimensional space, using the formula described in Section 5.2.5.2, and fitting a plane through the points. The standard deviation of the distances between the points and the fitted plane is assumed as the reconstruction error measure, similarly to the method described in [456].

### 6.2.2 Parameters Used

The threshold used in the segmentation step is $t_s = 50$, and the parameter used for extracting the central region of the palm is $k_c = 0.6$. The number of extracted points is $N_p = 2,000$. In the three-dimensional reconstruction step, the size of the rectangular search area is $\Delta_x = 90, \Delta_y = 2$, the epipolar distance threshold used is $t_{ep} = 2$, the size of the cross-correlation window is $l \times l = 30 \times 30$. The parameter used in the point cloud filtering step is $t_s = 1$. The threshold used in the alignment step, and in the two-dimensional feature extraction and matching step is $t_{SIFT} = 1.5$. The threshold used for comparing the triangles in the three-dimensional feature extraction and matching step, is $t_D = 0.2$.

### 6.2.3 Evaluation of the Three-Dimensional Reconstruction

In order to evaluate the accuracy of the three-dimensional reconstruction process, for each reconstructed model we analyzed the ratio of the final number of points, obtained after the point cloud filtering step, to the number of extracted points from the image $I_A$. The mean ratio and its standard deviation were computed for each dataset by considering all the samples, and are reported in the Table 6.3. It is possible to observe that about three quarters of the points were correctly matched.
As mentioned in Section 6.1.3, the percentage and the spatial distribution of the matched points influence the accuracy of the computed template. In particular, a smaller percentage of matched points can result in a smaller area usable for the recognition, since some areas of the palmprint do not have their corresponding three-dimensional information. Moreover, the normalization of the three-dimensional model, and the corresponding three-dimensional registration of the image could be performed with less precision. In our experiments, the thumb region of the hand (or the thenar region), which has a significant difference in terms of depth with respect to the other regions of the hand, is sometimes not reconstructed by the described three-dimensional reconstruction algorithm. However, the thenar area has a minor significance for the palmprint recognition, since only a small percentage of the details of the palmprint is contained in this region.

Areas with a smaller spatial distribution of matched points result in a smoother three-dimensional model, which conveys less information and can decrease the recognition accuracy. However, in our experiments, a redundant of points was extracted in order to have a sufficient number of points for describing the three-dimensional model correctly.

Examples of reconstructed three-dimensional models, computed using acquisitions performed with Method 1 described in Section 5.3.4.1, are shown in Fig. 6.7, together with the corresponding interpolated surfaces. Examples of reconstructed models, computed using acquisitions performed with Method 2, are shown in Fig. 6.8. Examples of reconstructed models, computed using acquisitions performed with Method 3, are shown in Fig. 6.9.

From the figures, it is possible to observe that the three-dimensional reconstruction method was able to compute accurate models, able to describe the shape of the considered hand region. However, the resolution of the used imaging system is not sufficient for the computation of the three-dimensional depth of the palm lines. For these reasons, pure three-dimensional features cannot be used, and the three-dimensional information is used to obtain a metric representation describing the distance, position, and orientation. Moreover, the feature extraction and matching method described in Section 5.3.7 is used as a refinement step, after the extraction and matching of the two-dimensional features.

6.2.4 RECOGNITION ACCURACY

We divided the tests for the measurement of the recognition accuracy according to the two datasets described in Section 6.2.1. First, we tested the recognition accuracy using the dataset PA in order to compare the acquisition Method 1 and Method 3. Then, we tested the recognition accuracy using the dataset PB, in order to compare the acquisition Method 2 and Method 3.

6.2.4.1 DATASET PA

First, we tested the accuracy of the described palmprint recognition method on the dataset PA, which contains samples of individuals captured using Method 1 and Me-
Figure 6.7: Example of three-dimensional palmprint models captured using Method 1, reconstructed using the method described in Section 5.2.5: (a, d, g) filtered point clouds; (b, e, h) interpolated surfaces; (c, f, i) corresponding textures.

We compared the obtained results in order to determine which illumination method performed best. Moreover, we combined the obtained match scores corresponding to the two illumination methods using different fusion rules.

The ROC curves corresponding to the dataset PA are shown in Fig. 6.10. In particular, by using the samples captured with Method 1, the system achieved an EER value equal to 2.36%, while by using the samples captured with Method 3 the system achieved an EER value equal to 1.71%. It is possible to observe that using both methods it was possible to perform an accurate recognition. However, by using the samples captured using Method 1, it was possible to achieve a minor EER value, and the corresponding ROC curve shows better performances for almost the entire range of the curve.
Figure 6.8: Example of three-dimensional palmprint models captured using Method 2, reconstructed using the method described in Section 5.2.5: (a, d, g) filtered point clouds; (b, e, h) interpolated surfaces; (c, f, i) corresponding textures.

Moreover, we tested the possibility of integrating Method 1 and Method 3, by using different fusion schemes at the match score level:

\[ m_s(i, j) = \text{mean}(m_1(i, j), m_3(i, j)) \] \hspace{1cm} (6.1)
\[ m_s(i, j) = \text{min}(m_1(i, j), m_3(i, j)) \] \hspace{1cm} (6.2)
\[ m_s(i, j) = \text{max}(m_1(i, j), m_3(i, j)) \] \hspace{1cm} (6.3)

where \( m_1(i, j) \) is the match score corresponding to the comparison of the individuals \( i \) and \( j \) in the dataset \( PA \), captured using Method 1, and \( m_3(i, j) \) is the match score corresponding to the comparison of the individuals \( i \) and \( j \) in the dataset \( PA \), captured using Method 3.

The corresponding ROC curves are reported in Fig. 6.11. In particular, the fusion scheme based on the computation of the mean match score using the Equation 6.1 obtained the best results, and permitted an increase of the recognition accuracy, corre-
6.2 Results of the Methods Based on Acquisitions with Uncontrolled Distance

Figure 6.9: Example of three-dimensional palmprint models captured using Method 3, reconstructed using the method described in Section 5.2.5: (a, d, g) filtered point clouds; (b, e, h) interpolated surfaces; (c, f, i) corresponding textures.

Table 6.4: FMR and FNMR of the dataset PA, obtained by computing the mean of the results corresponding to the samples captured using Method 1 and Method 3.

<table>
<thead>
<tr>
<th>Dataset scheme</th>
<th>Fusion</th>
<th>FNMR @FMR</th>
<th>FNMR @FMR</th>
<th>FNMR @FMR</th>
<th>FMR @FNMR</th>
<th>FMR @FNMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>PA Mean</td>
<td></td>
<td>0.42%</td>
<td>0.49%</td>
<td>0.43%</td>
<td>0.38%</td>
<td>0.18%</td>
</tr>
</tbody>
</table>

sponding to an EER = 0.42%. Moreover, the corresponding ROC curve shows better performances for almost the entire range of the curve.

The obtained FMR and FNMR values in different points of the curve, corresponding to the fusion scheme based on the computation of the mean match score, are reported in Table 6.4. It is possible to observe that by computing the average match score, the system exhibited low percentages of false non-matches, similar to the EER value, with
thresholds of the matching scores that obtain small numbers of false matches, allowing to use the system in high security applications. Moreover, the system obtained low percentages of false matches, similar to the EER value, also with threshold values that obtain small numbers of false non-matches, allowing to use the system also for low and medium security applications.
6.2 Results of the Methods Based on Acquisitions with Uncontrolled Distance

However, the illumination performed using Method 1 did not have a sufficient intensity for a real-time acquisition procedure, and could easily produce samples affected by motion blur. These aspects limited the usability of the system, and the supervision of an expert operator during the collection of the dataset PA was necessary. For this reason, a white illumination with more intensity was considered, and we collected the bigger dataset PB, using the illumination Method 2 and Method 3.

6.2.4.2 Dataset PB

We tested the accuracy of the described palmprint recognition method on the dataset PB, captured using illumination Method 2 and Method 3. We compared the obtained results in order to determine which illumination method performed best. We also computed the results obtained by comparing each biometric template with three templates, and considering the best result as the match score. Moreover, we combined the obtained match scores corresponding to the two illumination methods using different fusion rules, and estimated the corresponding confidence.

The ROC curves corresponding to the dataset PB are shown in Fig. 6.12. In particular, by using the samples captured with Method 2, the system achieved an EER value equal to 4.13%, while by using the samples captured with Method 3 the system achieved an EER value equal to 2.53%. It is possible to observe that by using the samples captured using Method 3 it was possible to obtain better results, and the corresponding ROC curve shows better performances for the entire range of the curve.

Moreover, we tested the possibility of integrating Method 2 and Method 3, by using the different fusion schemes at the match score level, computed using the Equations 6.1, 6.2, and 6.3.
Figure 6.13: ROC curves of the dataset PB, corresponding to the different fusion schemes of the results corresponding to the samples captured using Method 2 and Method 3.

Table 6.5: FMR and FNMR of the dataset PB, obtained by computing the mean of the results corresponding to the samples captured using Method 2 and Method 3.

<table>
<thead>
<tr>
<th>Fusion scheme</th>
<th>FMR 0.25%</th>
<th>FMR 0.50%</th>
<th>FMR 0.75%</th>
<th>FMR 0.75%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>FNMR</td>
<td>FNMR</td>
<td>FNMR</td>
<td>FNMR</td>
</tr>
<tr>
<td>PB Mean</td>
<td>0.66%</td>
<td>1.02%</td>
<td>0.86%</td>
<td>0.79%</td>
</tr>
</tbody>
</table>

The corresponding ROC curves are reported in Fig. 6.13. It is possible to observe that the fusion scheme based on the computation of the mean match score obtained the best results and permitted an increase of the recognition accuracy with an EER = 0.66%. Moreover, better performances were obtained, with respect to the other fusion methods, in the entire range of the ROC curve.

The obtained FMR and FNMR values in different points of the curve are reported in Table 6.5. From the table, it is possible to observe that the system exhibited low percentages of false non-matches, similar to the EER value, with thresholds of the matching scores that obtain small numbers of false matches, allowing to use the system in high security applications. Moreover, the system obtained low percentages of false matches, similar to the EER value, also with matching scores corresponding to small numbers of false non-matches.

By observing the genuine and impostor distributions of the dataset PB (Fig. 6.14), it is possible to observe that, while the distributions of the impostors are condensed in a limited range of values ([0, ∼ 20]), the match scores of the genuine comparisons
are spread over a much wider range of values ([0, ~ 7000]). In particular, some genuine comparisons produced low match scores, which caused the distributions of the genuine comparisons to overlap with the impostor distributions. This is caused by the fact that the less-constrained acquisition procedure causes a variety in the quality of the samples and some less-quality samples were captured, which were not correctly matched to the other samples of the same individual.

In order to mitigate this problem, and increase the accuracy and robustness of the biometric system, it is possible to perform multiple comparisons for each recognition attempt and then select the best result, as stated in several documents describing the best practices for the evaluation of biometric recognition systems [73, 80].

We tested the accuracy of the described palmprint recognition method on the dataset PB, by performing 3 comparisons for each recognition attempt, and then selecting the maximum match score.

The ROC curves corresponding to the samples of the dataset PB captured using Method 2, both considering one comparison and 3 comparisons, are shown in Fig. 6.15. It is possible to observe that, by considering 3 comparisons, the recognition accuracy significantly increased. In particular, the EER was reduced from 4.13% to 0.86%.

The ROC curves corresponding to the samples of the dataset PB captured using Method 3, both considering one comparison and 3 comparisons, are shown in Fig. 6.16. It
Figure 6.15: ROC curves of the dataset PB, corresponding to the samples captured using Method 2, both considering one comparison and with 3 comparisons.

Is possible to observe that also in this case, by considering 3 comparisons, the recognition accuracy increased. In particular, the EER was reduced from 2.53% to 0.64%.

Moreover, we combined the obtained match scores corresponding to the samples captured using Method 2 and Method 3, using the fusion rule based on the mean match score, described in the Equation 6.1. The corresponding ROC curve is shown in
6.2 Results of the Methods Based on Acquisitions with Uncontrolled Distance

It is possible to observe that, by considering 3 comparisons and computing the average match score corresponding to the samples captured using Method 2 and Method 3, a lower EER = 0.08 % was obtained.

The obtained FMR and FNMR values in different points of the curve are reported in Table 6.6. From the table, it is possible to observe that the system exhibited low percentages of false non-matches, similar to the EER value, with thresholds of the matching scores that obtained small numbers of false matches, allowing to use the system in high security applications. Moreover, the system obtained low percentages of false matches, similar to the EER value, also with thresholds corresponding to small numbers of false non-matches.

Since it is not possible to collect databases of palmprints from the entire population, it is necessary to estimate the confidence of the performed accuracy measurements in order to test the applicability of the described biometric system in a real scenario.
In particular, the two techniques for the confidence estimation described in Section 2.4.3.4 were used: the first technique is based on the assumption that the obtained data follows a normal distribution, and the second technique is based on a bootstrap approach. Both the techniques use a confidence level equal to 90%, and the bootstrap method is applied using 1000 iterations.

We computed the confidence boundaries of the accuracy of the dataset PB, obtained by computing the mean of the results corresponding to the samples captured using Method 2 and Method 3, and considering 3 comparisons. The obtained ROC curves, with the corresponding confidence boundaries, are shown in Fig. 6.18. It is possible to observe that the confidence boundaries of the proposed system are small, showing that the researched system could be effectively used in the case of a larger dataset.

6.2.5 ROBUSTNESS TO HAND ORIENTATION AND ENVIRONMENTAL ILLUMINATION

In order to test the robustness of the proposed method, the performance of the proposed method was tested by varying the hand orientation and the environmental illumination conditions during the acquisition.

The robustness to the hand orientation was tested by capturing a reduced dataset of palms in different roll orientations (Fig. 5.25), computing the biometric templates using the described method, and performing the biometric matching of the templates. The results were then analyzed in order to determine how the genuine and impostor match scores are modified according to the difference in the respective orientation of the samples.

In particular, 2 palms were captured in 20 different orientations each, ranging from −90° to +90° (Fig. 6.19) using both illumination Method 2 and Method 3. Examples of the captured palms are shown in Fig. 6.20 and Fig. 6.21.

Then, each sample pertaining to a palm was processed using the described method and compared with the other samples of the same palm. The resulting match scores corresponding to the samples captured using illumination Method 2 and Method 3 are reported respectively in the tables in Fig. 6.22 and Fig. 6.23.

The results show that the described method for the fully contactless and less-constrained palmprint recognition show a certain degree of tolerance in matching different samples pertaining to the same palm, if they are captured with a similar roll orientation. This is observable by analyzing the match scores near the main diagonal of the table in the Fig. 6.22, that in the majority of the cases are always greater than 58, which is the maximum impostor match score between samples pertaining to different palms. Similarly, the majority of the match scores near the main diagonal of the table in the Fig. 6.22 are greater than 28, which is the maximum impostor match score. However, excessive differences in the roll orientations used for capturing the samples can result in unrecognizable samples.

A similar experiment was performed in order to test the robustness of the proposed method in different environmental illumination conditions. In particular, we captured 10 samples from each of 2 palms in several illumination situations:
Figure 6.18: ROC curves of the dataset PB, and the relative confidence boundaries, obtained by computing the mean of the results corresponding to the samples captured using Method 2 and Method 3, and considering 3 comparisons: (a) confidence boundaries computed assuming a normal distribution of the data; (b) confidence boundaries computed using the bootstrap method.
**Figure 6.19:** Palmprint captured in different orientations.

**Figure 6.20:** Examples of palmprints captured in different orientations using illumination Method 2.
6.2 RESULTS OF THE METHODS BASED ON ACQUISITIONS WITH UNCONTROLLED DISTANCE

Figure 6.21: Examples of palmprints captured in different orientations using illumination Method 3.

Figure 6.22: Match scores between samples captured using Method 2 with different roll orientations. The match scores greater than the maximum impostor match score are colored in green.

1. **Standard laboratory acquisition**: the room curtains are shut and the room illumination systems (neons or lamps) are turned off. This is the most controlled situation.

2. **Morning light**: the acquisitions are performed in the morning, the room curtains are open, and the sunlight enters the room. The windows of the laboratory face...
Figure 6.23: Match scores between samples captured using Method 3 with different roll orientations. The match scores greater than the maximum impostor match score are colored in green.

<table>
<thead>
<tr>
<th>Situation</th>
<th>Match scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Genuine comparisons</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>Standard laboratory acquisition</td>
<td>3179.8</td>
</tr>
<tr>
<td>Morning light</td>
<td>2677.4</td>
</tr>
<tr>
<td>Afternoon light</td>
<td>2748.9</td>
</tr>
<tr>
<td>Artificial light</td>
<td>2770.9</td>
</tr>
</tbody>
</table>

Table 6.7: Average match scores of genuine and impostor comparisons, relative to the samples captured using Method 2, using different environmental illumination situations.

west so the sunlight do not hit directly the palm during the acquisition. The room illumination systems (neons or lamps) are turned off.

3. Afternoon light: the acquisitions are performed in the afternoon, the room curtains are open, and the sunlight enters the room. The windows of the laboratory face west so the sunlight hits directly the palm during the acquisition. The room illumination systems (neons or lamps) are turned off.

4. Artificial light: The acquisitions are performed in the evening, when there is no sunlight entering the room. The room illumination systems (neons or lamps) are turned on.

For each illumination situation, the acquisitions are performed using Method 2 and Method 3. Then, for each situation we performed the matching of the samples and computed the average match score of genuine and impostor comparisons. The results for Method 2 and Method 3 are depicted respectively in Table 6.7 and Table 6.8. From the table it is possible to observe that similar values for genuine and impostor match scores are obtained in the different illumination situations, indicating that the described method for the fully contactless and less-constrained palmprint recognition is robust to environmental illumination changes.
### Table 6.8: Average match scores of genuine and impostor comparisons, relative to the samples captured using Method 3, using different environmental illumination situations.

<table>
<thead>
<tr>
<th>Situation</th>
<th>Match scores</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Genuine comparisons</td>
<td>Impostor comparisons</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>Std</td>
<td>Mean</td>
</tr>
<tr>
<td>Standard laboratory acquisition</td>
<td>2743.4</td>
<td>1405.7</td>
<td>1.6</td>
</tr>
<tr>
<td>Morning light</td>
<td>2566.3</td>
<td>1347.4</td>
<td>2.1</td>
</tr>
<tr>
<td>Afternoon light</td>
<td>3156.7</td>
<td>1141.5</td>
<td>1.4</td>
</tr>
<tr>
<td>Artificial light</td>
<td>2936.5</td>
<td>1212.2</td>
<td>1.4</td>
</tr>
</tbody>
</table>

6.2.6 **Evaluation of Other Biometric Aspects**

In this Section, the evaluation of the other biometric aspects to be considered is described. In particular, the aspects related to the computational speed, cost, interoperability, usability, social acceptance, security, and privacy were evaluated.

#### 6.2.6.1 Computational Speed

Two different times were considered separately in the evaluation of the computational speed of the described method. In particular, the acquisition time and the processing time were considered.

First, the acquisition time was considered in order to evaluate the usability of the proposed method. The acquisition time can be further divided into the time needed for positioning the hand, and the time needed for capturing the image. As mentioned in Section 6.2.1, about 5 s are necessary for positioning the hand, including the time needed by the user to place the hand inside the acquisition volume, the time needed for the shutter duration to adapt, and the time waited for making sure the hand is still (about 2 s). The actual capture of the image is performed almost instantly, in particular the time needed for capturing the image is related to the used shutter times, which are between 0.02 s and 0.03 s. If a system for the simultaneous acquisition of the images using both Method 2 and Method 3 was implemented, the corresponding capture time would be at most 0.06 s.

No study in the literature reports the complete acquisition times, and in particular the time needed for positioning the hand in the correct position. In fact, this time depends heavily on the type of used acquisition device, on the operational conditions, and on the familiarity of each user with the specific device, or with biometric systems in general. However, the time needed by our system for capturing the image is similar to other methods in the literature based on CCD acquisitions, and is considerably smaller than the other methods in the literature that use contact-based three-dimensional acquisitions [97] and contactless three-dimensional acquisitions, which require capture times up to 2.5 s [100, 457].

The processing time was evaluated by implementing the described methods using Matlab R2013a, and running them on an Intel Xeon 3.30 GHz processor with 8 GB RAM. The used operating system is Windows 7 Professional 64 bit. In particular, the
processing times include the time needed to create the biometric template from a sample (the three-dimensional model, and the enhanced texture), and the time needed for a biometric comparison (the feature extraction and matching step). In our experiments, the computational time needed to compute a template using the described method is about 200 s, while the computational time needed for one biometric comparison is about 10 s.

In any case, it must be noted the Matlab language is a prototypal development system and it is optimized for coding simplicity, rather than runtime speed. Studies in the literature have demonstrated an increase in computational speed up to 100 times using OpenCV libraries [458], written in C++, with respect to the corresponding Matlab implementations for image processing applications [459].

Moreover, many steps of the methods are highly parallelizable: for example the three-dimensional reconstruction step can be easily parallelized in order to compute several matching points at the same time, and the feature extraction and matching steps can be executed in parallel for the 8 images considered. For these reasons, the use of a multi-core parallel architecture, such as the CUDA architecture [460], could result in a great decrease of the computational time needed for the steps of the biometric recognition system. Studies in the literature have demonstrated an increase in computational speed up to 30 times using an OpenCV implementation which takes advantage of the CUDA architecture [461], with respect to a CPU-based OpenCV implementation.

For these reasons, a parallel C/C++ implementation using the OpenCV libraries and the CUDA architecture would greatly reduce the processing times, and allow with a high probability to use the researched methods in a real-time live biometric system.

A comparison of the times needed for the creation of the template with other methods in the literature is not presented, since those times are seldom reported. Moreover, the implementation of some of the most recent methods in the literature using Matlab would require a great amount of time, and the purchase and assembly of the used hardware. For these reasons, such a comparison would be out of the scope of this thesis. Similarly, a comparison of the times needed for a biometric comparison is not presented. However, optimized implementations of SIFT-based matching methods for image processing have been proved to operate in real-time [462].

6.2.6.2 COST

Currently, many methods in the literature for the palmprint recognition are oriented towards the use of low-cost sensors, such as flatbed scanners or low-resolution cameras (e.g., webcams). With respect to fingerprint recognition systems, which require 500 dpi, palmprint recognition systems can use lower resolutions, down to 75 dpi.

However, the systems in the literature based on a three-dimensional acquisition setup use complex and expensive setups. The methods based on contact-based three-dimensional acquisitions [227, 97] need a complex structured light illumination setup, while the methods that perform a contactless three-dimensional acquisition [425, 426] use an expensive three-dimensional laser scanner [457], which can cost several thousands of dollars.
In this context, the researched methods use a simpler two-view acquisition setup based on two CCD cameras and a led illumination. We used Sony XCD-SX90CR CCD cameras with 25 mm Tamron lenses, which cost about 1500 $. However, the captured images are resized and processed using a low-pass filter before the feature extraction step, showing that comparable results would be obtained by using cameras with a lower quality, resolution and, therefore, a lower cost.

Moreover, the illumination Method 2 uses four blue leds, with a total cost of about 150 $. The used illumination Method 1 uses three downlight leds, with a total cost of about 250 $. If a system which performs the quasi-simultaneous capture using both illumination is implemented, the total illumination cost would be about 400 $. However, the researched two-view acquisition setup is implemented using an open structure, with prototypal material. An implementation with a closed structure would results in a minor light dispersion and a stronger illumination on the palm. For this reason, leds with a minor intensity could be used in order to reduce the cost. Such acquisition setup would have a minor complexity and cost, with respect to three-dimensional palmprint recognition methods described in the literature.

6.2.6.3 Interoperability

Currently, several different methods for the palmprint recognition are commercially available and described in the literature. However, the majority of the approaches in the literature use ad-hoc acquisition devices, and do not rely on standard methods for the acquisition of the samples, for their processing, for the exchange of palmprint data, or for the matching of palmprint samples.

Currently, only a standard exist for the exchange of palmprint data [254] in AFIS systems. However, the standard is typically used for forensic or investigative applications, and applies to palmprint samples captured from latent impressions or using optical-based devices.

For these reasons, the interoperability between palmprint recognition systems is currently limited and experiments using mixed databases, composed by samples captured using different acquisition techniques, were not performed.

6.2.6.4 Usability

We performed the evaluation of the usability during the collection of the dataset PB in order to evaluate the efficiency, effectiveness, and user satisfaction related to the acquisition procedure, similarly to the method described in [114]. As stated in the ISO 9241-11 [463], in fact, usability is defined as “the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use”. In particular, the three main aspects of the usability can be defined as such:

- **Effectiveness**: measures the accuracy and completeness with which the users achieve the specified goals. Aspects such as the completion rate and the number of errors influence this aspect.
Table 6.9: Effectiveness of the acquisition systems based on Method 2 and Method 3, evaluated considering the percentage of the images with quality “sufficient”.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>t_{EER}</th>
<th>Percentage of images with quality “sufficient”</th>
<th>Percentage of images with quality “poor”</th>
</tr>
</thead>
<tbody>
<tr>
<td>PB - Method 2</td>
<td>0.10</td>
<td>66.25 %</td>
<td>33.75 %</td>
</tr>
<tr>
<td>PB - Method 3</td>
<td>0.11</td>
<td>60.78 %</td>
<td>39.22 %</td>
</tr>
</tbody>
</table>

- **Efficiency:** measures the resources used in relation to the accuracy and completeness. It is usually measured in terms of time.

- **User satisfaction:** it is subjective and describes the way the technology is perceived by the users and meets their expectations. It is influenced by factors such as the ease of use and the usefulness of the technology.

A measure of the effectiveness can be defined by considering the quality of the captured images. In fact, the more high-quality images are acquired, the more likely it is that a correct recognition is performed. Since a standard tool for the measurement of contactless palmprint samples is not available, we used the normalized match score as a quality measure. In particular, the normalized match score defines the capability of a sample to be properly matched to other samples of the same individual, and is computed as:

\[
\sigma(x_i) = \frac{s_m(x_{ii}) + (\mu(s_m(x_{ij})) - s_m(x_{iij}))}{\sigma(s_m(x_{iij}))},
\]

where \(x_i\) is the considered sample, \(s_m(x_{ii})\) is the match-score obtained by comparing the sample \(x_i\) with itself, \(\mu(s_m(x_{ij}))\) and \(\sigma(s_m(x_{ij}))\) are the mean and standard deviation of the match-scores obtained by comparing the sample \(x_i\) with the other samples pertaining to the same individual.

We defined the class of each sample \(x_i\) as

\[
q(x_i) = \begin{cases} 
  “sufficient” & \text{if } \sigma(x_i) > t_{EER} \\
  “poor” & \text{otherwise}
\end{cases}
\]

where the value \(t_{EER}\) was chosen as the lowest normalized match score for which, by discarding the images with quality “poor”, the system obtained an EER = 0 %.

Table 6.9 reports the percentage of the images belonging to the two quality classes for each evaluated dataset, and the corresponding \(t_{EER}\) value. It can be observed that, by using a small value of \(t_{EER}\), it is possible to obtain an EER = 0 %, and discard only a relatively small number of samples with quality “poor”.

The evaluation of the efficiency was performed on the basis of qualitative measurements of the time needed for every biometric acquisition, as described in [114]. As described in Section 5.3.2, a user interface was designed in order to improve the ease of use of the system, by showing a live feed of the cameras, with a circle superimposed
over it (Fig. 5.26). When the palm of the user is placed over the circle, the acquisition is performed. A minimum amount of instructions was given to the users, and they were only required to extend the open hand in a relaxed position inside the acquisition volume, and place the palm over the circle superimposed on the live feed.

The guided acquisition procedure proved intuitive and easily usable, and in the majority of the cases it was sufficient in order to instruct people on how to perform the acquisition, and on where to put their hand for a correct placement. However, the acquisition device is still in a prototypal phase, and some supervision was required. If the device was enclosed in a structure the acquisition procedure would be almost completely intuitive, and complete unsupervised acquisitions would be possible.

As mentioned in Section 6.2.1, the time considered included the training time needed in order to describe to the volunteers how the acquisitions were performed, the time needed for the proper placement of the hand inside the acquisition volume, and the time needed to capture the image. The entire acquisition procedure for each sample took approximately 5 s, including the time needed for positioning the hand, the time for the shutter duration to adapt, and the time that the system waits to make sure the hand is still (about 2 s). The actual capture of the image is performed almost instantly, with shutter times ranging from 0.02 s to 0.03 s.

The user satisfaction was evaluated by asking each volunteer a series of questions about the performed acquisitions, in the form of a survey. Two questions were asked in order to evaluate the satisfaction regarding the usability of the system:

- Q1: Is the acquisition procedure comfortable?
- Q2: What do you think about the time needed for every acquisition?

Five answers were possible, both for Q1 and Q2:

- A1: Very poor;
- A2: Poor;
- A3: Sufficient;
- A4: Good;
- A5: Excellent;

The two questions Q1 and Q2 were asked both regarding the acquisition Method 2 and Method 3. Table 6.10 reports the mean values of the responses of the users to the survey. The histograms of the obtained answers are shown in Fig. 6.24.

The mean values relative to the question Q1 were 4.09 and 4.28, respectively regarding the acquisitions performed using Method 2 and Method 3. The results indicate that the volunteers whose samples were collected for the dataset consider both methods having a good acquisition comfort. Slightly better results were obtained by the acquisition Method 3, probably due to the minor illumination intensity, which resulted in a less invasive acquisition.
Table 6.10: Comparison of the usability of acquisition Method 2 and Method 3.

<table>
<thead>
<tr>
<th>Question</th>
<th>Mean vote Method 2</th>
<th>Mean vote Method 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1 Is the acquisition procedure comfortable?</td>
<td>4.09</td>
<td>4.28</td>
</tr>
<tr>
<td>Q2 What do you think about the time needed for every acquisition?</td>
<td>4.16</td>
<td>4.22</td>
</tr>
</tbody>
</table>

Notes. The possible responses are: (1) very poor; (1) poor; (3) sufficient; (4) good; (5) excellent.

Figure 6.24: Usability comparison of acquisition Method 2 and Method 3: (a) answers to the question Q1 “Is the acquisition procedure comfortable?”; (b) answers to the question Q2 “What do you think about the time needed for every acquisition?”.

The mean values relative to the question Q2 were 4.16 and 4.22, respectively regarding the acquisitions performed using Method 2 and Method 3. The results indicate a good opinion of the users towards the required acquisition time.

It is possible to conclude that the performed usability evaluation obtained good results for the described palmprint acquisition method, both using Method 2 and Method 3.

6.2.6.5 Social Acceptance

We performed an evaluation of the social acceptance of the proposed system during the collection of the dataset PB, by asking the volunteers a set of questions in the form of a survey, as described in other works in the literature [115]. In particular, four questions were asked:

- **Q3**: Are you worried about hygiene issues?
- **Q4**: Are you worried about possible security lacks due to latent palmprints?
- **Q5**: Do you think that biometric data could be improperly used for police investigations?
- **Q6**: Do you feel that the system attacks your privacy?

Five answers were possible for each question:
Table 6.11: Comparison of the usability of acquisition Method 2 and Method 3.

<table>
<thead>
<tr>
<th>Question</th>
<th>Mean vote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q3  Are you worried about hygiene issues?</td>
<td>4.38</td>
</tr>
<tr>
<td>Q4  Are you worried about possible security lacks due to latent palmprints?</td>
<td>4.23</td>
</tr>
<tr>
<td>Q5  Do you think that biometric data could be improperly used for police investigations?</td>
<td>3.87</td>
</tr>
<tr>
<td>Q6  Do you feel that the system attacks your privacy?</td>
<td>3.92</td>
</tr>
</tbody>
</table>

Notes. The possible responses are: (1) very worried; (2) worried; (3) normal; (4) not worried; (5) high trust.

- A1: Very worried;
- A2: Worried;
- A3: Normal;
- A4: Not worried;
- A5: High trust;

Table 6.11 reports the mean values of the responses of the users to the survey. The histograms of the obtained answers are shown in Fig. 6.25.

It is possible to observe that the users have a good attitude towards the considered biometric system, in particular regarding the aspects related to the hygiene (Q3), latent impressions (Q4), and the privacy (Q6). However, some people expressed less confidence about improper use of biometric data (Q5).

Then, we performed two more general final questions:

- Q6: Would you be willing to use the contactless fingerprint biometric system daily?
- Q7: Do you prefer contactless systems against contact-based systems?

All the volunteers responded that they prefer to use contactless biometric systems, with respect to contact-based biometric systems, and almost all the volunteers stated that they would be willing to use the described contactless system daily.

6.2.6.6 Security

One of the improvements of contactless acquisition techniques over contact-based techniques is the absence of latent impressions left on the sensors, which can pose a security threat. The described methods do not allow to lifting a latent palmprint.

At the present stage, it would be possible to trick the acquisition sensor using a fake palmprint (e.g. a printed scan), since a module for checking the liveness of the palm is not present. However, simple palmprint liveness detection algorithms were implemented in the literature using a NIR illumination and a CCD camera [344].
Figure 6.25: Comparison of the social acceptability of the acquisition using Method 2 and Method 3: (a) answers to the question Q3 “Are you worried about hygiene issues?”; (b) answers to the question Q4 “Are you worried about possible security lacks due to latent palmprints?” (c) answers to the question Q5 “Do you consider the system a hygienic solution?”; (d) answers to the question Q6 “Do you feel that the system attacks your privacy?”.

6.2.6.7 Privacy

Techniques for the protection of the privacy of biometric data are necessary for the described contactless palmprint recognition method, as well for contact-based methods. In particular, palmprint samples can pose a threat to the users’ privacy, since they can be used to diagnose diseases, genetic disorders, or even schizophrenia [16, 209].

At the present stage, techniques for the privacy protection are not implemented. However, there are several methods in the literature for the creation of encrypted template databases, or for the generation of cancelable biometrics [16].

6.2.7 Comparisons with other methods in the literature

As mentioned in Section 4.1.3, it is possible to divide the methods for the palmprint recognition according to the type of acquisition performed. In particular, contact-based and contactless methods can be distinguished, and each category can be divided into methods based on two-dimensional images and methods based on three-dimensional models.

In order to test the validity of the proposed method, we compared the described methods with the other methods in the literature, according to the type of the acqui-
sition. In particular, two aspects are considered in the comparison: the advantages related to the type of the acquisition, and the obtained recognition accuracy.

6.2.7.1 COMPARISON RELATED TO THE TYPE OF THE ACQUISITION

It is possible to summarize the advantages of the researched methods over the methods in the literature, based on the different types of acquisitions:

- **Advantages over contact-based two-dimensional methods**: with respect to contact-based two-dimensional methods, the researched methods do not have the problems related to the contact of the palm with the sensor, such as distortion, dirt, sweat, or latent impressions. Moreover, the absence of contact increases the usability and acceptability of the system, especially since no pegs are used. The use of three-dimensional information allows to increase the accuracy, and to capture the palms without imposing a fixed position. With respect to the methods based on inked acquisitions, optical devices, or flatbed scanners, the researched method perform a faster acquisition.

- **Advantages over contact-based three-dimensional methods**: similarly to the case of contact-based two-dimensional methods, the researched methods do not have the problems related to the contact of the palm with the sensor. Moreover, the methods in the literature that perform the palmprint recognition using contact-based three-dimensional acquisitions use setups based on structured light illumination, which are complex and expensive. The researched methods require a simpler setup based on a two-view acquisition system, and a led illumination. Moreover, the researched method performs a faster capture of the image.

- **Advantages over contactless two-dimensional methods**: with respect to contactless two-dimensional palmprint recognition methods in the literature, the researched methods do not require the user to place the back of his hand on a fixed surface. By using a fully contactless acquisition, the researched methods avoid the problems related to dirt or to cultural aspects, also increasing the usability and acceptability of the system. Moreover, in the researched acquisition method the users are not required to place their hand perfectly horizontal, unnaturally spread their fingers, or use uncomfortable positions. The acquisition procedure is performed automatically, and by just requiring the volunteers to place their hand inside the acquisition volume. A greater acquisition distance is also used.

- **Advantages over contactless three-dimensional methods**: the other methods in the literature that perform a contactless three-dimensional palmprint recognition use expensive acquisition setups based on laser scanners, which require the user to hold the hand still during the computation of the three-dimensional model. The researched methods use a lower cost setup composed by a two-view acquisition system and a led illumination. Moreover, the capture of the image is performed faster and in an automatic way.

However, the described method presents some disadvantages, especially related to the lack of constraints. It is possible, in fact, to obtain acquisitions with a lower quality,
### Table 6.12: Comparison of the obtained accuracy of the researched method (boldface) with the most recent approaches in the literature, classified according to the type of the acquisition.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Type of acquisition</th>
<th>Device used</th>
<th>Size of dataset (palms)</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[313]</td>
<td>Contact-based two-dimensional</td>
<td>CCD-based with pegs</td>
<td>250</td>
<td>0.10</td>
</tr>
<tr>
<td>[311]</td>
<td>Contact-based two-dimensional</td>
<td>CCD-based with pegs</td>
<td>386</td>
<td>0.02</td>
</tr>
<tr>
<td>[309]</td>
<td>Contact-based two-dimensional</td>
<td>CCD-based with pegs</td>
<td>386</td>
<td>0.14</td>
</tr>
<tr>
<td>[105]</td>
<td>Optical device</td>
<td>Flatbed scanner</td>
<td>160</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>[281]</td>
<td>Contact-based two-dimensional</td>
<td>Flatbed scanner</td>
<td>80</td>
<td>0.60</td>
</tr>
<tr>
<td>[280]</td>
<td>Contact-based two-dimensional</td>
<td>Flatbed scanner</td>
<td>384</td>
<td>0.20</td>
</tr>
<tr>
<td>[97]</td>
<td>Contact-based three-dimensional</td>
<td>CCD-based and projector, with pegs</td>
<td>100</td>
<td>0.03</td>
</tr>
<tr>
<td>[228]</td>
<td>Contactless two-dimensional</td>
<td>Mobile device</td>
<td>200</td>
<td>0.14</td>
</tr>
<tr>
<td>[394]</td>
<td>Contactless two-dimensional</td>
<td>Ad-hoc device</td>
<td>602</td>
<td>0.16</td>
</tr>
<tr>
<td>[393]</td>
<td>Contactless two-dimensional</td>
<td>Ad-hoc device</td>
<td>602</td>
<td>0.06</td>
</tr>
<tr>
<td>[130]</td>
<td>Contactless two-dimensional</td>
<td>Ad-hoc device</td>
<td>470</td>
<td>0.2</td>
</tr>
<tr>
<td>[388]</td>
<td>Contactless two-dimensional</td>
<td>Ad-hoc device</td>
<td>602</td>
<td>0.41</td>
</tr>
<tr>
<td>[425]</td>
<td>Contactless three-dimensional</td>
<td>Laser scanner</td>
<td>354</td>
<td>0.22</td>
</tr>
<tr>
<td>[426]</td>
<td>Contactless three-dimensional</td>
<td>Laser scanner</td>
<td>114</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>Described method</td>
<td>Two-view CCD-based system</td>
<td>64</td>
<td>0.08</td>
</tr>
</tbody>
</table>

with excessive rotations of the hand, or affected by motion blur. Moreover, the resolution of the three-dimensional models reconstructed using the described methods is inferior to the one obtained by using structured light illumination systems or laser scanners.

### 6.2.7.2 Comparison according to the obtained accuracy

We compared the accuracy of the researched methods with the most recent methods in the literature for palmprint recognition, classified according to the type of acquisition. In particular, we considered the size of the collected dataset, and the obtained EER value. The results are summarized in Table 6.12, and it is possible to observe that the accuracy of the researched method is comparable, or superior, to the accuracy of the most recent methods in the literature. Moreover, the researched method has the aforementioned advantages related to the fully contactless less-constrained acquisition, to the faster acquisition, and to the lower cost.
6.2.8 Final Considerations

The final considerations about the evaluated biometric aspects are summarized. In particular, we considered the evaluated accuracy, robustness, computational speed, cost, interoperability, usability, social acceptance, security, and privacy:

- **Accuracy**: the researched methods for a contactless less-constrained palmprint recognition obtained a good accuracy. In particular, by considering multiple comparisons and different illumination methods, it was possible to obtain a recognition accuracy comparable, or superior, to the most recent methods in the literature. Moreover, the obtained FMR and FNMR values proved that the method could be deployable in high-security scenarios.

- **Robustness**: the researched methods proved to be robust to small variations in the roll orientation of the hand during the acquisition. Moreover, the method proved to perform in a similar manner in all the tested environmental illumination situations.

- **Computational speed**: both the acquisition time and the processing time were considered in order to evaluate the computational speed.

  In particular, the acquisition time is composed by the time needed for positioning the hand inside the acquisition volume, the time spent in adapting the shutter duration, the time waited for the hand to be still, and the time for the actual capture of the image. The described system needs about 5 s for a complete acquisition, of which at most 0.06 s are needed for the actual capture.

  No study in the literature reports the complete acquisition times, since they depend on the type of used acquisition device, on the operational conditions, and on the familiarity of each user with the specific device. However, the time needed by the described system for capturing the image is considerably smaller than the other methods in the literature that use contact-based three-dimensional acquisitions, which require capture times up to 2.5 s.

  Regarding the processing times, at the present stage the described methods are not optimized, and a real-time use is not feasible. However, a parallel C/C++ implementation, for example based on the OpenCV libraries and the CUDA architecture, would dramatically reduce the computational times, and with a great probability a real-time use would be possible.

- **Cost**: the considered acquisition setup is composed by two CCD cameras and a led illumination, and is less expensive than the methods in the literature based on contactless three-dimensional acquisition. Moreover, the cost of the cameras can be reduced by using low-cost cameras with a lower resolution. A less expensive led illumination can be used by reducing the scale of the system, and using an enclosed structure.

- **Interoperability**: currently, the interoperability between palmprint recognition methods in the literature is very limited, and in general the different acquisition de-
vices are not compatible. There exists only a standard for the exchange of palmprint data in AFIS systems, which consider latent impressions, or acquisitions performed using an optical device.

- **Usability**: the described methods achieved a good effectiveness, evaluated by considering the ratio of the samples with good quality to the total number of samples. A good efficiency was also reached using an intuitive, automated, acquisition procedure. Moreover, we used a survey to estimate a positive user satisfaction towards the researched technology.

- **Social acceptance**: a survey was used to estimate a good social acceptance of the described technology, regarding the aspects of hygiene, security lacks, invasion of the privacy. However, some users have concerns regarding improper uses of the biometric data.

- **Security**: with respect to contact-based systems, no latent palmprint can be lifted from the researched palmprint recognition system, since it is based on contactless acquisitions. At the moment, a liveness detection module is not considered, however simple procedures described in the literature can be used.

- **Privacy**: at the moment, techniques for the privacy protection are not considered. However, several methods exist in the literature for the encryption of the templates, or for the generation of cancelable biometrics.

### 6.3 Summary

In this chapter, the experimental results of the described palmprint recognition methods were introduced and described.

The method based on acquisitions at a fixed distance was able to compute realistic three-dimensional models, and to achieve a good accuracy recognition, comparable to the most recent contact-based methods in the literature for the palmprint recognition. However, the acquisition procedure imposes some constraints.

The method based on acquisitions with uncontrolled distance achieved a very good accuracy, in many cases superior to the most recent methods in the literature. In particular, the obtained FMR and FNMR values allow to use the method in high-security scenarios. Moreover, the acquisition procedure is almost unconstrained. A good robustness to variations in the hand orientation and differences in the environmental illumination situations was also obtained.

With regard to this method, the other biometric factors were evaluated, including the computational speed, cost, interoperability, usability, social acceptance, security, and privacy. In particular, the computational speed of the method can be optimized and easily parallelized, while the cost can be reduced using low-cost cameras and leds with a minor intensity.

The usability and social acceptance were evaluated by considering the quality of the samples, the time needed for the acquisitions, and by asking questions in the form of a survey. In these aspects, good results were obtained.
The system has a security advantage since it does not allow to lift a latent palmprint impression, however techniques for the security and privacy protection have still to be considered.
CONCLUSION AND FUTURE WORKS

In this chapter, a summary and conclusion of the described work is presented, along with a survey of the possible future works.

7.1 CONCLUSION

The work described in this thesis had the objective of researching innovative methods for the contactless, less-constrained palmprint recognition.

Preliminary methods for the contactless and less-constrained biometric recognition were studied for the recognition of the fingerprint, since the research in the field of fingerprint recognition is more advanced and standard methods for the processing and matching of the samples are available. The obtained results allowed to extend the developed algorithms in the more general case of hand-based biometrics, with a particular focus on the palmprint.

First, a feasibility study for a contactless palmprint recognition, based on acquisitions performed at a fixed distance, was studied and implemented. The method achieved a good recognition accuracy, comparable to the accuracy of the most recent contact-based methods in the literature, without the problems of distortions and dirt, typical of contact-based acquisitions. However, a fixed position of the hand was required.

The obtained results allowed to extend the implemented algorithms using a novel, fully contactless, and less-constrained palmprint acquisitions. In particular, the researched methods for the palmprint recognition performed an accurate recognition using a less-constrained, innovative acquisition setup with respect to the ones in the literature. In fact, the studied methods were able to perform the recognition without the need to place the hand on any surface, and without the need for the hand to be positioned in a specific position. In fact, the use of three-dimensional reconstructed models permitted to use a representation of biometric data independent from the position, the orientation, and the distance of the user’s hand.
With respect to the methods in the literature that perform contact-based acquisitions, the researched method did not have the problems caused by the contact of the palm with the sensor, and had a greater usability and acceptability, also because no pegs were used. With respect to other methods in the literature that only use two-dimensional samples, the computation of the three-dimensional models realized a metric representation invariant to the acquisition position, orientation, and distance. In this manner, a less-constrained acquisition, with a relaxed position of the hand, could be performed. With respect to the other methods in the literature based on a contactless three-dimensional acquisition of the palmprint, the described approach used an innovative setup with a lower cost, and able to capture the samples considerably faster.

All the steps of the biometric systems were considered in the design and implementation of the palmprint recognition system, including the steps related to the acquisition, the segmentation and preprocessing, the image enhancement, the feature extraction and matching. The researched approaches make use of original optical acquisition systems, image processing techniques, three-dimensional reconstruction methods, and pattern recognition algorithms.

Biometric datasets of palms, containing a number of samples sufficient in order to produce significant results, were collected in order to test the described approaches, and the obtained results consisted in a good accuracy, in many cases superior to the accuracy of most recent methods in the literature. In particular, by combining different illumination methods, the palmprint recognition method achieved an EER equal to 0.08 % on a dataset with 640 samples. Moreover, low FMR values were obtained, showing that high-security applications of the described technology are possible.

Good results were also obtained regarding the robustness, usability and social acceptance. Moreover, the computational speed, cost, privacy, and security of the obtained methods were taken into consideration.

7.2 Future Works

Different aspects of the researched methods could be considered for improvement, in order to increase the accuracy, usability, and social acceptance of the researched methods.

First, a simultaneous acquisition using illuminations with different wavelengths can be considered in order to improve the accuracy of the recognition. The obtained results, in fact, proved that the combination of the match scores obtained by comparing samples captured using different illuminations increased the recognition accuracy.

The design and implementation of more accurate reconstruction algorithm would allow to compute three-dimensional models with a greater resolution, which would make possible the design and development of more robust three-dimensional registration and matching methods, with the consequence of a greater recognition accuracy.

Moreover, if a larger acquisition area was used, the less-constrained biometric system based on the palmprint could be integrated using the information related to the fingerprint and the hand shape, in order to increase the accuracy.
The usability and social acceptance of the acquisition system could be improved by reducing the acquisition times, using an enclosed structure, and considering a real-time hand detection and quality estimation module.

In particular, a quicker acquisition with a lower shutter time could prove useful in allowing the users to be recognized just by passing their hand over the acquisition area. For this purpose, an enclosed structure containing the optical acquisition system would result in a stronger illumination on the palm, with the possibility of reducing the camera shutter time. Moreover, an enclosed structure would increase the usability of the system, by hiding the parts that do not concern the final user. The enclosure would also shield the used illumination systems, which can be perceived as too strong, unpleasant, or harmful, and increase the social acceptance of the device.

A real-time hand detector could be implemented in order to accurately detect when a hand is present in the acquisition area, and perform a faster acquisition as soon as the hand is inside the acquisition volume.

A quality detection module could be designed and implemented in order to improve the accuracy of the recognition by discarding the samples with a lower quality. A real-time implementation of the quality detection module would give the users a real-time feedback of the captured sample, and increase the intuitiveness and usability of the acquisition system.
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Some ideas and significant results present in this thesis were published in:

   R. Donida Labati, A. Genovese, V. Piuri, and F. Scotti

   **Abstract:** Traditional fingerprint recognition systems require that the users touch a sensor to perform biometric acquisitions. In order to increase the usability, acceptability, and accuracy of fingerprint recognition technologies, touchless systems have recently been studied. With respect to touch-based biometric techniques, these systems present important differences in most of the steps of the recognition process. Studies in the literature can be classified into technologies based on two-dimensional and three-dimensional methods. These studies also present important differences in terms of accuracy and required level of user cooperation. This paper presents a brief survey on touchless recognition technologies, proposing a classification of two-dimensional and three-dimensional biometric recognition techniques.

2. “Accurate 3D Fingerprint Virtual Environment for Biometric Technology Evaluations and Experiment Design”
   R. Donida Labati, A. Genovese, V. Piuri, and F. Scotti

   **Abstract:** Three-dimensional models of fingerprints obtained from contactless acquisitions have the advantages of reducing the distortion present in traditional contact-based samples and the effects of dirt on the finger and the
sensor surface. Moreover, they permit to use a greater area for the biometric recognition. The design and test of three-dimensional reconstruction algorithms and contactless recognition methods require the collection of large databases. Since this task can be expensive and time-consuming, some methods in the literature deal with the generation of synthetic biometric samples. At the best of our knowledge, however, there is only a preliminary study on the computation of small areas of synthetic three-dimensional fingerprints. In this paper, we extend our previous work and describe a virtual environment for the generation of complete three-dimensional fingertip shapes, which can be useful for the research community working in the field of three-dimensional fingerprint biometrics. The method is based on image processing techniques and algorithms designed for biometric recognition. We validated the realism of the simulated models by comparing them with real contactless acquisitions. Results show that the method is feasible and produces realistic three-dimensional samples which can effectively be processed by biometric recognition algorithms.

3. “Contactless Fingerprint Recognition: a Neural Approach for Perspective and Rotation Effects Reduction”

R. Donida Labati, A. Genovese, V. Piuri, and F. Scotti


Abstract: Contactless fingerprint recognition systems are being researched in order to reduce intrinsic limitations of traditional biometric acquisition technologies, encompassing the release of latent fingerprints on the sensor platen, non-linear spatial distortions in the captured samples, and relevant image differences with respect to the moisture level and pressure of the fingertip on the sensor surface. Fingerprint images captured by single cameras, however, can be affected by perspective distortions and deformations due to incorrect alignments of the finger with respect to the camera optical axis. These non-idealities can modify the ridge pattern and reduce the visibility of the fingerprint details, thus decreasing the recognition accuracy. Some systems in the literature overcome this problem by computing three-dimensional models of the finger. Unfortunately, such approaches are usually based on complex and expensive acquisition setups, which limit their portability in consumer devices like mobile phones and tablets. In this paper, we present a novel approach able to recover perspective deformations and improper fingertip alignments in single camera systems. The approach estimates the orientation difference between two contactless fingerprint acquisitions by using neural networks, and permits to register the considered samples by applying the estimated rotation angle to a synthetic three-dimensional model of the finger surface. The generalization capability of neural networks offers a significant advantage by allowing processing a robust estimation of the orientation difference with a very limited need of computational resources with respect to
traditional techniques. Experimental results show that the approach is feasible and can effectively enhance the recognition accuracy of single-camera biometric systems. On the evaluated dataset of 800 contactless images, the proposed method permitted to decrease the equal error rate of the used biometric system from 3.04% to 2.20%.


R. Donida Labati, A. Genovese, V. Piuri, and F. Scotti


abstract: The detection of latent fingerprints can be a great aid in determining the authenticity of ancient artworks. In fact, a commonly used technique for the authentication of artworks consists in the comparison of fingerprints present on the surface of an artifact with other available latent fingerprints of an artist. This kind of analysis is particularly important for the authentication of clay artifacts. The clay, in fact, is often modeled barehanded, causing a great number of fingerprints left on the surface. In many cases, the artworks are very valuable or fragile and the latent fingerprints cannot be acquired using classical forensic methods. For this reason, contactless acquisition techniques have been proposed. Most of these techniques are based on the use of a single camera. In single-view acquisition systems, however, it can be difficult to properly estimate the size of the captured area, the obtained images can suffer from problems related to perspective distortions, and a calibration task cannot be performed in all the cases. In this paper, we propose a two-view acquisition system able to capture the latent fingerprints left on a clay artwork, and to compute their three-dimensional metric reconstruction. The obtained results show that the proposed approach is feasible and the reconstructed models provide a metric, view-independent, and less-distorted reconstruction of the fingerprint. In particular, we describe the application of the proposed method on a specific clay artwork associated by experts to the famous sculptor Antonio Canova (Italy, 1757–1822).

5. “Virtual Environment for 3-D Synthetic Fingerprints”

R. Donida Labati, A. Genovese, V. Piuri, and F. Scotti


abstract: Contactless biometric recognition performed using three-dimensional fingerprint models has the advantages of reducing problems related to the deformations of the skin, dust on the sensor, and spoofing of latent fingerprints. Moreover, the fingerprint area usable for the recognition is wider
than the one captured by traditional contact-based acquisition techniques. The design of fingerprint recognition systems based on three-dimensional models, however, requires the collection of large datasets of samples. This task is expensive and time consuming, and can also require the implementation of new hardware setups. For this reason, the use of virtual environments for the computation of realistic synthetic models can be useful for the evaluation of new biometric algorithms. In the literature, there are methods for the computation of synthetic fingerprint models that resemble fingerprint images acquired using a touch-based sensor. However, at the best of our knowledge, there are no works dealing with the computation of synthetic three-dimensional models of fingerprints. In this paper, we propose a virtual environment able to compute synthetic three-dimensional fingerprints, which can be useful for the entire research community working in the fields of biometrics and three-dimensional reconstruction. The method is based on image processing techniques and algorithms designed for fingerprint recognition applications. The method is validated by comparing the results obtained with contactless fingerprint acquisitions. Results show that the method is feasible and produces three-dimensional models that are realistic and visually comparable with real fingerprints.

6. “Weight Estimation From Frame Sequences Using Computational Intelligence Techniques”
R. Donida Labati, A. Genovese, V. Piuri, and F. Scotti,

Abstract: Soft biometric techniques can perform a fast and unobtrusive identification within a limited number of users, be used as a preliminary screening filter, or combined in order to increase the recognition accuracy of biometric systems. The weight is a soft biometric trait which offers a good compromise between distinctiveness and permanence, and is frequently used in forensic applications. However, traditional weight measurement techniques are time-consuming and have a low user acceptability. In this paper, we propose a method for a contactless, low-cost, unobtrusive, and unconstrained weight estimation from frame sequences representing a walking person. The method uses image processing techniques to extract a set of features from a pair of frame sequences captured by two cameras. Then, the features are processed using a computational intelligence approach, in order to learn the relations between the extracted characteristics and the weight of the person. We tested the proposed method using frame sequences describing eight different walking directions, and captured in uncontrolled light conditions. The obtained results show that the proposed method is feasible and can achieve a view-independent weight estimation, also without the need of computing a complex model of the body parts.

R. Donida Labati, A. Genovese, V. Piuri, and F. Scotti,

Proceedings of the 2012 International Joint Conference on Neural Networks (IJCNN 2012), Brisbane, Australia, pp. 1–8, June 10–15, 2012.

Abstract: Traditional biometric systems based on the fingerprint characteristics acquire the biometric samples using touch-based sensors. Some recent researches are focused on the design of touch-less fingerprint recognition systems based on CCD cameras. Most of these systems compute three-dimensional fingertip models and then apply unwrapping techniques in order to obtain images compatible with biometric methods designed for images captured by touch-based sensors. Unwrapped images can present different problems with respect to the traditional fingerprint images. The most important of them is the presence of deformations of the ridge pattern caused by spikes or badly reconstructed regions in the corresponding three-dimensional models. In this paper, we present a neural-based approach for the quality estimation of images obtained from the unwrapping of three-dimensional fingertip models. The paper also presents different sets of features that can be used to evaluate the quality of fingerprint images. Experimental results show that the proposed quality estimation method has an adequate accuracy for the quality classification. The performances of the proposed method are also evaluated in a complete biometric system and compared with the ones obtained by a well-known algorithm in the literature, obtaining satisfactory results.


R. Donida Labati, A. Genovese, V. Piuri, and F. Scotti


Abstract: Iris recognition is nowadays considered as one of the most accurate biometric recognition techniques. However, the overall performances of such systems can be reduced in non-ideal conditions, such as unconstrained, on-the-move, or non-collaborative setups. In particular, a critical step of the recognition process is the segmentation of the iris pattern in the input face/eye image. This process has to deal with the fact that the iris region of the eye is a relatively small area, wet and constantly in motion due to involuntary eye movements. Moreover, eyelids, eyelashes and reflections are occlusions of the iris pattern that can cause errors in the segmentation process. As a result, an incorrect segmentation can produce erroneous biometric recognitions and seriously reduce the final accuracy of the system. This chapter reviews current state-of-the-art iris segmentation methods in different applicative scenarios. Boundary estimation methods will be discussed, along
with methods designed to remove reflections and occlusions, such as eyelids and eyelashes. In the last section, the results of the main described methods applied to public image datasets are reviewed and commented.


R. Donida Labati, A. Genovese, V. Piuri, and F. Scotti


Abstract: Current contactless fingertip recognition systems based on three-dimensional finger models mostly use multiple views (N > 2) or structured light illumination with multiple patterns projected over a period of time. In this paper, we present a novel methodology able to obtain a fast and accurate three-dimensional reconstruction of the fingertip by using a single two-view acquisition and a static projected pattern. The acquisition setup is less constrained than the ones proposed in the literature and requires only that the finger is placed according to the depth of focus of the cameras, and in the overlapping field of views. The obtained pairs of images are processed in order to extract the information related to the fingertip and the projected pattern. The projected pattern permits to extract a set of reference points in the two images, which are then matched by using a correlation approach. The information related to a previous calibration of the cameras is then used in order to estimate the finger model, and one input image is wrapped on the resulting three-dimensional model, obtaining a three-dimensional pattern with a limited distortion of the ridges. In order to obtain data that can be treated by traditional algorithms, the obtained three-dimensional models are then unwrapped into bidimensional images. The quality of the unwrapped images is evaluated by using a software designed for contact-based fingerprint images. The obtained results show that the methodology is feasible and a realistic three-dimensional reconstruction can be achieved with few constraints. These results also show that the fingertip models computed by using our approach can be processed by both specific three-dimensional matching algorithms and traditional matching approaches. We also compared the results with the ones obtained without using structured light techniques, showing that the use of a projector achieves a faster and more accurate fingertip reconstruction.

10. “Measurement of the Principal Singular Point in Contact and Contactless Fingerprint Images by using Computational Intelligence Techniques”

R. Donida Labati, A. Genovese, V. Piuri, and F. Scotti

ABSTRACT: Biometric systems identify individuals by comparison of the individual biometric traits, such as the fingerprint patterns. In the literature, many relevant methods are based on the localization of a reference “pivot” point of the fingerprint, called principal singular point (PSP). Most of the time, the PSP is selected from the list of the estimated singular points (SPs) that are identified by specific local patterns of the fingerprint ridges, called cores and deltas. The challenge is to provide an automatic method capable to select the same PSP from different images of the same fingertip. In this paper, we propose a technique that estimates the position of all the singular points by processing the global structure of the ridges and extracting a specific set of features. The selection of the reference point from the candidate list is then obtained by processing the extracted features with computational intelligence classification techniques. Experiments show that the method is accurate and it can be applied on contact and contact-less image types.
COLOPHON

This document was typeset using the typographical look-and-feel classicthesis developed by André Miede. The style was inspired by Robert Bringhurst’s seminal book on typography “The Elements of Typographic Style”. classicthesis is available for both \LaTeX and LyX at: http://code.google.com/p/classicthesis.