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Synopsis

Adaptive filtering algorithms are powerful signal processing tools with widespread use in numerous engineering applications. Computational complexity is a key factor in determining the optimal implementation as well as real-time performance of the adaptive signal processors. To minimize the required hardware and/or software resources for implementing an adaptive filtering algorithm, it is desirable to mitigate its computational complexity as much as possible without imposing any significant sacrifice of performance.

This thesis comprises a collection of thirteen peer-reviewed published works as well as an integrating material. The works are along the lines of a common unifying theme that is to devise new low-complexity adaptive filtering algorithms for communications and, more generally, signal processing applications.

The main contributions are the new adaptive filtering algorithms, channel equalization techniques, and theoretical analyses listed below under four categories:

1) adaptive system identification
   - affine projection algorithm with selective projections
   - proportionate affine projection algorithm with selective projections
   - modified RLS algorithm with enhanced tracking capability

2) adaptive inverse system identification
   - low-complexity adaptive decision-feedback equalization of MIMO channels
   - partial-update adaptive decision-feedback equalization
   - MIMO-DFE coupled with V-BLAST for adaptive equalization of wideband MIMO channels

3) adaptive set-membership system identification
   - modified quasi-OBE algorithm with improved numerical properties
   - low-complexity implementation of the quasi-OBE algorithm
   - steady-state mean squared error and tracking performance analysis of the quasi-OBE algorithm
   - tracking performance analysis of the set-membership NLMS algorithm

4) adaptive linearly-constrained system identification
   - reduced-complexity constrained recursive least-squares algorithm
   - linearly-constrained recursive total least-squares algorithm
   - linearly-constrained line-search algorithm for adaptive filtering.
The main techniques utilized to alleviate the computational complexity in the proposed algorithms are

- adoption of a time-varying projection order for the affine projection algorithm
- the concept of partial updates
- the dichotomous coordinate-descent iterations for solving the associated systems of linear equations
- the method of weighting for linearly-constrained filters.

The proposed algorithms yield significant savings in terms of computational complexity compared with the existing algorithms and techniques. Numerical computer simulations show that, in most cases, this is realized without incurring any noticeable performance degradation. Establishing sensible trade-offs between complexity and performance is another substantial benefit offered by the proposed algorithms. Moreover, there is a good match between simulation results and theoretically predicted values of the performance metrics for which the analyses have been carried out.

The detailed account of each work together with the appropriate literature survey, theoretical and numerical analysis, discussions, and concluding remarks has been reported in the corresponding papers that are embodied in the thesis.
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Prologue

Research theme

Adaptive filtering algorithms play a key role in adaptive signal processing, especially for applications where low-cost real-time estimation of some unknown parameters is required. The central merit of an adaptive filter is its ability to respond quickly to the variations in the sought-after parameters or statistical properties of the observed data [PD08], [AS08], [SH02].

Adaptive filters are chiefly implemented in four configurations:

1) system identification
2) inverse system identification
3) noise cancelation
4) linear prediction.

In this thesis, the first two configurations are considered. Adaptive echo cancelation and adaptive channel estimation are two prominent communications applications where adaptive filters are used in system identification configuration. Adaptive channel equalization is also an important communications application where inverse system identification is performed [AS08].

Adaptive filters are generally evaluated by their convergence rate, steady-state mean-squared error, computational complexity, and numerical stability. Widrow’s least mean square (LMS) adaptive filter [BW60] is the first in chronology. It is computationally simple and numerically stable but slow in convergence, particularly when the filter input data is correlated. In the past few decades, numerous subsequent algorithms have been developed with the objective of enhancing performance of the adaptive filters in terms of convergence rate, steady-state mean-squared error, and tracking capability. However, such enhancements normally come at the expense of increased computational complexity.

Computational complexity is a crucial factor in real-time applications. When an adaptive filter is implemented in an online (real-time) signal processing system, existing hardware and power limitations may affect the performance of the system. The more the computational complexity of an algorithm is, the greater the required hardware resources and power consumption are. Therefore, there exists a great appeal in reducing the computational complexity of the adaptive filtering algorithms. Although the rapid development of silicon technology might make the concerns about the computational power seem unwarranted, in mobile communications, lower complexity still translates into the possibility of realizing smaller portable devices.
with longer-running batteries as well as lower production and maintenance costs. This is particularly important when we recall that progresses in the battery technology have not been able to keep up with the advances in microelectronics.

The pivotal theme of the PhD research that has yielded this thesis has been to devise and analyse new low-complexity adaptive filtering algorithms for communications applications. To this end, several tools and techniques have been utilized to decrease the computational requirements of adaptive filtering algorithms in various applications pertaining to adaptive system identification and adaptive inverse system identification. The developed algorithms are appreciably less expensive than the existing ones. Notably, the computational savings are usually achieved with no significant loss of performance. The theoretical performance analysis of some of the low-complexity algorithms has also been carried out.

The findings of the PhD research have been reported through the following publications:


The following manuscripts have also been submitted for publication:


**Thesis outline**

This document is a *thesis containing published research* in accordance with University of South Australia’s Academic Regulations for Higher Degrees by Research, Clause 16.1.1.b. Thirteen refereed publications, denoted by Papers A to M, constitute the main body of the thesis. The permissions for reusing the papers have been acquired from the publishers and attached in an Appendix. The papers have been reformatted to enhance the presentation and clarity of the thesis. The IEEE citation style has been adopted in all the reformatted papers. The author of the thesis is the primary author of all the included publications, which have been co-authored with his PhD supervisors. The contributions of the co-authors to the publications are elaborated in an Appendix. The subject matters of all the papers are closely related to the core research theme, which is to develop and analyse new low-complexity adaptive filtering techniques for communications applications.

Based on the configuration of the associated adaptive filter(s) in each work, the included publications may be grouped as:

- Papers A to C: adaptive system identification
- Papers D to F: adaptive inverse system identification
- Papers G to J: adaptive set-membership system identification
- Papers K to M: adaptive linearly-constrained system identification.

In Paper A, a new affine projection (AP) algorithm [KO84] is developed that has a time-varying projection order. This algorithm requires significantly less computations than other existing AP algorithms. Moreover, it outperforms its competitors in terms of steady-state mean-squared error. This algorithm is well suited for echo cancellation applications.

In Paper B, a new proportionate affine projection (PAP) algorithm [TG00] with a time-varying projection order is proposed. With much less complexity, it outperforms the existing PAP algorithms in sparse system identification applications, such as network echo cancelation.

In Paper C, a modified recursive least-squares (RLS) algorithm [SH02] is proposed that possesses an excellent tracking performance while having a computational complexity comparable to the one of the conventional RLS algorithm. This algorithm is particularly suitable for estimating and tracking fast-varying communications channels.
In Paper D, a new strategy for adaptive equalization of flat-fading multiple-input multiple-output (MIMO) channels is devised. Thanks to its innovative and efficient adaptive decision-feedback equalization (DFE) and adaptive ordered-successive interference cancelation, the proposed equalizer enjoys a significant reduction in computational complexity compared with the previous equalizers. Nonetheless, the complexity gain does not incur any performance loss. The theoretical performance analysis of this equalizer is also presented.

While the equalizer of Paper D is for narrowband (flat-fading) MIMO channels, the equalizer proposed in Paper E is capable of dealing with wideband MIMO channels. It is composed of an adaptive MIMO-DFE coupled with a vertical Bell Laboratories layered space-time architecture (V-BLAST) detector [GF99] and performs separate intersymbol interference (ISI) and inter-channel interference (ICI) cancelation. The computational complexity of this equalizer is lower than the existing adaptive wideband MIMO equalizers.

Utilization of the notion of partial updates [KD08] in adaptive decision-feedback equalization is studied in Paper F. New partial-update normalized least mean square algorithms are proposed, which can help system designers establish a tradeoff between computational complexity and performance.

Since the works of Papers D to F are related to channel equalization, they obviously fall into the category of adaptive inverse system identification.

In Paper G, it is shown that, despite its potential to alleviate the average computational burden as a result of being based on the concept of set-membership filtering, the quasi optimal bounding ellipsoid (quasi-OBE) algorithm [SN99] suffers from numerical instability. A no-cost but effective remedy is proposed via transformation of the internal variables of the quasi-OBE algorithm into a set of new variables.

In Paper H, a low-complexity implementation of the quasi-OBE algorithm employing the dichotomous coordinate descent (DCD) iterations [YZ04] is introduced. This implementation can be straightforwardly extended to the modified quasi-OBE algorithm proposed in Paper G. In the proposed algorithm, utilizing the DCD iterations leads to considerably reduced per-update computational complexity and provides a tradeoff between complexity and performance.

The steady-state mean-squared error and tracking performance of the quasi-OBE algorithm is analyzed in Paper I. The tracking performance of the set-membership normalized least mean square algorithm is also analyzed in Paper J. The analyses exploit the energy conservation argument [MR96] and the theoretical predictions match the simulation results well.
In Paper K, a new linearly-constrained recursive least-squares algorithm is developed that is based on the method of weighting [CV85] and the DCD iterations. The proposed algorithm has significantly less computational complexity than a previously-proposed constrained recursive least-squares (CRLS) algorithm [LR96] while delivering convergence performance on par with it.

In Paper L, a new linearly-constrained recursive *total* least-squares algorithm [SV91] is developed by applying an approach similar to the method of weighting and the line-search optimization algorithm. In addition to having appreciably lower computational complexity than the CRLS algorithm, the proposed algorithm outperforms the CRLS algorithm when both input and output data are observed with noise.

In paper M, a new linearly-constrained line-search adaptive filtering algorithm is developed by incorporating the linear constraints into the least-squares problem and searching the solution (filter weights) along the Kalman gain vector. The proposed algorithm performs close to the CRLS algorithm while having a computational complexity comparable to the constrained least mean square (CLMS) algorithm [OF72].
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Affine projection algorithm with selective projections

Reza Arablouei and Kutluyıl Doğançay

Abstract

In the affine projection adaptive filtering algorithm, convergence is sped up by increasing the projection order but with an unwelcome consequence of increased steady-state misalignment. To address this unfavorable compromise, we propose a new affine projection algorithm with selective projections. This algorithm adaptively changes the projection order according to the estimated variance of the filter output error. The error variance is estimated using exponential window averaging with a variable forgetting factor and a simple moving averaging technique. The input regressors are selected according to two different criteria to update the filter coefficients at each iteration. Simulations, carried out for different adaptive filtering applications, demonstrate that the new algorithm provides fast initial convergence and low steady-state misalignment without necessarily trading off one for the other in addition to a significant reduction in average computational complexity.

Keywords: adaptive filtering; affine projection algorithm; selective projections; error variance estimation.

1. Introduction

The affine projection algorithm (APA) [1] was introduced to improve the convergence rate of the LMS-type adaptive filtering algorithms, in particular when the input signal
is highly correlated. However, it suffers from an inherent drawback that imposes a trade-off between high initial convergence rate and low steady-state mean square error (MSE). It is known that for a given adaptive filtering scenario, the larger the projection order is, the faster the APA converges but to a larger steady-state MSE (or coefficients misalignment) [2]–[7]. The improvement in convergence rate can be attributed to the decorrelating property of the APA [5]. Alternatively, it can be ascribed to the APA’s feature of producing direction vectors that are strongly correlated with the weight error vector [6]. However, these enhancements come at the expense of amplifying energy of the background noise and consequently increasing the steady-state MSE. This impairment is supposedly caused by the APA’s linear but time-varying pre-whitening filter and is aggravated by larger projection orders [5], [7].

Several approaches have been proposed to tackle the abovementioned problem. Some are based on the optimization of the step-size [8]–[11] or the regularization parameter [12], [13] of the algorithm, while others aim to optimize its projection order [14]–[18] and/or select the optimal input regressors [18]–[21]. In [14] and [15], a set-membership APA with variable data-reuse factor (SM-AP vdr algorithm) is proposed that changes the projection order during adaptation utilizing the information provided by the data-dependent step-size of the set-membership filter. The APA with data selective method proposed in [20] and [21] decides whether to use the new input vectors or not based on their impact on estimated condition number of the input correlation matrix. The APA with selective regressors (SR-APA) is proposed in [19], where a criterion is developed to decide the rank of each input regressor vector in contributing to the convergence and a fixed number of the highest rank input regressors are selected at each iteration to update the filter coefficients. This algorithm is effective when the input signal is extremely correlated and a large number of input regressors are used in the selection process. The APA with dynamic selection of input vectors (DS-APA) [18] proposes to select a dynamic number of input regressors based on a criterion devised to maximize gradient of the mean square deviation. A similar algorithm is proposed in [17] that uses two different projection orders in different stages of adaptation. The APA with evolving order (E-APA) [16] tunes the projection order relying on an approximation of the theoretical estimate given in [2] for the steady-state MSE of the APA. Both E-APA and DS-APA approximate expectations of the associated stochastic quantities with their instantaneous values.

The major contributions of the paper are summarized below:

- We propose a new affine projection algorithm with selective projections (APA-SP) that changes the projection order in accordance with the adaptation state and selects the best input regressors to update the filter coefficients at each
iteration. Our approach is different from the ones taken in the previous variable-projection-order APAs and is based on both theoretical and experimental findings. Although the proposed algorithm shares some features with the previously proposed algorithms, its performance is considerably improved while its average computational complexity is also appreciably reduced.

- We also introduce a new improved technique to estimate the variance of the filter output error, which provides improved estimation compared to the conventional ones. In fact, the introduced estimation technique plays a key role in the proposed algorithm and has a significant contribution to its success.

We review the conventional APA in Section 2. In Section 3, we pose the problem of optimizing the projection order and investigate possible theoretical approaches to its solution. In section 4, we describe the proposed algorithm. Simulation studies and discussions are presented in section 5 and the paper concludes in section 6.

2. Affine projection algorithm

Let us consider data \{d(n)\} that arise from the model

\[ d(n) = w_o^* x(n) + v(n) \]

where \( w_o \) is an unknown \( L \times 1 \) column vector that is to be estimated, \( v(n) \) represents measurement noise, \( x(n) \) is the \( L \times 1 \) input regressor vector

\[ x(n) = [x(n), x(n-1), \ldots, x(n-L+1)]^T, \]

and the superscripts \( T \) and \( * \) denote transpose and conjugate transpose of a matrix, respectively. The affine projection algorithm calculates \( w(n) \), an estimate for \( w_o \) at iteration \( n \), via

\[ w(n + 1) = w(n) + \mu X(n)(X^*(n)X(n) + \delta I_k)^{-1} e^*(n) \]

where \( \mu \) is the step-size, \( \delta \) is the regularization parameter, \( I_k \) is a \( k \times k \) identity matrix, \( k \) is the projection order,

\[ X(n) = [x(n), x(n-1), \ldots, x(n-k+1)], \]

\[ d(n) = [d(n), d(n-1), \ldots, d(n-k+1)], \]

and

\[ e(n) = d(n) - w^*(n)X(n). \]

Defining weight error vector as \( \hat{w}(n) = w_o - w(n) \), we have

\[ \hat{w}(n + 1) = \hat{w}(n) - \mu X(n)(X^*(n)X(n) + \delta I_k)^{-1} e^*(n). \]
Subsequently, the gradient of the mean square deviation (MSD) can be defined and calculated as

\[
\Delta(n) = E[||\tilde{\mathbf{w}}(n)||^2] - E[||\tilde{\mathbf{w}}(n+1)||^2]
= 2\mu \text{Re}\left(E\left[\mathbf{e}(n)(\mathbf{X}^*(n)\mathbf{X}(n))^\dagger \mathbf{X}^*(n)\tilde{\mathbf{w}}(n)\right]\right)
- \mu^2 E\left[\mathbf{e}(n)(\mathbf{X}^*(n)\mathbf{X}(n))^\dagger \mathbf{e}^*(n)\right]
\] (5)

by squaring both sides of (4), taking expectations, and neglecting \(\delta I_k\) [8]. Here, \(E[\cdot]\) is the expectation operator, /// stands for the Euclidean norm of a vector and \(\text{Re}(\cdot)\) denotes the real part of a complex quantity.

3. Optimizing the projection order

Fig. 1 plots the MSD gradient of the APA with different projection orders \(k = 1, 2, 3,\) and \(4\) in a typical system identification set-up with \(L = 16, \mu = 0.5,\) SNR = 10 dB, Gaussian AR1(0.95) input and ensemble-averaging over \(10^4\) independent trials. The Gaussian AR1(0.95) input signal is generated by passing white Gaussian noise with zero mean and unit variance through the first-order autoregressive system

\[
H_1(z) = \frac{1}{1 - 0.95z^{-1}}
\]

It is clear from Fig. 1 that at the early stages of adaptation, larger projection orders lead to larger \(\Delta(n)\), but near the steady state, larger projection orders produce smaller \(\Delta(n)\). Accordingly, the circles in Fig. 1 indicate the time instances at which the use of a smaller projection order leads to a greater \(\Delta(n)\) and consequently faster convergence.

These observations corroborate that in order to achieve the fastest convergence and the best tracking capability, the projection order should be varied in a suitable manner to maximize \(\Delta(n)\) during the entire filtering process. This leads to MSD undergoing the largest descent at each iteration and also guarantees the achievement of the lowest possible steady-state MSE [4]. Moreover, optimizing the projection order in an efficient way can potentially yield significant computational saving. From an analytical standpoint, an optimization problem can be formulated as

\[
\kappa_o(n) = \arg \max_{1 \leq k \leq k_{\text{max}}} \Delta(n)
\] (6)

where \(\kappa_o(n)\) is the optimum time-varying projection order and is bounded between 1 and a predefined maximum value \(k_{\text{max}}\).

It is worthwhile to note that in [8] the projection order is considered fixed and a time-varying step-size rule is derived based on maximization of \(\Delta(n)\). Here, we consider a fixed step-size and let the projection order vary. Unlike the approach of [8], a variable
projection order can provide considerable reduction in the average computational complexity of the APA. However, it results in a non-uniform complexity that may change in time and even with different statistical properties of the input signal and/or the target system while complexity of the APA with a variable step-size is constant over time and for any signal/system statistics.

Solving the optimization problem of (6) at every iteration is practically infeasible since exact calculation of $\Delta(n)$ requires prior knowledge of $w_o$ and signal statistics to evaluate the associated expectations. If we assume that the noise sequence $v(n)$ is independent and identically distributed (i.i.d.) with zero mean and variance $\sigma_v^2$ and statistically independent of the regression data $\{X(n)\}$ and ignore the dependence of $w(n)$ on the past noise, we can rewrite (5) as

$$
\Delta(n) \approx \mu(2 - \mu)E \left[ e(n)(X^*(n)X(n))^{-1}e^*(n) \right] - 2\mu\sigma_v^2 \text{Tr}\left( E \left[ (X^*(n)X(n))^{-1} \right] \right)
$$

(7)

where $\text{Tr}(\cdot)$ is the matrix trace operator [18]. By approximating the expectations with their instantaneous estimates in (7), we have

$$
\Delta(n) = \mu(2 - \mu)e(n)(X^*(n)X(n))^{-1}e^*(n) - 2\mu\sigma_v^2 \text{Tr}\left( (X^*(n)X(n))^{-1} \right)
$$

(8)

The optimization problem in (6) with the simplified $\Delta(n)$ of (8) is still computationally prohibitive because it implies that $k_{max}$ independent APAs are required to run in parallel during the adaptation process in order to evaluate $\Delta(n)$ for each $k$ and compare them to decide the optimum projection order. The DS-APA of [18] is based on further approximation of (8) by assuming that the diagonal components of $X^*(n)X(n)$ are much larger than its off-diagonal components.

4. APA with selective projections

As discussed above, any exact analytical solution for the optimization problem of (6) will be clearly either impracticable or too costly to implement in real-world applications. In addition, approximate approaches, despite being still expensive, usually fail when the assumptions made in their derivations do not hold. Thus, based on analytical and experimental insights gained from extensive investigations and simulations in different adaptive filtering settings, we propose a new scheme to control the projection order of the APA by monitoring variations of the filter output error, which is considered to be indicative of the adaptation state. This scheme indirectly attempts to maximize $\Delta(n)$ at each time instant. In what follows, we explain the proposed scheme and its rationale.
4.1. Variable projection order

It has been proven that the slope of the APA's learning curve (convergence rate) is directly related to the projection order [2], [3]. This means that a larger projection order leads to a faster convergence. In the presence of background noise and after the initial convergence when the variance of the filter output error becomes comparable to the background noise power, a large projection order degrades the performance and increases the steady-state MSE by amplifying the background noise. On the other hand, a small projection order drives the algorithm towards convergence slower at early stages of the adaptation, but achieves a lower steady-state MSE as a result of reduced noise amplification. Hence, in order to have a fast convergence and reach a low steady-state MSE, the projection order should be set as large as possible at the start-up and kept large as long as the variance of the filter output error is considerably higher than the noise power. Then, when the algorithm approaches its steady state and the variance of the error becomes comparable to the noise power, the projection order should be reduced to counter the noise amplification. This leads to a smaller steady-state MSE as well as reduced complexity.

It is inferred from the above discussion that to achieve a desirable performance, the projection order needs to be changed depending on the variance of the filter output error. Of course, this dependence should be formulated in a proper way. Recalling that the learning curve of the APA exhibits an exponential decay in time, evidenced by both theoretical analyses (see, e.g., [2]–[4]) and simulations (see, e.g., Fig. 5), we propose to define a linear dependence of the projection order on the logarithm of the filter output error variance. In other words, we let the projection order, \( \kappa(n) \), take integer values between 1 and \( k_{\text{max}} \) at each time instant while depending linearly on the logarithm of the filter output error variance, \( \sigma_e^2(n) \). The projection order takes its highest value, \( k_{\text{max}} \), as long as the error variance is higher than a threshold, defined as \( \gamma \), and reduces to 1 when the error variance is equal or lower than the predicted steady-state MSE, \( \eta \). Between these thresholds, the projection order is computed depending linearly on the logarithm of the error variance. We can formulate this rule as

\[
\frac{\kappa(n) - 1}{k_{\text{max}} - 1} = \frac{\ln \sigma_e^2(n) - \ln \eta}{\ln \gamma - \ln \eta}
\]

or

\[
\kappa(n) = 1 + (k_{\text{max}} - 1) \frac{\ln(\sigma_e^2(n)/\eta)}{\ln(\gamma/\eta)}
\]

\[
\kappa(n) = \min \{k_{\text{max}}, \max \{1, \lceil \kappa(n) \rceil\}\}
\]
where \([x]\) denotes the smallest integer greater than or equal to \(x\). We refer to the APA with time-varying projection order given by (10) as \textit{affine projection algorithm with selective projections} (APA-SP). The steady-state MSE of the APA, \(\eta\), is predicted using (14)–(16) given in Section 4.2 and the error variance, \(\sigma^2_e(n)\), is estimated by means of the technique described in Section 4.3. According to the rule of (10), the projection order is reduced when the algorithm converges (i.e., \(\sigma^2_e(n)\) decreases) and it is increased when the algorithm moves away from the steady state and \(\sigma^2_e(n)\) increases. The latter is usually the case with time-varying target systems and/or non-stationary input signals.

The threshold \(\gamma\) determines at what level of \(\sigma^2_e(n)\) the algorithm starts switching the projection order. With a lower \(\gamma\), during the initial convergence, the algorithm starts to switch the projection order later. Consequently, the algorithm runs with a projection order of \(k_{max}\) for a longer time. This ensures a fast convergence but results in less computational saving. Conversely, a higher \(\gamma\) means the algorithm starts to switch the projection order earlier, hence providing more saving in the computations. When \(k_{max}\) is small, it is beneficial to have a small \(\gamma\) so that the algorithm maintains a fast initial convergence. On the other hand, with a relatively large \(k_{max}\), a larger \(\gamma\) is preferable since it leads to more reduction in complexity without sacrificing the convergence performance. Accordingly, defining \(\sigma^2_d\) as the power of the reference signal \(d(n)\), we compute \(\gamma\) in such a way that it takes values between

\[
\gamma_{max} = \sqrt{\eta \sigma^2_d} \quad \text{or} \quad \ln \gamma_{max} = \frac{\ln \sigma^2_d + \ln \eta}{2}
\]

for \(k_{max} \geq 8\) and \(\gamma_{min} = \eta\) for \(k_{max} \leq 2\) while its logarithm depends linearly on \(k_{max}\) for \(2 < k_{max} < 8\). This linear relationship between \(\ln \gamma\) and \(k_{max}\) can be expressed as

\[
\frac{\ln \gamma - \ln \eta}{\ln \sigma^2_d + \ln \eta - \ln \eta} = \frac{k_{max} - 2}{8 - 2}, \quad 2 \leq k_{max} \leq 8.
\]

Subsequently, the threshold \(\gamma\) is computed in the linear scale via

\[
\gamma = \eta \left(\frac{\sigma^2_d}{\eta}\right)^z
\]

(12a)

where

---

1 In fact, \(\sigma^2_d\) is the initial value for the error variance estimate, \(\sigma^2_e(0)\), since we initialize the algorithm to \(w(0) = 0\) so \(e(0) = d(0) - w^T(0)x(0) = d(0)\). The reference signal power, if not known \textit{a priori}, can be estimated using first \(k_{max}\) samples of \(d(n)\) during initial population of the input regression matrix.
Note that with the chosen $\gamma_{max}$, the algorithm starts switching the projection order when the estimated error variance is halfway between its initial and final values in the logarithmic scale.

Fig. 2 illustrates the proposed rule for controlling the projection order by depicting the time-varying continuous projection order, $\tilde{\kappa}(n)$, as a linear function of the logarithm of the error variance, $\ln \sigma^2_e(n)$, together with the bounded and quantized integer projection order, $\kappa(n)$.

From a practical point of view, we may plan to adjust the variable projection order in a manner that it takes power-of-two values, i.e., 1, 2, 4, 8, ... Therefore, we can replace (10b) with

$$
\kappa(n) = \min \left\{ k_{max}, 2^{\log_2 \max \{1, \tilde{\kappa}(n)\}} \right\}.
$$

This equation resembles a quantization function and can be evaluated by using a lookup table with a very low computational overhead. As an example, for $k_{max} = 28$, in accordance with the adaptation state, $\kappa(n)$ can take on values of 28, 16, 8, 4, 2, and 1.

### 4.2. Prediction of the steady-state MSE

In order to predict the steady-state MSE of the APA, two expressions have been reported in [2] and [22, eq. 40]. The former is

$$
\eta' = \sigma^2_e \left( 1 + \frac{\mu}{2 - \mu} \text{Tr}(R_x)E \left[ \frac{k}{2} \right] \right)
$$

$$
\approx \sigma^2_e \left( 1 + \frac{\mu k}{2 - \mu} \right)
$$

where $R_x$ is the input autocorrelation matrix and the latter is

$$
\eta'' = \sigma^2_e \left( 1 + \frac{\mu k L}{L - 2\mu k + \mu k L} \right)
$$

$$
\approx \sigma^2_e \left( 1 + \frac{2\mu k}{1 + \mu k} \right).
$$

Comparison of $\eta'$ and $\eta''$ against simulation results reveals that, in most cases, one overestimates the actual value of the steady-state MSE while the other one underestimates it. Thus, taking the geometric mean of these two values, i.e.,

$$
\eta = \sqrt{\eta' \eta''}
$$
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results in a much better prediction of the steady-state MSE. This can be interpreted in view of the fact that $\eta'$ and $\eta''$ are derived using different assumptions, e.g., white a priori error vector assumption in [2, A.2] versus white input signal assumption in [22].

In Fig. 3, the experimental normalized steady-state MSE of the APA along with $\eta'$, $\eta''$, and $\sqrt{\eta'\eta''}$ are depicted for $k = 2, 3, \ldots, 35$ and $\mu = 0.01$ and 0.1 for a typical system identification scenario with $L = 100$ randomly-generated taps. The input signal is Gaussian AR1(0.95) and the experimental steady-state MSE is measured by time-averaging the instantaneous squared errors over $10^3$ time instants at the steady state and ensemble-averaging over $10^4$ independent trials. It is seen that $\sqrt{\eta'\eta''}$ is more accurate than both $\eta'$ and $\eta''$.

4.3. Estimation of the error variance

The most commonly used method for estimating the error variance is the well-known exponential window approach [8]–[10]:

$$\sigma_e^2(n) = \lambda \sigma_e^2(n-1) + (1 - \lambda) e^2(n)$$  \hspace{1cm} (17)

where $\lambda$ is the forgetting factor and the initial value is $\sigma_e^2(0) = \sigma_0^2$. Although this method is widely used, its accuracy is very sensitive to the value of $\lambda$ and it may fail to yield a reliable estimate in all stages of adaptation mainly because of using a fixed $\lambda$ [12], [23]. A smaller value of $\lambda$ allows better tracking during the transient state and a larger value of $\lambda$ results in smoother estimation close to and at the steady state. Hence, we propose to control $\lambda$ using a rule similar to (10), viz., to reduce it at the transient state and increase it when approaching the steady state. Therefore, the time-varying forgetting factor is adapted via

$$\tilde{\alpha}(n) = \alpha_{\min} + (\alpha_{\max} - \alpha_{\min}) \frac{\ln(\sigma_e^2(n-1)/\sigma_0^2)}{\ln(\eta/\sigma_0^2)}$$  \hspace{1cm} (18a)

$$\alpha(n) = \min \{\alpha_{\max}, \max \{\alpha_{\min}, \tilde{\alpha}(n)\}\}$$  \hspace{1cm} (18b)

where $\alpha_{\max}$ and $\alpha_{\min}$ are maximum and minimum allowed values for $\alpha(n)$, respectively. Experiments suggest that selecting suitable values for $\alpha_{\max}$ and $\alpha_{\min}$ is a more tractable task than choosing an appropriate fixed $\lambda$ for (17). Furthermore, incorporating a simple moving average filtering scheme with the exponential window approach improves the estimation accuracy appreciably at the expense of a slight increase in computations. Therefore, we modify (17) to

$$\sigma_e^2(n) = \alpha(n)\sigma_e^2(n-1) + (1 - \alpha(n)) \cdot \text{SMA}\{e^2(n), N_m\}$$  \hspace{1cm} (19)

where the simple moving averaging (SMA) is implemented as
Here, $N_m$ is the moving average window size that is usually set to $L/2$. It is easy to show that \((19)\) simplifies to

\[
\sigma^2_e(n) = \frac{1 - \alpha(n)\alpha(n - 1)}{1 - \alpha(n - 1)} \sigma^2_e(n - 1) + \frac{\alpha(n - 1)(\alpha(n) - 1)}{1 - \alpha(n - 1)} \sigma^2_e(n - 2) \\
+ \frac{(1 - \alpha(n))}{N_m}(e^2(n) - e^2(n - N_m)).
\] (21)

Fig. 4 shows the curves of estimated error variance employing different estimation techniques for a single realization of the APA in a typical system identification experiment. The mean square error obtained by ensemble-averaging over $10^4$ independent trials is also shown in Fig. 4. Both the target system and the adaptive filter are assumed to have 32 taps, step-size is $\mu = 0.5$, the fixed projection order is $k = 16$, noise power is $\sigma^2_v = 10^{-3}$, and input signal is Gaussian AR1(0.95). Simulated estimation techniques are the exponential window approach (EWA) with two different values for the forgetting factor ($\lambda = 0.8$ and 0.95), EWA with a variable forgetting factor (EWA+VA) where $0.2 \leq \alpha(n) \leq 0.99$ and EWA+VA incorporating a simple moving averaging (EWA+VA+SMA). As seen in Fig. 4, with a large value of $\lambda$, the EWA is biased and overestimates the error variance at the transient state. On the other hand, with a small value of $\lambda$, the EWA yields a good estimation during the transient state but its estimation has large fluctuations around the true MSE at the steady state. A variable forgetting factor in the EWA improves the estimation accuracy. Moreover, incorporating the SMA into the EWA+VA provides further improvement by smoothing the variance estimate.

4.4. Estimation of the noise variance

Thus far, we have assumed that the background (or measurement) noise has a fixed and known variance. This is a realistic assumption in certain applications such as acoustic or network echo cancelation where the noise power can be measured during silent periods. However, if the noise power varies in time, it can be estimated adaptively using the method proposed in [9]. Squaring (1) and taking the expectation of both sides gives

\[
E[v^2(n)] = E[d^2(n)] - E[y^2(n)]
\] (22)

where $y(n) = w^*_o x(n)$ is the optimal filter output and we assume that $y(n)$ and $v(n)$ are uncorrelated. Supposing that the algorithm has reached a certain level of convergence, we can approximate (22) by

\[
E[v^2(n)] = E[d^2(n)] - E[\hat{y}^2(n)]
\] (23)
where $\hat{y}(n) = w^*(n)x(n)$ is the actual filter output. Consequently, the noise variance can be estimated via

$$\sigma^2(n) = |\hat{\sigma}^2_a(n) - \hat{\sigma}^2_b(n)|$$

while using the exponential window approach to estimate $\sigma^2_a(n)$ and $\sigma^2_b(n)$. Note that, to avoid negative values of $\sigma^2(n)$ that can be the case when the estimates are poor and $\sigma^2_a(n) > \sigma^2_b(n)$, we take the absolute value in (24). Moreover, since $\sigma^2_a(n)$ and $\sigma^2_b(n)$ are both initialized to the same value at the beginning of the estimation, e.g., $\sigma^2_a(0) = 0$ and $\sigma^2_b(0) = 0$, the estimated value of $\sigma^2(n)$ is smaller than its steady-state value during the initial convergence. In the other words, $\sigma^2(n)$ may be underestimated when the algorithm is far from convergence. Under-estimation of the noise variance leads to under-prediction of the steady-state MSE, which can result in delayed down-switching of the projection order. This may increase the complexity but will not affect the performance significantly.

4.5. Selection of the input regressors

When the input signal is extremely correlated (e.g., speech signal), the orthogonality of the immediate past input regressors can deteriorate tremendously. In such cases, it is useful to select and utilize a subset of input regressors that most constructively contribute to maximize the convergence rate. In this regard, two methods have been proposed in [18] and [19] for input regressor selection. In [18], the helpful input regressors are distinguished according to the following criterion

$$|\epsilon_i(n)| > \sqrt{2/(2 - \mu)} \sigma_v, \quad 0 \leq i \leq k_{max} - 1$$

where $\epsilon_i(n)$ is the $i$th element of the error vector, $e(n)$, and the input regressor corresponding to this element is $x(n - i)$. Alternatively, one can rank the values of $|\epsilon_i(n)|$:

$$\text{sort } \{|\epsilon_i(n)|, 0 \leq i \leq k_{max} - 1\}$$

and choose the regressors associated with the largest values for updating the filter coefficients. The other method proposed in [19] ranks the values of $\epsilon_i^2(n)/\|x(n - i)\|^2$:

$$\text{sort } \{\epsilon_i^2(n)/\|x(n - i)\|^2, 0 \leq i \leq k_{max} - 1\}$$

and selects the regressors associated with the largest ones.

We integrate both techniques with the new variable projection order scheme in such a way that the number of used input regressors at each iteration, $k(n)$, is determined by the rule of (10) and the $k(n)$ highest-rank regressors are selected according to (26) or (27). This results in two variants of APA-SP which we call APA-SP1 and APA-
SP2, corresponding to the input regressor selection criteria of (26) and (27), respectively.

5. Simulation studies and discussions

In this section, we present simulation results to examine the performance of the proposed algorithm and compare it with the most relevant previously proposed algorithms.

5.1. System identification

In the first part of the simulations, we examine identification of an unknown system with 32 taps. We generate the taps randomly and normalize the unknown system to unit energy. We also assume the same number of taps for the corresponding adaptive filters \((L = 32)\) and initialize them to zero. It should be noted that, in practice, it is rare to know the exact number of taps in the target system and the adaptive filter performance can degrade if the system order is significantly under- or overestimated. The maximum projection order for the algorithms with variable projection order is \(k_{\text{max}} = 16\), the noise variance \(\sigma_v^2 = 10^{-3}\), the regularization parameter \(\delta = 10^{-5}\), step-size \(\mu = 0.5\), minimum and maximum values for the forgetting factor \(\alpha_{\text{min}} = 0.2\) and \(\alpha_{\text{max}} = 0.99\), and the moving average window size \(N_m = 16\). The ensemble-averaged results are obtained by averaging over \(10^4\) independent trials. Both white and correlated input signals are considered. Correlated input signals are generated by passing a zero-mean unit-variance Gaussian white noise through an autoregressive moving average process ARMA(2,2) with transfer function

\[
H_2(z) = \frac{1 - z^{-2}}{1 - 1.70233z^{-1} + 0.71902z^{-2}}.
\]

The interesting property of \(H_2(z)\) is that it generates highly correlated signals with the associated autocorrelation matrix having a condition number larger than \(10^5\) [12].

Fig. 5 plots the learning curves of the APA-SP1, the NLMS algorithm (APA with \(k = 1\)), and the APA with different projection orders \((k = 2, 4, 8, \text{and } 16)\) for white Gaussian input signal with zero mean and unite variance. To highlight the time indices and the MSE levels at which the projection order is switched by APA-SP1, its learning curve is shown in different colors for different values of its time-varying projection order, \(\kappa(n)\). It is clear that APA-SP1 converges as fast as the APA with the highest projection order and reaches the smallest steady-state MSE which is the same as that of the NLMS algorithm. It is noteworthy that the experiment of Fig. 5 is not intended to imitate a real-world application. It only serves as an example to illustrate how the process of switching the projection order works in the proposed algorithm and how effective it can be. Therefore, the chosen value of the maximum projection order
facilitates the illustration, even though it seems rather unrealistic while the input signal is white.

In Fig. 6, both variants of APA-SP are compared with DS-APA, E-APA, and SR-APA proposed in [16], [18], and [19], respectively. It is claimed in [16] that E-APA outperforms the SM-AP vdr algorithm [14], [15]. However, since set-membership adaptive filtering algorithms are derived using a bounded-error criterion and feature data-discerning parameter updates, comparing them with conventional adaptive filtering algorithms is not straightforward. Therefore, we do not include SM-AP vdr algorithm here. To obtain the results of Fig. 6, the Gaussian ARMA(2,2) signal is used as input, APA's projection order is $k = 16$, and the number of input regressors that are selected out of last $k_{\text{max}}$ regressors for SR-APA is set to $k_{\text{SR}} = 12$. Moreover, in order to compare the capability of the algorithms in tracking sudden system variations, the unknown target system is altered with another randomly generated system, half way through the simulations [24], [25]. Fig. 7 shows the ensemble-averaged time-varying projection order of APA-SP1, APA-SP2, DS-APA, and E-APA for the experiment of Fig. 6. The corresponding curves of projection order versus time for one realization are depicted in Fig. 8. Fig. 9 also shows the time evolution of the variable forgetting factor associated with both variants of APA-SP in the experiment of Fig. 6.

To assess the capability of the new algorithms to adapt to time-varying noise power, the simulations of Fig. 6 are repeated by changing the noise power instead of the system impulse response. Fig. 10 shows the learning curves of different algorithms when SNR is reduced by 10 dB between iterations 800 and 1600 in the experiment of Fig. 6 with a fixed target system. The corresponding curves of ensemble-averaged variable projection order are also shown in Fig. 11. It is observed in Fig. 10 that the gap in MSE between APA-SP and its contenders increases during the change in the noise power since, unlike the other algorithms, APA-SP can adaptively track changes in the background noise power. Moreover, Fig. 11 shows that the projection order of APA-SP is switched up when the noise power suddenly changes as a result of interim inaccuracy in noise power estimation. The projection order is then switched down as the accuracy of the adaptive noise power estimation improves quickly.

5.2. Acoustic echo cancelation

In this part, we consider an acoustic echo cancelation problem where the objective of adaptive filtering is to estimate the acoustic echo path. The considered echo path is a measured car echo impulse response of length 256 [26, Fig. 1]. Accordingly, the associated adaptive filter also has $L = 256$ taps. The input is a real speech signal sampled at 8 kHz and quantized to 16 bits. The other simulated parameters are $\mu = 0.5$, $k_{\text{max}} = 16$ (for APA-SP, E-APA, DS-APA, and SR-APA), $k = 16$ (for APA), $k_{\text{SR}} = 12$ (for SR-APA), $\delta = 10^{-6}$, $\text{SNR} = 40$ dB, $N_m = 128$, $\alpha_{\text{min}} = 0.1$, and
\[ \alpha_{\text{max}} = 0.95. \] Figs. 12 and 13 compare normalized misalignment, i.e., \[ \|w_o - w(n)\|^2 / \|w_o\|^2, \] and segmental echo return loss enhancement (ERLE) of different algorithms, respectively. The input signal is also depicted on top of Figs. 12 and 13. The ERLE is defined as

\[ \text{ERLE} = 10 \log_{10} \frac{E[d^2(n)]}{E[e^2(n)]} \]

and the segmental ERLE estimates are obtained by averaging \( d^2(n) \) and \( e^2(n) \) over 80 ms segments (640 samples). The time-varying projection orders of different algorithms are shown in Fig. 14. In the presented results, both variants of APA-SP stand out with their superior performance. Moreover, it is seen that the performance of the algorithms might seriously deteriorate when the input signal is not persistently exciting.

To examine the tracking performance of the proposed algorithm, we assume a time-varying echo path impulse response. To represent the time variations, we employ the modified first-order Markov model [27]

\[ w_o(n) = \zeta w_o(n - 1) + \sqrt{1 - \zeta^2} q(n) \]

where the parameter \( \zeta \) determines the rate of the variations and \( q(n) \) is a vector of Gaussian random variables with zero mean and unit variance. As reported in [22], a source moving at 0.2 m/s for acoustic impulse responses generated using the method of images [28] approximately corresponds to \( \zeta = 0.9999 \) in the above model. Fig. 15 shows the normalized misalignment curves of different algorithms when the input is a stationary signal with a speech-like spectrum and the echo path impulse response varies in time with a rate of \( \zeta = 0.9999 \). The other simulated parameters are \( \mu = 0.5, k_{\text{max}} = 8, k = 8, k_{SR} = 6, \delta = 10^{-4}, \text{SNR} = 30 \text{ dB}, N_m = 64, \alpha_{\text{min}} = 0.1, \) and \( \alpha_{\text{max}} = 0.99 \). Fig. 16 also shows time variations of the projection order for different algorithms.

5.3. Discussion

It is clearly seen in the simulations that both variants of the new algorithm, APA-SP1 and APA-SP2, outperform their contenders in terms of convergence rate and steady state error. In addition, they tune the projection order in a better way than E-APA and DS-APA. In particular, they reduce to the NLMS algorithm at the steady state whereas the other algorithms lack this desirable property. Reducing to the NLMS algorithm, in addition to decreasing the steady-state misalignment, alleviates the average computational load dramatically since the NLMS algorithm needs no matrix inversion (or solution of any linear system of equations). This superior performance emerges prominently for highly-correlated and non-stationary excitations.
Bearing in mind that E-APA relies on an approximation of the steady-state MSE that loses its accuracy in practical applications with highly-correlated and non-stationary input signals and the fact that DS-APA is built on weak assumptions, which do not hold for realistic scenarios, we attribute the superiority of the proposed algorithm to two aspects:

- the underpinning idea of tuning the projection order in a sensible manner by monitoring the adaptation state and
- attaining a good estimate of the error variance, \( E[e^2(n)] \), which faithfully represents the adaptation state, rather than relying on the instantaneous value of the squared error, \( e^2(n) \), which is the case in E-APA and DS-APA.

There is another interesting observation that, in most of the simulations, APA-SP2 performs only slightly better than APA-SP1, though it imposes more computational overhead. For stationary signals and fixed target systems, both variants of the proposed algorithm exhibit virtually the same performance.

The complexity of the algorithms considered in the paper is compared in Table 1 in terms of the number of required multiplications per iteration. The average required number of multiplications per iteration in the experiments of Figs. 12 and 15 is also presented in Table 1.

6. Conclusion

A new affine projection algorithm was proposed with a variable projection order that is controlled by the estimated error variance. The error variance is estimated using a new method, which takes advantage of both exponential window and simple moving average schemes in addition to utilizing a variable forgetting factor. Two regressor selection criteria were also adopted to facilitate selective regressor updating. In addition to its superior performance in terms of high initial convergence rate and low steady-state misalignment, the new algorithm is able to track system variations effectively. Reduced average computational burden is one of the most significant benefits of the proposed algorithm as it intends to minimize the projection order without sacrificing the convergence performance. This reduction is more noticeable in applications, such as acoustic echo cancelation, where long adaptive filters with large projection orders are required. In addition, the proposed algorithm does not rely on the \textit{a priori} knowledge of the background noise since it can be estimated adaptively.
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Fig. 1, MSD gradient of the APA with different projection orders in a typical system identification set-up with $L = 16$, $\mu = 0.5$, SNR = 10 dB, Gaussian AR1(0.95) input signal, and ensemble-averaged over $10^4$ independent trials.

Fig. 2, Time-varying continuous projection order, $\tilde{\kappa}(n)$, as a linear function of the logarithm of the error variance, $\ln \sigma_e^2(n)$, together with the bounded and quantized integer projection order, $\kappa(n)$. The projection order depends on the error variance according to the rule of (10).
Fig. 3, Predicted and experimentally measured normalized steady-state MSE of the APA in a system identification scenario with $L = 100$, Gaussian AR1(0.95) input, and (a) $\mu = 0.01$, and (b) $\mu = 0.1$. Measured data is time-averaged over $10^3$ steady-state values and ensemble-averaged over $10^4$ runs.
Fig. 4, The curves of estimated error variance employing different estimation techniques for a single run of the APA together with its mean square error ensemble-averaged over $10^4$ independent runs in a typical system identification scenario with $L = 32$, $\mu = 0.5$, $k = 16$, $\sigma^2 = 10^{-3}$, and Gaussian AR1(0.95) input.

Fig. 5, Learning curves of APA-SP1, NLMS, and APA with different projection orders ranging from 2 to 16. Input is zero-mean unit-variance Gaussian and $\mu = 0.5$. 
Fig. 6, Comparing performance of different algorithms for Gaussian ARMA(2,2) input when a sudden change in the impulse response of the unknown target system occurs.

Fig. 7, Time-varying projection order of different algorithms for the experiment of Fig. 6.
Fig. 8, Projection order versus time for one realization of the experiment of Fig. 6.

Fig. 9, Time-varying forgetting factor of both variants of the new algorithm for the experiment of Fig. 6 (the curves overlap).
Fig. 10, Same as the experiment of Fig. 6 when the noise power instead of the system impulse response is abruptly changed, i.e. SNR is reduced by 10 dB between iterations 800 and 1600.

Fig. 11, Time-varying projection order of different algorithms for the experiment of Fig. 10.
Fig. 12, Normalized misalignment of different algorithms in an acoustic echo cancelation scenario. The input voice signal is also shown on top.

Fig. 13, Segmental ERLE of different algorithms for the experiment of Fig. 12.
Fig. 14, Time-varying projection order of different algorithms for the experiment of Fig. 12.

Fig. 15, Comparing tracking performance of different algorithms in an acoustic echo cancelation scenario with a time-varying echo path impulse response when the input is a stationary signal with a speech-like spectrum.
Fig. 16, Time-varying projection order of different algorithms for the experiment of Fig. 15.

Table 1, Complexity comparison of different algorithms in terms of required number of multiplications per iteration together with the average required number of multiplications per iteration for all the algorithms in the experiments of Figs. 12 and 15.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Expression</th>
<th>Fig. 12</th>
<th>Fig. 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>APA</td>
<td>((k^2 + 2k)L + k^3 + k^2)</td>
<td>78080</td>
<td>21056</td>
</tr>
<tr>
<td>SR-APA</td>
<td>((k_{SR}^2 + k_{max} + k_{SR})L + k_{SR}^3 + k_{SR}^2 + k_{max})</td>
<td>45920</td>
<td>13060</td>
</tr>
<tr>
<td>DS-APA</td>
<td>(\kappa^2(n) + k_{max} + \kappa(n))L + \kappa^3(n) + \kappa^2(n))</td>
<td>14280</td>
<td>4375</td>
</tr>
<tr>
<td>E-APA</td>
<td>(\kappa^2(n) + 2\kappa(n))L + \kappa^3(n) + \kappa^2(n))</td>
<td>8225</td>
<td>4408</td>
</tr>
<tr>
<td>APA-SP1</td>
<td>((\kappa^2(n) + k_{max} + \kappa(n))L + \kappa^3(n) + \kappa^2(n))</td>
<td>6378</td>
<td>3062</td>
</tr>
<tr>
<td>APA-SP2</td>
<td>((\kappa^2(n) + k_{max} + \kappa(n))L + \kappa^3(n) + \kappa^2(n) + k_{max})</td>
<td>6387</td>
<td>3089</td>
</tr>
</tbody>
</table>
Proportionate affine projection algorithm with selective projections for sparse system identification

Reza Arablouei, Kutluyıl Doğançay, and Sylvie Perreau

Abstract

Proportionate-type adaptive filtering algorithms are powerful tools specifically designed for sparse system identification. Among them, proportionate affine projection algorithms are well known for their capability in providing satisfactory convergence and tracking performance with affordable complexity. In this paper, we develop a new proportionate affine projection algorithm that employs a variable projection order and takes into account the proportionate history, resulting in a significant improvement in convergence performance as well as appreciable reduction in average computational complexity. Simulation results corroborate the superior performance of the developed algorithm with respect to previously proposed proportionate affine projection algorithms.

1. Introduction

In certain system identification problems such as network echo cancelation, the system impulse response can be modeled as sparse with many coefficients close to or equal to zero. When using adaptive filtering to estimate and track sparse systems, it is inevitable to choose a sufficiently high-order FIR filter so that all possible flat delays preceding the nonzero part of the system response are accommodated. It is well known that using proportionate updating rather than conventional schemes in LMS-type adaptive filtering algorithms leads to a considerable performance improvement
for the specific problem of sparse system identification [1]–[3]. The basic idea behind proportionate adaptive filters is to update each coefficient independently by assigning a step size in proportion to estimated magnitude of the filter coefficient.

The normalized least mean square (NLMS) algorithm [4] and its proportionate-type variants are the most commonly used algorithms in the realm of sparse system identification, mainly because of NLMS’s relative simplicity and ease of implementation. However, it suffers from slow convergence, particularly with long systems (echo paths) and consequently long adaptive filters, usually comprising 512 to 2048 taps in order to deal with total delay greater than 64 ms [5]. In addition, colored input signal is known to influence convergence rate of the NLMS-based adaptive filters adversely. An attractive solution was proposed in [6] to cope with these impairments, which was named affine projection algorithm (APA). It is based on projections of the input regressor vectors onto an affine subspace of past input regressors to decorrelate the adaptive filter excitation and produce semi-orthogonal direction vectors for the adaptation of the algorithm. Appropriate selection of the projection order can lead to only a graceful increase in the computational cost compared to the NLMS algorithm, while delivering considerably improved performance. However, the value of the projection order impinges a crucial compromise upon the APA, where using a larger projection order leads to faster initial convergence while producing a higher steady-state mean square error (MSE) or misalignment [7].

One of the first proportionate-type algorithms was the one proposed in [8], which is called proportionate NLMS (PNLMS). This algorithm offers improved convergence rate over NLMS for sparse systems but its performance is not better than NLMS for dispersive systems. Several improved versions of this algorithm have been developed [9]–[11]. Among them are the μ-law PNLMS [10] and the improved PNLMS [11]. The former uses logarithm of the magnitude as the step gain of each coefficient instead of using magnitude itself and the latter proposes a less complex rule for individual coefficient gain calculation that improves performance regardless of the system impulse response’s nature.

Proportionate-type APAs are mainly derived based on a straightforward extension of the proportionate-type NLMS algorithms to the APA. In [12], a new framework for developing proportionate APAs by taking into account history of the proportionate factors is proposed based on which memory improved proportionate APA (MIPAPA) is introduced. In addition to superior performance, this algorithm is realized with less complexity compared to its classical counterparts thanks to the recursive implementation of the proportionate history.

In this paper, we propose a new proportionate APA that employs a variable projection order along with a simple but efficient criterion for input regressor
selection. Utilization of this selective projections method results in significant performance enhancement in terms of steady-state misalignment as well as noticeable reduction of average computational complexity as the algorithm reduces to NLMS at the steady state. In addition, the new algorithm takes into account the proportionate history, yielding further improvement in performance and alleviation in computations. The sparsity measure of the system is another tool that can be exploited in the new algorithm to efficiently deal with systems having different degrees of sparsity.

Section 2 provides a review of the important proportionate-type APAs and section 3 describes the APA with selective projections. The proposed algorithm is presented in section 4, while sections 5 and 6 provide simulation results and concluding statements, respectively.

2. Proportionate-type APAs

2.1. Improved proportionate APA (IPAPA)

Improved proportionate APA (IPAPA) is composed by straightforwardly extending the improved proportionate normalized least mean squares (IPNLMS) algorithm to the APA case in view of the fact that APA is a generalized form of the NLMS algorithm. IPAPA updates filter coefficients via

\[
\mathbf{w}(n+1) = \mathbf{w}(n) + \mu \mathbf{G}(n) \mathbf{X}(n) (\delta \mathbf{I}_k + \mathbf{X}^T(n) \mathbf{G}(n) \mathbf{X}(n))^{-1} \mathbf{e}(n) \quad (1)
\]

where \( \mathbf{w}(n) = [w_1(n), w_2(n), \cdots, w_L(n)]^T \) and \( \mathbf{e}(n) = [e(n), e_1(n), \cdots, e_{k-1}(n)]^T \) are \( L \times 1 \) and \( k \times 1 \) vectors of filter coefficients and error signals, respectively. The error vector is calculated as

\[
\mathbf{e}(n) = \mathbf{d}(n) - \mathbf{X}^T(n) \mathbf{w}(n) \quad (2)
\]

where \( \mathbf{d}(n) = [d(n), d(n-1), \cdots, d(n-k+1)]^T \) is the vector of past \( k \) desired responses and \( \mathbf{X}(n) = [\mathbf{x}(n), \mathbf{x}(n-1), \cdots, \mathbf{x}(n-k+1)] \) is the \( L \times k \) input signal regression matrix while \( \mathbf{x}(n) = [x(n), x(n-1), \cdots, x(n-L+1)]^T \) is the \( L \times 1 \) input signal vector. In addition, \( \mathbf{I}_k \) is a \( k \times k \) identity matrix and \( \mu, \delta, k, L \) and \( n \) denote step size, regularization parameter, projection order, filter length, and time index, respectively. As it is clear from (1), IPAPA differs from APA because of the presence of \( \mathbf{G}(n) \) that is a \( L \times L \) diagonal matrix assigning an individual step size to each filter coefficient. The diagonal elements of \( \mathbf{G}(n) \) are calculated as

\[
g_l(n) = \frac{1 - \alpha}{2L} + (1 + \alpha) \frac{|w_l(n)|}{2 \sum_{i=1}^{L}|w_i(n)| + \epsilon} \quad (3)
\]

where \(-1 \leq \alpha < 1\) is a parameter that controls behavior of the algorithm and enables it to handle systems with different degrees of sparsity. Good choices for \( \alpha \) are 0 and
Also, $\epsilon$ is a small positive constant to avoid division by zero, especially at the beginning of the adaptation when all filter taps are initialized to zero.

### 2.2. IPAPA with proportionate memory (MIPAPA)

As APA takes into account history of the last $k$ time indices, it can be considered as an algorithm with memory. In [12], a modified approach for proportionate-type APA is proposed, which allows for taking advantage of proportionate memory of the algorithm. In this approach, the proportionate history of each coefficient, $w_l(n)$, $1 \leq l \leq L$, in terms of its proportionate factors from the last $k - 1$ time indices are taken into account. This algorithm, named memory-IPA (MIPAPA), updates the coefficients via

$$w(n + 1) = w(n) + \mu P(n)(\delta I_k + X^T(n)P(n))^{-1}e(n)$$  \hspace{1cm} (4)

and

$$P(n) = [g(n) \otimes x(n), g(n - 1) \otimes x(n - 1), \ldots, g(n - k + 1) \otimes x(n - k + 1)]$$  \hspace{1cm} (5)

where $g(n) = [g_1(n), g_2(n), \ldots, g_L(n)]^T$ contains diagonal elements of $G(n)$ and $\otimes$ denotes Hadamard product, i.e. $a \otimes b = [a(1)b(1), a(2)b(2), \ldots, a(L)b(L)]^T$ for two vectors $a$ and $b$ of size $L$.

The matrix $P(n)$ can be computed recursively as

$$P(n) = [g(n) \otimes x(n), P_{-1}(n - 1)]$$  \hspace{1cm} (6)

where

$$P_{-1}(n - 1) = [g(n - 1) \otimes x(n - 1), \ldots, g(n - k + 1) \otimes x(n - k + 1)]$$  \hspace{1cm} (7)

contains the first $k - 1$ columns of $P(n - 1)$.

In this algorithm, since only the latest input regressor vector is multiplied by the new proportionate gains at each time instant, computational complexity is decreased at the cost of increased memory requirement.

### 3. APA with selective projections

#### 3.1. Variable projection order

In order to achieve high convergence rate and tracking ability at the transition state together with low misalignment and complexity at the steady state, the projection order should adaptively change according to the algorithm's adaptation state. We propose to control the projection order using
\[ \tilde{k}(n) = 1 + (k_{\text{max}} - 1) \frac{\ln(\sigma_e^2(n)/\eta)}{\ln(\gamma/\eta)} \]

\[ k(n) = \min\left( k_{\text{max}}, \max\left(1, \left\lceil \tilde{k}(n) \right\rceil \right) \right) \]

where the time-varying projection order, \( k(n) \), is changed adaptively between 1 and \( k_{\text{max}} \) according to the error variance \( \sigma_e^2(n) \), which is estimated using the exponential window approach \cite{13} given by

\[ \sigma_e^2(n) = \lambda \sigma_e^2(n-1) + (1 - \lambda) e^2(n). \]

Here, \( \lambda \) is the forgetting factor and the initial value is set to \( \sigma_e^2(0) = \sigma_d^2 \), which is the variance of the desired response. In \( \tilde{k}(n) \), \( \eta \) is the steady-state MSE of APA and \( \gamma \) is a threshold that determines at what level of \( \sigma_e^2(n) \) the algorithm starts switching \( k(n) \). In order to attain the fastest convergence in the new algorithm, it is beneficial to decrease \( \gamma \) for small values of \( k_{\text{max}} \). On the other hand, with relatively large values of \( k_{\text{max}} \), a large \( \gamma \) results in more computational saving with no sacrifice of the performance. Accordingly, we compute \( \gamma \) as

\[ \gamma = \eta \left( \frac{\sigma_d^2}{\eta} \right)^z \]

where the parameter \( z \) is tuned in such a way that \( \gamma \) gets its maximum value of \( \gamma_{\text{max}} = \sqrt{\eta \sigma_d^2} \) for \( k_{\text{max}} \geq 8 \) and minimum value of \( \gamma_{\text{min}} = \eta \) for \( k_{\text{max}} = 1 \). This can be realized by defining a linear dependence on \( k_{\text{max}} \) for \( z \) as

\[ z = \max\left(0, \min\left(0.5, \frac{k_{\text{max}} - 2}{12} \right)\right). \]

The steady-state MSE, \( \eta \), can also be approximated using the equation given in \cite{7} as

\[ \eta = \sigma_e^2 \left( 1 + \frac{\mu}{2 - \mu} \text{Tr}(R_x)E \left[ \frac{k}{||x||^2} \right] \right) \approx \sigma_e^2 \left( 1 + \frac{\mu k}{2 - \mu} \right) \]

where \( \sigma_e^2 \) denotes variance of the measurement noise, \( \text{Tr}(R_x) \) stands for trace of the input signal autocorrelation matrix and \( E[\cdot] \) is the expectation operator.

### 3.2. Regressor selection

When the input signal is extremely correlated like speech, orthogonality of the immediate past input regressors can tremendously deteriorate. In such cases, it is very useful to select and utilize past input regressors that maximize the convergence rate. In this regard, two methods of near-optimal selection have been introduced in \cite{14} and \cite{15}. In \cite{14}, input regressors are distinguished according to the following criterion
\[ |\varepsilon_i(n)| > \sqrt{2/(2 - \mu)} \sigma_v \]
\[ 0 \leq i \leq k - 1 \] (14)

where \( \varepsilon_i(n) \) is the \( i \)th element of the error vector, \( \mathbf{e}(n) \), and the input regressor corresponding to this element is \( \mathbf{x}(n - i) \). Alternatively, one can rank the values of \( |\varepsilon_i(n)| \) with \( 0 \leq i \leq k - 1 \) and choose the regressors associated with the largest values for update.

Utilizing the variable projection order of subsection III.A together with the abovementioned input regressor selection criterion, we develop an algorithm called **affine projection algorithm with selective projections** (APA-SP).

### 4. New Algorithm

To construct our new proposed algorithm, we take advantage of both selective projections and proportionate history. In order to exploit sparsity of the system and enable the algorithm to maintain its good performance for systems with different degrees of sparsity, we can also make use of the system sparsity measure proposed in [16] that is defined as

\[
\xi(n) = \frac{L}{L - \sqrt{L}} \left( 1 - \frac{\|\mathbf{w}(n)\|_1}{\sqrt{L} \|\mathbf{w}(n)\|_2} \right)
\] (15)

where \( \|\cdot\|_l \) denotes \( l \)-norm of a vector. This value is in fact instantaneous estimate of the adaptive filter sparsity and to obtain a more reliable estimate, we use an exponential window averaging with a forgetting factor \( \rho \) similar to (10) as

\[
\Xi(n) = \rho \Xi(n - 1) + (1 - \rho) \xi(n).
\] (16)

Therefore, the parameter \( \alpha \) in (3) is adapted, similar to the method of [17], as

\[
\alpha(n) = 2\Xi(n) - 1.
\] (17)

Hence, (3) can be rewritten as

\[
g_l(n) = \frac{1 - \alpha(n)}{2L} + \left( 1 + \alpha(n) \right) \frac{|w_l(n)|}{2\|\mathbf{w}(n)\|_1 + \epsilon}
\] (18)

The proposed algorithm is summarized as follows:

1) calculate \( g_l(n) \) for \( 1 \leq l \leq L \) using (15)–(18),
2) calculate \( \mathbf{e}(n) \) using (2),
3) calculate \( k(n) \) using (8)–(10),
4) select input regressors corresponding to the largest elements of the error vector for update,
5) calculate \( \mathbf{P}(n) \) using (6),
6) update filter coefficients using (4).

The proposed algorithm is called memory improved proportionate affine projection algorithm with selective projections (MIPAPA-SR). Memoryless version of this algorithm is also called IPAPA-SP.

5. Simulation results

In order to examine performance of the new algorithm, we present computer simulation results carried out in the context of system identification for echo cancelation. Two echo path impulse responses with different degrees of sparsity, shown in Fig. 1, are used. The echo paths are supposed to have 512 taps. The same length is also assumed for the corresponding FIR adaptive filters. Two different stationary input signals are applied, viz. zero-mean unit-variance white Gaussian and first-order auto-regressive Gaussian (AR1). The latter is obtained by filtering the former through a low-pass filter with a transfer function of $1/(1-0.9z^{-1})$. The normalized misalignment (in dB) is the performance measure in our simulations. It is defined as

$$10 \log_{10} \left( \frac{\|w^o - w(n)\|_2^2}{\|w^o\|_2^2} \right),$$

where $w^o$ denotes the true impulse response of the echo path. The simulated parameters are: step size $\mu = 0.5$, signal to noise ratio SNR = 10 dB for stationary input signals and SNR = 30 dB for voice input signal, forgetting factors $\lambda = 0.99$ and $\rho = 0.9$, regularizations parameters $\delta = \epsilon = 10^{-5}$, $\alpha = 0$, maximum projection order $k_{max} = 8$ for the algorithms with selective projections and fixed projection order $k = 8$ for the other algorithms. The results were acquired by averaging over 100 independent trials. In order to compare tracking capabilities of the algorithms, an abrupt change of the echo paths was introduced at certain iterations by shifting the impulse responses to the right by 10 samples.

Figs. 2 and 3 show the learning curves of different algorithms when the echo paths of Fig. 1(a) and (b) are applied with white Gaussian excitation and abrupt change of the echo path at iteration 3,000. Figs. 4 and 5 depict the results for the same scenarios with AR1 excitation and abrupt change of the echo path at iteration 10,000. In Figs. 6 and 7, ensemble-averaged projection order of APA-SP, IPAPA-SP, and MIPAPA-SP algorithms are shown for the scenarios of Figs. 2 and 5, respectively.

In Fig. 8, performance of different algorithms is compared using a real recorded voice signal as input and the echo path of Fig. 1(a) with an abrupt change at iteration 12,500. The corresponding time-varying projection order curves are also presented in Fig. 9.
It is clear from the misalignment learning curves that the new algorithm outperforms all the other algorithms in terms of both convergence rate and steady-state misalignment. Moreover, the projection order curves reveal that the new algorithm reduces to the NLMS algorithm at the steady state. This alleviates the average computational load dramatically as the number of required arithmetic operations, i.e. multiplications and additions, is much less for the NLMS algorithm and more importantly, it needs no matrix inversion.

There is an interesting observation in Fig. 8 that in the associated scenario, the algorithms with fixed projection order, despite their good initial convergence, exhibit a poor behavior afterwards while the algorithms with selective projections maintain their comparatively superior performance throughout the simulation period. Reducing the projection order and/or the step size can lessen the observed problem with fixed-projection-order algorithms but will sacrifice their initial convergence rate and tracking abilities.

6. Conclusion

A new proportionate APA was proposed that utilizes selective input regressors to update filter coefficients. This is carried out by adaptively changing the projection order respecting the adaptation state and choosing the input regressors according to a simple but effective criterion. The algorithm also takes into consideration history of the proportionate factors. Exploiting both the selective projections and the proportionate memory reduces the algorithm's average computational complexity compared to the conventional proportionate-type APAs. Besides, computer simulations substantiate that the proposed algorithm is capable of providing both faster convergence and lower misadjustment.
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Fig. 1, Two echo paths with different degrees of sparsity used in the simulations.

Fig. 2, Learning curves of different algorithm with the echo path of Fig. 1(a) and white Gaussian excitation.
Fig. 3, Learning curves of different algorithm with the echo path of Fig. 1(b) and white Gaussian excitation.

Fig. 4, Learning curves of different algorithm with the echo path of Fig. 1(a) and AR1 excitation.
Fig. 5, Learning curves of different algorithm with the echo path of Fig. 1(b) and AR1 excitation.

Fig. 6, Ensemble-averaged projection order of different algorithms for the scenario of Fig. 2.
Fig. 7, Ensemble-averaged projection order of different algorithms for the scenario of Fig. 5.

Fig. 8, Learning curves of different algorithm with the echo path of Fig. 1(a) and voice excitation.
Fig. 9, Projection order of different algorithms for the scenario of Fig. 8.
Modified RLS algorithm with enhanced tracking capability for MIMO channel estimation

Reza Arablouei and Kutluyl Doğançay

Abstract

A new RLS adaptive filtering algorithm is developed by enforcing a constraint on the a posteriori error of the conventional exponentially-weighted RLS algorithm and modifying its coefficient update equation. The motivation behind the new algorithm is to attain improved tracking capability when the target system features fast variations in time. The proposed algorithm requires only slightly more computations than the conventional RLS algorithm and is specifically suitable for estimation and tracking of fast-fading MIMO channels. Simulations demonstrate that a MIMO channel estimator utilising the proposed algorithm outperforms the ones using the conventional RLS algorithm, the set-membership-based BEACON algorithm and the extended RLS algorithm without requiring prior knowledge of the Doppler shift.

1. Introduction

The RLS adaptive filtering algorithm can be considered as a special case of the Kalman filter with a constant multiple of the identity matrix as its state transition matrix and a zero vector as its state process noise [1, 2]. Therefore, the RLS algorithm is an optimal estimator for linear time-invariant systems. It is also able to track slow variations in the target system by exerting exponential weighting and a forgetting factor to limit the size of the input data window. However, for fast varying systems, either a very small forgetting factor is required that can lead to instability and high sensitivity to measurement noise or the algorithm loses track of the system changes.
Several methods to tackle this innate problem of the conventional RLS algorithm have been proposed, e.g. the variable-forgetting-factor, self-perturbing and extended RLS algorithms. Some other approaches assume an autoregressive (AR) or a polynomial process model for the time-varying target system. Although all these algorithms offer enhancements to some extent and exhibit performance improvement compared to the conventional RLS algorithm in certain applications, most of them have fundamental limitations and drawbacks such as high complexity, requirement of prior knowledge about rate of the variations and/or background noise power and being only suited to track jumped changes in the target system (see, e.g., [3, 4] and references therein).

2. Proposed algorithm

Consider a linear system modelled by

\[ d(n) = \omega^*(n)x(n) + v(n) \]

where \( x(n) \in \mathbb{C}^L \) is the input, \( \omega(n) \in \mathbb{C}^L \) is the unknown system that we wish to estimate, \( d(n) \in \mathbb{C} \) is the noisy system output (reference signal), \( v(n) \in \mathbb{C} \) is the system output noise and \( L \) is the filter order with \( \mathbb{C} \) denoting the set of complex numbers and superscript * the Hermitian (complex-conjugate transpose) operator. The exponentially-weighted RLS algorithm adjusts its coefficients, \( w(n) \), in an attempt to minimize the exponentially-weighted sum of the squared a posteriori errors via the following recursions [1]:

\[
\begin{align*}
    e(n) &= d(n) - w^*(n-1)x(n) \\
    q(n) &= P(n-1)x(n) \\
    g(n) &= \frac{1}{\lambda + x^*(n)q(n)} \\
    k(n) &= g(n)q(n) \\
    P(n) &= \lambda^{-1}(P(n-1) - k(n)q^*(n)) \\
    w(n) &= w(n-1) + k(n)e^*(n).
\end{align*}
\]

When the objective of the adaptive filter is to estimate and track a fast-varying target system, the magnitude of the a posteriori filter output error at each time instant, \( e(n) = d(n) - w^*(n)x(n) \), determines the quality of estimation and tracking. Thus, it is desirable to reduce the magnitude of \( e(n) \) at each iteration as much as practicable.

To achieve this goal, we develop a new modified RLS algorithm by manipulating the coefficient update equation of the conventional RLS algorithm. In view of the conventional RLS algorithm’s poor performance in fast-varying environments, we propose to adjust the RLS filter coefficients by an auxiliary mechanism devised to
minimize the instantaneous a posteriori error in addition to the correction prescribed by the Kalman gain, $k(n)$. In what follows, we describe the algorithm derivation.

In the RLS algorithm, the a priori and the a posteriori errors are related according to

$$ e^*(n) = \frac{1}{1 + \lambda^{-1}x^*(n)P(n-1)x(n)}e^*(n). \quad (1) $$

To improve the tracking performance, we propose to modify (1) to

$$ e^*(n) = \frac{\alpha}{1 + \lambda^{-1}x^*(n)P(n-1)x(n)}e^*(n) \quad (2) $$

where $0 \leq \alpha \leq 1$ is a relaxation parameter providing control over desired reduction in the a posteriori error at each iteration. Subtracting both sides of (2) from $e^*(n)$ and using the definitions of $e(n)$ and $e(n)$, we obtain

$$ x^*(n)(w(n) - w(n-1)) = \frac{1 - \alpha + \lambda^{-1}x^*(n)P(n-1)x(n)}{1 + \lambda^{-1}x^*(n)P(n-1)x(n)}e^*(n). \quad (3) $$

Rewriting (3) as

$$ x^*(n)(w(n) - w(n-1)) = x^*(n)\frac{x(n)}{||x(n)||^2}(1 - \alpha + \lambda^{-1}P(n-1)x(n)) \quad (4) $$

where $||\cdot||$ stands for Euclidean norm, we see that a non-unique solution for $w(n) - w(n-1)$ is given by

$$ w(n) = w(n-1) + \frac{x(n)}{||x(n)||^2}(1 - \alpha + \lambda^{-1}P(n-1)x(n)) \quad (5) $$

It is easy to show that (5) can be written as

$$ w(n) = w(n-1) + \left(\frac{x(n)}{||x(n)||^2} - \alpha g(n) + k(n)\right)e^*(n) \quad (6) $$

which gives a modified coefficient update rule that satisfies the constraint of (2). Setting $\alpha = 0$ results in $e(n) = 0$ (suitable for fast-varying systems) and $\alpha = 1$ reduces (6) to the update equation of the conventional RLS algorithm (suitable for time-invariant systems). Hence, the parameter $\alpha$ should be duly tuned according to the relative speed of the time-variations. Generally, for a wide range of fast variations, we can set $\alpha = 0$. 
The conventional RLS algorithm requires $3L^2 + 4L$ multiplications and $2L^2 + 2L$ additions per iteration. The use of the new coefficient update rule of (6) increases the complexity only by $2L + 2$ multiplications and $2L - 1$ additions per iteration.

3. Simulations

To verify the enhanced tracking capability of the proposed algorithm, its application to estimation and tracking of an extremely fast fading $4 \times 4$ wireless MIMO channel is presented here as an example. All sub-channels independently undergo Rayleigh fading according to the Jakes model [5] with a normalised Doppler frequency of $f_D T_s = 0.02$. The considered MIMO channel estimators were composed of 4 adaptive filters with common input each having $L = 4$ taps $[\mathbf{w}_i(n), \ i = 1, \ldots, 4]$. The input (transmitted signal) was uncoded QPSK and organised in packets each having 160 symbol vectors. A forgetting factor of $\lambda = 0.9$ was used and results were obtained by ensemble-averaging over $10^3$ independent runs. Figs. 1 and 2 compare the channel estimation performance of the proposed algorithm, the RLS algorithm, the extended RLS (ERLS) algorithm [1, p. 514] and the set-membership-based BEACON algorithm [6]. The ERLS algorithm assumes a first-order auto-regressive model for time evolution of the channel coefficients, i.e.,

$$\mathbf{w}_i(n) = \sigma \mathbf{w}_i(n-1) + \sqrt{1 - \sigma^2} \mathbf{v}_i(n), \quad i = 1, \ldots, 4,$$

with

$$\mathbf{v}_i(n) \sim \mathcal{N}(\mathbf{0} \in \mathbb{C}^L, \mathbf{I} \in \mathbb{C}^{L \times L}),$$

and utilises the prior knowledge of the Doppler shift to estimate $\sigma = J_0(2\pi f_D T_s)$, $J_0$ being the zeroth-order Bessel function of the first kind [1, p. 327]. For the BEACON algorithm, the error-norm bound is adjusted to achieve the best performance. The ERLS and BEACON algorithms were chosen for comparison because they have been built on sound and strong theoretical background and their computational complexities are comparable to the proposed algorithm. The ERLS algorithm has particularly been developed for tracking linear time-variant systems in light of the relationship between the RLS algorithm and the Kalman filter [2]. BEACON is an optimally-weighted RLS algorithm based on the context of set-membership filtering and is known to have good tracking properties. Fig. 1 compares the normalised misalignment, i.e.,

$$\frac{\sum_{i=1}^4 \| \mathbf{w}_i(n) - \mathbf{w}_i(n) \|^2}{\sum_{i=1}^4 \| \mathbf{w}_i(n) \|^2},$$

of different channel estimators when energy per bit to noise power spectral density ratio ($E_b/N_0$) is 15 dB. Fig. 2 plots the associated curves of steady-state normalized misalignment, averaged over 60 iterations at steady state, versus $E_b/N_0$. Finally, Fig. 3
compares bit error rate (BER) performance of the MMSE-VBLAST MIMO-detector [7] operating in the above-mentioned MIMO communication system and using the described channel estimators. First 32 symbol vectors were used for training. Afterwards, the estimators were switched to the decision-directed mode.

4. Conclusion

A new algorithm with improved tracking capability was developed by imposing a constraint on the a posteriori error of the conventional RLS algorithm. Simulations confirm that when the proposed algorithm is applied to the adaptive estimation and tracking of fast-varying MIMO channels, it is superior to the conventional RLS, BEACON and the extended RLS algorithms without either incurring a significant increase in complexity or requiring prior knowledge of the exact Doppler shift.
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Fig. 1, Normalized misalignment of different algorithms when SNR = 15 dB.

Fig. 2, Steady-state normalized misalignment versus SNR for different algorithms.
Fig. 3, BER performance of the MMSE-VBLAST MIMO-detector using different channel estimators
Low-Complexity Adaptive Decision-Feedback Equalization of MIMO Channels

Reza Arablouei and Kutluyıl Doğançay

Abstract

A new adaptive MIMO channel equalizer is proposed based on adaptive generalized decision-feedback equalization and ordered-successive interference cancellation. The proposed equalizer comprises equal-length subequalizers, enabling any adaptive filtering algorithm to be employed for coefficient updates. A recently proposed computationally-efficient recursive least-squares algorithm based on dichotomous coordinate descents is utilized to solve the normal equations associated with the adaptation of the new equalizer. Convergence of the proposed algorithm is examined analytically and simulations show that the proposed equalizer is superior to the previously proposed adaptive MIMO channel equalizers by providing both enhanced bit error rate performance and reduced computational complexity. Furthermore, the proposed algorithm exhibits stable numerical behavior and can deliver a trade-off between performance and complexity.

Keywords: MIMO systems; adaptive generalized decision-feedback equalization; ordered-successive interference cancelation; RLS-DCD algorithm; V-BLAST.

1. Introduction

Multiple-input multiple-output (MIMO) communication is a promising technology to achieve higher capacity and performance in the rapidly developing modern wireless telecommunication systems such as WiFi, WiMAX, and LTE [1]. However, the tremendous performance enhancements associated with the MIMO systems come at
the expense of drastically more complex signal processing at the receiver. Therefore, the key to the successful utilization of the MIMO technology is the availability of highly integrated and affordable mobile terminals. This brings about the need to develop new efficient receivers for future communication systems. The most challenging part of a MIMO receiver in terms of complexity is the MIMO channel equalizer/detector. Its task is to separate the spatially multiplexed data streams at the receiver. The MIMO channel equalization is performed via a great variety of methods. Among them, vertical Bell Labs layered space-time (V-BLAST) architecture [2] is the most prominent one. V-BLAST has originally been designed to deal with narrowband (flat-fading) MIMO channels and efficiently cancels inter-(sub)channel interference (ICI) to increase reliability of symbol detection.

It is proved that the receiver processing of the V-BLAST architecture may be viewed as a generalized decision-feedback equalizer (GDFE) applied to a MIMO channel [3]. In view of this fact, an adaptive MIMO channel equalizer based on GDFE has been proposed in [4] that can be considered as an adaptive implementation of the detection method introduced by V-BLAST. This equalizer, depicted in Fig. 1, can be viewed as a concatenation of two parts: a conventional linear MIMO equalizer and an ordered-successive decision-feedback interference canceller (OSIC). The former is a bank of feedforward filters (FFF) that resembles the matched filter of a CDMA multiuser detection receiver [5] and corresponds to the nulling vectors of the V-BLAST detector while the latter successively suppresses interference of the detected substreams from the undetected ones by means of cross-layer decision feedback. Feeding back the decisions enables finer equalization of the received signals, i.e. more accurate inter-substream interference cancelation. This interference cancelation is carried out in an ordered fashion to minimize the possibility of detection error propagation. Because of the special structure of this receiver, subequalizer filters of different layers (which equalize and detect different substreams) and their corresponding input vectors have unequal lengths. More notably, the filter length of the subequalizers can vary in time as the detection order of their corresponding substreams can change at different time instants. This property imposes restrictions upon adaptive filtering algorithms to be used for the adaptation of the equalizer parameters. More specifically, fixed-order adaptive filtering algorithms cannot be employed for this purpose since they are not equipped with any mechanism to handle variable filter orders [6]. In [4], the authors have formulated a set of least squares (LS) problems and derived an elegant set of time-update and order-update recursions to solve the LS problems in an adaptive manner. In their algorithm, substreams of different layers are detected successively in an ordered fashion akin to V-BLAST [2]. Only filter coefficients of the first subequalizer (detecting first substream in accordance with the detection ordering) are updated using the recursive least-squares (RLS) algorithm and the coefficients of the other subequalizers are calculated using the coefficients of the first subequalizer, input signal vector and already-
detected symbols of other layers. This coefficient update process is carried out in conjunction with determining the optimal order of detection based on ranking the least square errors. As a downside, this algorithm comprises several recursive calculations at each iteration. Exacerbated by the inherent vulnerability of the conventional RLS algorithm to numerical instability, it exhibits stability problems when long unsupervised packets of data are intended to be sent. In [7], a Cholesky-factorization-based algorithm is proposed that is mathematically equivalent to the algorithm of [4] but is less prone to numerical instability thanks to its underlying square-root implementation. It is also computationally more efficient than the algorithm of [4].

In this paper, we propose a new adaptive equalizer with ordered-successive decision-feedback interference cancelation for flat-fading MIMO channels. In the new equalizer, all subequalizers have an identical filter length. Consequently, it is possible to use any adaptive filtering algorithm to update the equalizer filter coefficients. To update the filter coefficients of the new equalizer and to determine its optimal detection ordering, we develop a new low-complexity and hardware-efficient algorithm based on the recently-proposed dichotomous coordinate descent-recursive least-squares (RLS-DCD) algorithm [8], in which the dichotomous coordinate descent (DCD) iterations are used to solve the associated normal equations. The proposed algorithm requires no division or square-root operation and does not suffer from numerical instability problems of the algorithm of [4]. We also show that, neither of the algorithms of [4] and [7] are amenable to the appreciable complexity reduction afforded by the RLS-DCD algorithm.

In section 2, we describe the structure and algorithm of the proposed equalizer for a flat-fading MIMO channel. In section 3, we analyze the computational complexity of the new algorithm and compare it with other existing related algorithms. Convergence properties of the new algorithm are studied in section 4. Simulation results are provided in section 5 and conclusions are drawn in section 6.

2. System model and algorithm description

Let us consider a MIMO communication system with $M$ transmitters and $N$ receivers, which operates over a flat-fading and rich-scattering wireless channel. The MIMO channel is modeled by

$$\mathbf{r}(n) = \mathbf{H}(n)\mathbf{s}(n) + \mathbf{u}(n)$$

where

$$\mathbf{s}(n) = [s_1(n), s_2(n), \ldots, s_M(n)]^T$$
is the $M \times 1$ vector of simultaneously-transmitted symbols by $M$ transmitting antennas,
\[
r(n) = [r_1(n), r_2(n), ..., r_N(n)]^T
\]
is the $N \times 1$ vector of received signals, $H(n)$ is the $N \times M$ channel matrix at time index $n$, $u(n)$ represents additive noise and superscript $T$ denotes matrix transpose.

2.1. Equalization and detection

The proposed MIMO channel equalizer is depicted in Fig. 2. It is similar to the equalizer of [4] (Fig. 1) except for one major difference; viz., all subequalizers associated with different layers have the same filter order, i.e. the same number of filter taps. In the proposed equalizer, similar to the equalizer of [4] and other V-BLAST-like detectors, substreams of different layers are equalized and detected successively and in an ordered fashion. Therefore, the new equalizer is constituted of two parts: FFF and OSIC. The FFF is a bank of $M$ finite impulse response (FIR) filters each having $N$ taps with corresponding coefficients denoted by $N \times 1$ vectors $f_j(n)$, $j = 1, 2, ..., M$. The received signal vector, $r(n)$, passes through this filter bank and produces the FFF outputs as
\[
\tilde{d}_j(n) = f_j^*(n)r(n), \quad j = 1, 2, ..., M
\]
where the superscript $*$ denotes complex-conjugate transpose. We call these signals, i.e. $\tilde{d}_j(n)$, soft detections since they can be considered as the transmitted symbols corrupted by noise and residual inter-substream interference when the FFF coefficients have converged to their optimal values. These soft detections then go through the OSIC. The OSIC, as shown in Fig. 2, comprises $M$ hard decision devices and a bank of $M$ FIR filters each having $M - 1$ taps with corresponding coefficients denoted by $(M - 1) \times 1$ vectors $c_j(n)$, $j = 1, 2, ..., M$. Hence, in the proposed equalizer, there is an equal number of coefficients at each decision-feedback interference canceller associated to each substream. The motivation behind the design of this structure was to enable the equalizer to employ fixed-order adaptive filtering algorithms for adaptation of its coefficients. Considering the fact that the procedure of interference cancelation and detection of the substreams is supposed to be carried out sequentially and in an ordered manner, in the new equalizer's OSIC, the soft detections of the undetected substreams are used as filter input. After detection (interference cancelation and passing the decision device), the soft detections are replaced by their corresponding hard decisions. Therefore, assuming that the optimal detection ordering,
\[
o(n) = \{o_1(n), o_2(n), ..., o_M(n)\},
\]
which is a rearranged version of the original substream indexing set \{1,2, ..., M\}, has been determined in the previous iteration, input vector of the filter \( c_{o_i}(n) \) is

\[
d_{o_i}(n) = [\hat{d}_1(n), ..., \hat{d}_{o_i-1}(n), \hat{d}_{o_i+1}(n), ..., \hat{d}_M(n)]^T
\]  

(3)

where

\[
\hat{d}_j(n) = \begin{cases} 
    d_j(n) & \text{if } j\text{th substream is detected before } o_i \text{th substream} \\
    d_j(n) & \text{if } j\text{th substream is detected after } o_i \text{th substream}
\end{cases}, \quad j = 1, ..., o_i - 1, o_i + 1, ..., M
\]

(4)

and \( d_j(n) \) is the detected symbol of the \( j \)th substream. In other words, the OSIC input vector \( d_{o_i}(n) \) for the \( o_i \)th substream is formed by detected symbols of the substreams which come before the \( o_i \)th one in the detection ordering and soft detections of the substreams which come after it. The output of the equalizer is the detected symbols calculated by

\[
d_{a_i}(n) = \begin{cases} 
    \text{decision}(\hat{d}_{a_i}(n)) & \text{in decision-directed mode} \\
    s_{o_i}(n) & \text{in training mode}
\end{cases}, \quad i = 1,2, ..., M
\]

(5)

where

\[
\hat{d}_{a_i}(n) = \hat{d}_{o_i}(n) + c_{o_i}^*(n)d_{o_i}(n)
\]

(6)

and decision(·) is the hard decision function. The use of index \( o_i \) in (5) implies that the equalization and detection process is carried out sequentially and in accordance with \( o(n) \).

2.2. Updating the coefficients

We organize the filter coefficients of the FFF and the OSIC together in the following coefficient vectors

\[
w_j(n) = \begin{bmatrix} f_j(n) \\ c_j(n) \end{bmatrix}, \quad j = 1,2, ..., M.
\]

(7)

Filter input vectors associated with (7) can also be defined as

\[
y_j(n) = \begin{bmatrix} r_j(n) \\ d_j(n) \end{bmatrix}, \quad j = 1,2, ..., M.
\]

(8)

Recalling the equivalence of the V-BLAST architecture and the MIMO-GDFE [3], [4], optimal detection ordering under the minimum mean square error (MMSE) criterion can be found by sorting the following least-squares errors (LSEs):
where \( \lambda \) is a forgetting factor satisfying \( 0 < \lambda \leq 1 \) and the equalizer coefficients \( \mathbf{w}_j(n) \), minimizing \( \mathcal{E}_j(n) \), are the solutions of the following normal equations:

\[
\mathbf{\Phi}_j(n) \mathbf{w}_j(n) = \mathbf{z}_j(n), \quad j = 1, 2, \ldots, M.
\] (10)

Here, \( \mathbf{\Phi}_j(n) \) is the exponentially-weighted input autocorrelation matrix of the \( j \)th subequalizer

\[
\mathbf{\Phi}_j(n) = \sum_{l=1}^{n} \lambda^{n-l} \mathbf{y}_j(l) \mathbf{y}_j^*(l) \] (11)

and \( \mathbf{z}_j(n) \) is the exponentially-weighted cross-correlation vector between input and desired signal of the \( j \)th subequalizer

\[
\mathbf{z}_j(n) = \sum_{l=1}^{n} \lambda^{n-l} \mathbf{y}_j(l) \mathbf{d}_j^*(l).
\] (12)

We can rewrite (11) and (12) as

\[
\mathbf{\Phi}_j(n) = \lambda \mathbf{\Phi}_j(n-1) + \mathbf{y}_j(n) \mathbf{y}_j^*(n)
\] (13)

and

\[
\mathbf{z}_j(n) = \lambda \mathbf{z}_j(n-1) + \mathbf{y}_j(n) \mathbf{d}_j^*(n).
\] (14)

From (3), (4), and (8), we know that the filter input vector of the \( o_i \)th subequalizer, \( \mathbf{y}_{o_i}(n) \), differs from the filter input vector of the \( o_{i-1} \)th subequalizer, \( \mathbf{y}_{o_{i-1}}(n) \), in only one entry. We can exploit this redundancy to reduce the number of operations required to update \( \mathbf{\Phi}_j(n) \) matrices for all subequalizers at each time instant. Therefore, we first update \( \mathbf{\Phi}_{o_1}(n) \) using (13) and then update the other autocorrelation matrices successively while avoiding update of their common entries. More specifically, to update \( \mathbf{\Phi}_{o_i}(n) \) for \( i = 2, \ldots, M \), we update only one vector:

\[
\mathbf{\Phi}_{o_i}^{(k)}(n) = \lambda \mathbf{\Phi}_{o_i}^{(k)}(n-1) + \mathbf{y}_{o_i}(n) \mathbf{d}_{o_i-1}^*(n), \quad i = 2, \ldots, M
\] (15)

where \( \mathbf{\Phi}_{o_i}^{(k)}(n) \) is the \( k \)th column of \( \mathbf{\Phi}_{o_i}(n) \) and

\[
\kappa = \begin{cases} 
N + o_{i-1} & \text{if } o_i > o_{i-1} \\
N + o_{i-1} - 1 & \text{if } o_i < o_{i-1}
\end{cases}, \quad i = 2, \ldots, M.
\] (16)
In order to update $\Phi_{o_i}(n)$, we enlarge $\Phi_{o_{i-1}}(n)$ by inserting $\Phi^{(k)}_{o_i}(n)$ as the $(N + o_{i-1})$th column and $\Phi^{(k)*}_{o_i}(n)$ as the $(N + o_{i-1})$th row. Then, we shrink the enlarged matrix by dropping the $(N + o_i)$th column and row. To reduce the computational burden further, similar to [8], we choose the forgetting factor as $\lambda = 1 - 2^{-s}$ where $s$ is a positive integer. Consequently, multiplications by $\lambda$ can be replaced by bit-shifts and additions. In addition, knowing that $\Phi_{o_i}(n)$ is symmetric, we only compute the upper triangular part of the matrix.

In order to solve the normal equations of (10) in a computationally efficient way, we employ the exponentially-weighted RLS algorithm proposed in [8], which utilizes the dichotomous coordinate descent (DCD) iterations [9]. This algorithm, called RLS-DCD, uses no division or square-root operation and requires much less number of multiplications compared to the conventional (matrix-inversion-lemma-based) or square-root (QR-decomposition-based) RLS algorithms. The DCD algorithm that iteratively solves the associated normal equations in the RLS-DCD algorithm, falls into the class of shift-and-add algorithms and is a multiplicationless method dominated by additions. Nevertheless, it yields an approximate solution and its accuracy depends on the number of exercised iterations. However, it is shown in [8] that performance of the RLS-DCD algorithm can be made arbitrarily close to that of the conventional RLS algorithm by increasing the number of iterations and the resolution of the step size. Let us define the residual vectors as

$$\rho_j(n) = z_j(n) - \Phi_j(n)w_j(n), \quad j \in o(n) \quad (17)$$

and the auxiliary vectors as

$$\beta_j(n) = \lambda \rho_j(n - 1) - y_j(n)e_j^*(n), \quad j \in o(n) \quad (18)$$

where $e_j(n)$ is the a priori filter output error of the $j$th subequalizer

$$e_j(n) = d_j(n) - w_j^*(n - 1)y_j(n)$$

$$= d_j(n) - \bar{d}_j(n). \quad (19)$$

As shown in [8], the solution of

$$\Phi_j(n)\Delta w_j(n) = \beta_j(n), \quad j \in o(n) \quad (20)$$

using the DCD iterations provides both coefficient update vectors, $\Delta w_j(n)$, and residual vectors, $\rho_j(n)$. Having calculated $\Delta w_j(n)$, the coefficient vectors are updated via

$$w_j(n) = w_j(n - 1) + \Delta w_j(n), \quad j \in o(n). \quad (21)$$
2.3. Ordering update

Similar to the equalizers of [4] and [7], the proposed equalizer corresponds to the V-BLAST with the MMSE criterion [3] when the optimal detection order is found by sorting the LSEs in (9) and the equalizer filter coefficients are given as the solutions of the normal equations in (10). In fact, the proposed equalizer can be viewed as an adaptive implementation of the V-BLAST detector. Therefore, as shown in [3] and [4], sorting the LSEs in (9) corresponds to sorting the signal-to-noise ratios in the V-BLAST. Hence, ordering of the layers for detection at time instant \( n + 1 \) is found by

\[
O(n + 1) = \text{sort}\{E_j(n), j = 1,2, ..., M\}
\]  

(22)

where the function \( \text{sort}\{a\} \) sorts the elements of the set \( a \) in ascending order and returns indices of the sorted set. We can compute the LSEs recursively via

\[
E_j(n) = \lambda E_j(n - 1) + |e_j(n)|^2, \quad j = 1,2, ..., M
\]  

(23)

where \( e_j(n) \) is the \( a \text{ posteriori} \) filter output error of the \( j \)th subequalizer

\[
e_j(n) = d_j(n) - w_j^*(n)y_j(n), \quad j = 1,2, ..., M.
\]  

(24)

However, we may consider the \( a \text{ priori} \) error as a tentative value of the \( a \text{ posteriori} \) error before updating the coefficients [18]. Hence, in order to reduce complexity of the detection ordering, we use LSEs based on the \( a \text{ priori} \) errors rather than the \( a \text{ posteriori} \) errors, i.e. \( \hat{E}_j(n) \) instead of \( E_j(n) \) in (22) with

\[
\hat{E}_j(n) = \lambda \hat{E}_j(n - 1) + |\hat{e}_j(n)|^2, \quad j = 1,2, ..., M.
\]  

(25)

Extensive simulation experiments confirmed that this change does not affect the equalization performance significantly.

The proposed algorithm is summarized in Table 1 including the number of required complex arithmetic operations by each step at each iteration assuming \( M = N \). The DCD algorithm with a leading element for solving a complex-valued linear system of equations [10] is also presented in Table 2. In the algorithm of Table 2, the variable \( \zeta \) indicates which component is being processed, i.e. \( \zeta = 1 \) for real and \( \zeta = \sqrt{-1} \) for imaginary component. Moreover, \( \rho^p_j(n) \) and \( \Delta w^p_j(n) \) are the \( p \)th elements of the vectors \( \rho_j(n) \) and \( \Delta w_j(n) \) respectively, \( \Phi^{pp}_j(n) \) is the \((p,p)\)th entry of the matrix \( \Phi_j(n) \) and \( \text{sgn}() \) stands for the signum function.

The DCD algorithm utilizes three user-defined parameters, namely \( N_u, M_b \), and \( H \), that control its accuracy and complexity. In fact, the first two establish a trade-off between complexity and performance for the RLS-DCD algorithm. The integer parameter \( N_u \) represents the number of iterative updates performed at each run of the algorithm. In
other words, $N_u$ determines the maximum number of filter coefficients that can be updated at each time instant. Hence, in general, adaptive filtering based on the DCD algorithm implements a form of selective partial updates [11]. It is known that by selective partial updating, one can trade performance for complexity [12]. In the DCD algorithm, the step-size $\alpha$ can accept one of $M_b$ predefined values corresponding to representation of the elements of the vector $\Delta \mathbf{w}(n)$ as fixed-point words with $M_b$ bits within an amplitude range of $[-H, H]$. 

3. Computational complexity

Considering the case of equal number of transmitter and receiver antennas, $M = N$, the proposed algorithm requires $8N^2 - 5N + 1$ complex multiplications, $(16 + 4N_u)N^2 + (M_b - 3N_u - 25)N/2 + 3$ complex additions, and no division or square-root operations. The computational complexity of the proposed algorithm, the V-BLAST algorithm, and the algorithms of [4] and [7] is presented in Table 3. For the V-BLAST algorithm, we consider the fast V-BLAST algorithm proposed in [13] with channel estimation and tracking using the RLS algorithm. It is seen that the computational complexity of the proposed algorithm is $O(N^2)$ while the complexity of other algorithms is $O(N^3)$. We should note that neither the algorithm of [7] nor the order-update recursions of the algorithm of [4] can utilize the RLS-DCD algorithm to benefit from its computational efficiency. This is because of their unequal subequalizer filter lengths. However, for the time-update part of the algorithm of [4] and the channel tracking for the V-BLAST algorithm, the RLS-DCD algorithm can be employed. Replacing the conventional RLS recursions in these algorithms with the RLS-DCD recursions reduces the number of required complex multiplications by $(5N^2 - 3N)/4$ and increases the number of required complex additions by $(2N_u + 3/2)N^2 + (N_u + M_b + 1)N/2$.

The number of required complex multiplications by different algorithms versus the number of transmitter/receiver antennas is shown in Fig. 3. The percentage of the saved multiplications by the new algorithm with respect to the algorithms of [4] and [7] is also shown in Fig. 3. As an example for fixed-point implementation, using the unit-gate area model of [14], a 16-bit carry-lookahead adder requires 204 gates [15] while a 16-bit array multiplier requires 2,336 gates [16]. Using these numbers, the total number of required gates by different algorithms is shown in Fig. 4 for different numbers of transmitter/receiver antennas and considering $M_b = 12$ and

$$
N_u = \begin{cases} 
N & \text{if } N < 4 \\
4 & \text{if } N \geq 4
\end{cases}
$$

---

2 Complexity of the algorithms of [4] and [7] is from [7].
This figure also shows the percentage of the saved gates by the new algorithm with respect to the algorithms of [4] and [7]. For simplicity, we assume that a division or square-root operation has the same complexity as a multiplication operation.

The presented comparisons demonstrate that using the new algorithm, a significant saving in complexity is possible, in particular, when the number of transmitter/receiver antennas is relatively large. Moreover, the new algorithm does not require any division or square-root operation, while these operations can add to the complications of implementing the algorithms of [4] and [7] on hardware. Another important observation is that utilizing the RLS-DCD algorithm in the time-update recursions of the algorithm of [4] and channel estimation for the V-BLAST algorithm does not yield a substantial complexity reduction. This verifies that the computational efficiency of the new algorithm is mainly attributable to the proposed equalizer’s special structure, which enables it to carry out the coefficient updates and especially the detection ordering with less effort compared to the algorithms of [4] and [7]. Capability of incorporating any adaptive filtering algorithm is another advantage of the proposed equalizer, which contributes to its complexity reduction and capacity of trading off performance for complexity.

4. Convergence analysis

4.1. Theory

We examine convergence of the proposed algorithm during the training mode for a time-invariant channel using the conventional RLS algorithm for coefficient updates. Since it is too complicated to prove the convergence directly, we adopt an indirect approach based on the observation that for a time-invariant channel the optimal detection order is fixed at all time instants. For convenience and without loss of generality, we assume that the optimal ordering is \( o^o = \{1, 2, ..., M\} \). For the analysis, we assume that

- The entries of the noise vector, \( \mathbf{u}(n) \), are independent and identically distributed (i.i.d.) complex Gaussian with zero mean and variance of \( \sigma_u^2 \).
- The transmitted symbol vector \( \mathbf{s}(n) \) satisfies \( E[\mathbf{s}(n)\mathbf{s}^*(n)] = P_t \mathbf{I}_M \), where \( \mathbf{I}_M \) is the \( M \times M \) identity matrix and \( P_t \) is the transmitted power of each layer.

The optimal weight vector for the \( i \)th subequalizer, \( \mathbf{w}_i = [\mathbf{f}_i^T, \mathbf{c}_i^T]^T \), is constant over a fixed channel and calculated by solving the following linear system of equations:

\[
\mathbf{R}_i \mathbf{w}_i = \mathbf{p}_i \tag{26}
\]

where \( \mathbf{R}_i \) is the input autocorrelation matrix for the \( i \)th subequalizer given by
\[
\mathbf{R}_i = E[\mathbf{y}(n)\mathbf{y}^*(n)]
\]

\[
= E \begin{bmatrix}
\mathbf{r}(n) & \mathbf{r}(n) \\
d_1(n) & d_1(n) \\
\vdots & \vdots \\
d_{i-1}(n) & d_{i-1}(n) \\
\mathbf{f}_{i+1}^*\mathbf{r}(n) & \mathbf{f}_{i+1}^*\mathbf{r}(n) \\
\vdots & \vdots \\
\mathbf{f}_M^*\mathbf{r}(n) & \mathbf{f}_M^*\mathbf{r}(n)
\end{bmatrix}
\]

\[
= P_t \begin{bmatrix}
\mathbf{A} & \mathbf{H}_i & \mathbf{AF}_i \\
\mathbf{H}_i^* & \mathbf{I}_{i-1} & \mathbf{H}_i^*\mathbf{F}_i \\
\mathbf{F}_i^*\mathbf{A} & \mathbf{F}_i^*\mathbf{H}_i & \mathbf{F}_i^*\mathbf{AF}_i
\end{bmatrix}
\]

and \(\mathbf{p}_i\) is the cross-correlation vector between the input and the desired signal of the \(i\)th subequalizer

\[
\mathbf{p}_i = P_t \begin{bmatrix}
\mathbf{I}_N \\
\mathbf{0}_{i-1} \\
\mathbf{F}_i^*
\end{bmatrix} \mathbf{h}_i.
\]

Here,

\[
\mathbf{A} = \mathbf{H}\mathbf{H}^* + \frac{\sigma_y^2}{P_t}\mathbf{I}_N,
\]

\[
\mathbf{F}_i = [\mathbf{f}_{i+1}, \mathbf{f}_{i+2}, \ldots, \mathbf{f}_M],
\]

and

\[
\mathbf{H}_i = [\mathbf{h}_1, \mathbf{h}_2, \ldots, \mathbf{h}_{i-1}]
\]

where \(\mathbf{h}_i\) is the \(i\)th column of the channel matrix \(\mathbf{H}\).

Since the soft detections are inner product of the received signal vector and the FFF coefficients, due to the use of them in the OSIC part of the proposed equalizer, the system of (26) is under-determined for \(i \neq M\). This can make the autocorrelation matrix \(\mathbf{R}_i\) rank-deficient and the solution for \(\mathbf{w}_i\) non-unique. Therefore, to find the minimum-Euclidean-norm solution for \(\mathbf{w}_i\), we use the regularized inverse matrix [17]

\[
\mathbf{R}_i^\dagger = (\mathbf{R}_i^*\mathbf{R}_i + \gamma \mathbf{I}_{N+M-1})^{-1}\mathbf{R}_i^*
\]

and compute the optimal filter coefficients via

\[
\mathbf{w}_i = \mathbf{R}_i^\dagger\mathbf{p}_i.
\]

The regularization parameter \(\gamma\) in (32) is a small positive number. Note that in the proposed algorithm, initialization of the autocorrelation matrixes to \(\Phi_i(0) = \delta \mathbf{I}_{N+M-1}\) acts as regularization.
The estimation error of the $i$th ideal subequalizer is defined by
\[ e_i^0(n) = d_i(n) - w_i^*y_i(n). \]  
(34)

Similar to [4], we assume that $e_i^0(n)$ is white with a zero mean and variance of $\sigma_i^2$, which is computed as
\[ \sigma_i^2 = E[(d_i(n) - w_i^*y_i(n))^2] = P_t - p_i^*w_i. \]  
(35)

Adopting the analysis of [18], we can show that for $\lambda = 1$, mean-squared deviation (MSD), which is defined as mean-squared norm of the weight-error vector, can be written as
\[ E[v_i^*(n)v_i(n)] = \sigma_i^2 \text{tr}[E[\Phi_i^{-1}(n)]] \]
\[ \cong \sigma_i^2 \frac{\text{tr}[R_i^*]}{n-N-M}, \quad n > N + M \]  
(36)

where $v_i(n) = w_i(n) - w_i$ is the weight-error vector and $\text{tr}[\cdot]$ denotes trace of a matrix. Mean-squared error (MSE) is also calculated via
\[ E[|e_i(n)|^2] = E[(d_i(n) - w_i^*(n-1)y_i(n))^2] \]
\[ \cong \sigma_i^2 + (N + M - 1) \frac{\sigma_i^2}{n-N-M}, \quad n > N + M. \]  
(37)

In the following, the theoretical results of (36) and (37) are compared with the corresponding experimental results.

4.2. Comparison with experiment

A MIMO communication system with four transmitter and four receiver antennas was considered. The transmitted signal vectors were spatially-orthogonal Walsh sequences of length 120 in BPSK modulation. The fixed channel matrix was composed by independent complex Gaussian entries with zero mean and unit power. The entries of the noise vector were also i.i.d. complex Gaussian with zero mean. Forgetting factor was $\lambda = 1$ and energy per bit to noise power spectral density ratio was $E_b/N_0 = 15$ dB. The theoretical results for MSE and MSD are compared with the empirical ones (ensemble-averaged over $10^4$ independent runs) in Figs. 5 and 6, respectively. There is a good agreement between the theoretical and empirical results in both figures. These results corroborate that the proposed algorithm behaves as a set of parallel RLS algorithms and converges to the optimal detection ordering as well as the optimal filter coefficients.
5. Simulation studies

In this section, we provide simulation results to assess performance of the new algorithm. A MIMO communication system with \( M \) transmitter and \( N \) receiver antennas is considered. Sub-channels between all transmitter and receiver pairs are independent Rayleigh fading channels and vary in time based on Jakes model \([19]\) with a normalized Doppler frequency \( f_d T_s = 6 \times 10^{-4} \) where \( f_d \) is the maximum Doppler frequency shift and \( T_s \) is the transmission symbol period. The transmitted signal is uncoded and modulated using QPSK scheme. It is grouped in packets of data each containing \( L_d \) vectors of transmitted symbols while \( L_t \) vectors are used for training. A forgetting factor of \( \lambda = 1 - 2^{-7} \approx 0.9922 \) was also used regarding the assumed normalized Doppler frequency. The results were obtained by ensemble-averaging over \( 10^3 \) independent runs and over all the layers.

In Fig. 7, we compare bit error rate (BER) performance of the new equalizer when using the conventional RLS algorithm and the RLS-DCD algorithm with different numbers of DCD iterations at each time instant \( (N_u) \). We observe that for \( N_u = 4 \), the RLS-DCD algorithm performs almost the same as the conventional RLS algorithm. The results of Fig. 7 were obtained for a \( 4 \times 4 \) MIMO system but experiments with larger number of antennas also showed that \( N_u = 4 \) is a good choice for a wide range of practical antenna numbers. Through numerous experiments, we also discovered that increasing \( M_b \) to more than 12 does not improve the performance noticeably. Therefore, in the simulations presented here, we chose \( M_b = 12 \).

Next, we explored the efficiency of the new algorithm in converging to the optimal detection ordering. Fig. 8 shows mean ordering difference (MOD) of the new algorithm, algorithm of \([7]\), and the V-BLAST with RLS channel tracking for the experiment of Fig. 7. The ordering difference is evaluated with respect to the ordering of the V-BLAST algorithm with known channel, i.e. \( \sigma(n) = \{o_1^v(n), o_2^v(n), \ldots, o_M^v(n)\} \), via

\[
\text{MOD}(n) = E \left[ \sum_{i=1}^{M} \pi_i(n) \right]
\]

where

\[
\pi_i(n) = \begin{cases} 
1 & \text{if } o_i(n) \neq o_i^v(n) \\
0 & \text{if } o_i(n) = o_i^v(n).
\end{cases}
\]

The new algorithm converges slightly faster but to the same level of steady-state MOD as the algorithm of \([7]\). We should note that in view of the mathematical equivalence of the algorithms of \([4]\) and \([7]\), here we only simulate the algorithm of \([7]\) since it is computationally more efficient than the algorithm of \([4]\)
In Figs. 9 and 10, BER performance of the new algorithm is compared with the algorithm of [7], linear RLS equalizer (without decision-feedback interference cancellation), V-BLAST with known channel, and V-BLAST with and without channel tracking. The results of Fig. 9 were obtained for a $4 \times 4$ MIMO system and the results of Fig. 10 for an $8 \times 8$ MIMO system. In V-BLAST with channel tracking, an RLS adaptive filter is utilized to identify and track the channel. The noise power is also estimated recursively using the \textit{a posteriori} error vector of this filter

$$
\hat{\sigma}_u^2(n) = \lambda \hat{\sigma}_u^2(n - 1) + \frac{(1 - \lambda)}{N} \| \mathbf{r}(n) - \hat{\mathbf{H}}(n)\mathbf{d}(n) \|^2
$$

where $\hat{\mathbf{H}}(n)$ is the estimated channel matrix. In the V-BLAST without channel tracking, the channel and the noise power are estimated during the training mode and kept fixed during the decision-directed mode. From Figs. 9 and 10, we observe that there is an error floor at high values of $E_b/N_0$ for each equalizer that in fact determines the performance at high $E_b/N_0$ values. The emergence of the error floor can be attributed to the well-known error propagation phenomenon inevitably caused by occasional erroneous decisions and their destructive effect on the subsequent decisions.

The BER performance of the new algorithm is compared with the other algorithms in Fig. 11 for a fixed $E_b/N_0 = 15$ dB and different values of the normalized Doppler shift. The forgetting factor was duly adjusted according to the corresponding Doppler shift.

Finally, in order to evaluate numerical stability of the new algorithm, a set of simulations was carried out for a very long sequence of transmitted symbol vectors, i.e. $L_d = 10^4$. No instability problem was observed during the experiments.

6. Conclusion

In order to efficiently equalize time-varying MIMO channels, a new adaptive MIMO decision-feedback equalizer was developed. The new equalizer performs ordered-successive interference cancellation by feeding the decisions of already-detected substreams to the subequalizers of other layers. The proposed receiver structure assumes identical filter orders for the subequalizers of all layers. This results in a more tractable equalization problem than that of the previously-proposed variable-order ones and enables the use of any adaptive filtering algorithm for the corresponding filter coefficient updates. For the decision-feedback interference cancelation, undetected hard decision of any substream is substituted by its soft detection. The coefficients of the proposed equalizer are updated using an approach based on the RLS-DCD algorithm. The new algorithm enjoys superior BER performance as well as appreciably reduced complexity in comparison with the previous ones. It can provide a trade-off between complexity and performance and
has a stable numerical behavior. The new algorithm can also be easily extended to equalize frequency-selective fading MIMO channels.
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Fig. 1, Block diagram of the equalizer of [4].

Fig. 2, Block diagram of the proposed equalizer.
Fig. 3, Complexity comparison of different algorithms in terms of number of required multiplications.

Fig. 4, Complexity comparison of different algorithms in terms of number of required gates.
Fig. 5, Theoretical and experimental mean-squared error of the proposed equalizer for $M = 4, N = 4, \lambda = 1$ and $E_b/N_0 = 15$ dB.

Fig. 6, Theoretical and experimental mean-squared deviation of the proposed equalizer for $M = 4, N = 4, \lambda = 1$ and $E_b/N_0 = 15$ dB.
Fig. 7, Bit error rate performance of the new equalizer using conventional RLS and RLS-DCD algorithms for $M = 4$, $N = 4$, $L_d = 175$, $L_t = 35$, $\lambda = 0.9922$, $M_b = 12$, $H = 2$, $f_d T_s = 6 \times 10^{-4}$.

Fig. 8, Mean ordering error of different algorithms for $M = 4$, $N = 4$, $L_d = 175$, $L_t = 35$, $\lambda = 0.9922$, $M_b = 12$, $N_u = 4$, $H = 2$, $f_d T_s = 6 \times 10^{-4}$, $E_b/N_0 = 12$ dB.
Fig. 9, Bit error rate performance of different algorithms for $M = 4, N = 4, L_d = 175, L_t = 35, \lambda = 0.9922, M_b = 12, N_u = 4, H = 2, f_B T_s = 6 \times 10^{-4}$.

Fig. 10, Bit error rate performance of different algorithms for $M = 8, N = 8, L_d = 260, L_t = 52, \lambda = 0.9922, M_b = 12, N_u = 4, H = 2, f_B T_s = 6 \times 10^{-4}$.
Fig. 11, Bit error rate performance of different algorithms for different normalized Doppler frequencies and $M = 5$, $N = 5$, $L_d = 190$, $L_t = 38$, $\lambda = 0.9995$ to 0.9688, $M_b = 12$, $N_u = 4$, $H = 2$, $E_b/N_0 = 15$ dB.
Table 1. The proposed algorithm and required complex arithmetic operations by each step at each iteration when $M = N$.

**Initialization**

- $o(1) = \{1, 2, \ldots, M\}$
- for $j = 1, 2, \ldots, M$
  - $w_j(0) = 0$ (where 0 is the zero vector)
  - $\rho_j(0) = 0$
  - $\Phi_j(0) = \delta I_{N+M-1}$ (where $\delta$ is a small positive number)
  - $E_j(0) = 0$
- required complex operations

**At time instant $n = 1, 2, \ldots, L_d$**

- for $j = 1, 2, \ldots, M$
  - $d_j(n) = f_j^*(n)r(n)$  \(\times\)  \(\times\)  \(\times\)  \(\times\)
  - $N^2$  \(N^2 - N\)

- for $i = 1, 2, \ldots, M$
  - find $d_{o_i}(n)$ using (3) and (4), then form $y_{o_i}(n)$ as in (8)
  - $d_{o_i}(n) = \tilde{d}_{o_i}(n) + c_{o_i}(n)d_{o_i}(n)$  \(\times\)  \(\times\)  \(\times\)  \(\times\)
    - \(N^2 - N\)  \(N^2 - N\)
  - $d_{o_i}(n) = \begin{cases} \text{decision}(\tilde{d}_{o_i}(n)) & \text{if } n \leq L_t \\ s_{o_i}(n) & \text{if } n > L_t \end{cases}$
  - $e_{o_i}(n) = d_{o_i}(n) - \tilde{d}_{o_i}(n)$  \(\times\)  \(\times\)  \(\times\)  \(\times\)
    - \(0\)  \(N\)
  - $\tilde{E}_{o_i}(n) = \lambda \tilde{E}_{o_i}(n-1) + |e_{o_i}(n)|^2$  \(\times\)  \(\times\)  \(\times\)  \(\times\)
    - \(N\)  \(N\)
  - $\beta_{o_i}(n) = \lambda p_{o_i}(n-1) - y_{o_i}(n)e_{o_i}^*(n)$  \(\times\)  \(\times\)  \(\times\)  \(\times\)
    - \(2N^2 - N\)  \(4N^2 - 2N\)

- update $\Phi_{o_i}(n)$ using (13) if $i = 1$ and using (15) otherwise \(4N^2 - 4N + 1\) \(8N^2 - \frac{19}{2}N + 3\)

- solve $\Phi_{o_i}(n)\Delta\omega_{o_i}(n) = \beta_{o_i}(n)$ and obtain $\Delta\omega_{o_i}(n)$ and $\rho_{o_i}(n)$  \(\times\)  \(\times\)  \(\times\)  \(\times\)
  - \(0\)  \(4N^2 N_u - \frac{3}{2}NN_u + \frac{1}{2}NM_{b}\)
  - $w_{o_i}(n) = w_{o_i}(n-1) + \Delta\omega_{o_i}(n)$  \(\times\)  \(\times\)  \(\times\)  \(\times\)
    - \(0\)  \(2N^2 - N\)
  - $o(n + 1) = \text{sort}\{\tilde{E}_j(n), j = 1, 2, \ldots, M\}$

---
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Table 2, The DCD algorithm with a leading element for a complex-valued linear system of equations [10].

<table>
<thead>
<tr>
<th>Initialization</th>
<th>$m = 1, \alpha = \frac{H}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>for $j = 1, 2, \ldots, M$</td>
<td>$\Delta w_j(n) = 0$</td>
</tr>
<tr>
<td>$\rho_j(n) = \mathbf{b}_j(n)$</td>
<td></td>
</tr>
</tbody>
</table>

For $k = 1, 2, \ldots, N_u$

$[p, \varsigma] = \arg \max_{l=1, \ldots, N+M-1} \left\{ |\Re(\rho_j^p(n))|, |\Im(\rho_j^p(n))| \right\}$

if $\varsigma = 1$, then $\rho_{tmp} = \Re(\rho_j^p(n))$, else $\rho_{tmp} = \Im(\rho_j^p(n))$

while $|\rho_{tmp}| \leq \frac{\alpha}{2} \Phi_j^{p,p}(n)$ and $m \leq M_b$

$m = m + 1, \alpha = \frac{\alpha}{2}$

if $m > M_b$

algorithm stops

$\Delta w_j^p(n) = \Delta w_j^p(n) + \text{sgn}(\rho_{tmp}) \varsigma \alpha$

$\rho_j(n) = \rho_j(n) - \text{sgn}(\rho_{tmp}) \varsigma \alpha \Phi_j^{p}(n)$

Table 3, Number of required complex and real arithmetic operations by different algorithms at each iteration when $M = N$.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complex</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\times$</td>
<td>$+$</td>
</tr>
<tr>
<td>V-BLAST with channel tracking</td>
<td>$\frac{11}{3}N^3 + \frac{33}{4}N^2 + \frac{19}{12}N$</td>
<td>$3N^3 + 5N^2 - \frac{3}{2}N$</td>
</tr>
<tr>
<td>Algorithm of [4]</td>
<td>$2N^3 + \frac{19}{2}N^2$</td>
<td>$\frac{4}{3}N^3 + 4N^2$</td>
</tr>
<tr>
<td>Algorithm of [7]</td>
<td>$\frac{2}{3}N^3 + \frac{25}{2}N^2$</td>
<td>$\frac{2}{3}N^3 + \frac{11}{2}N^2$</td>
</tr>
<tr>
<td>New algorithm</td>
<td>$8N^2 - 5N$</td>
<td>$(16 + 4N_u)N^2$</td>
</tr>
</tbody>
</table>
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MIMO-DFE coupled with V-BLAST for adaptive equalization of wideband MIMO channels

Reza Arablouei, Kutluyıl Doğançay, and Sylvie Perreau

Abstract

A new adaptive equalizer is proposed by combining a MIMO-DFE and a V-BLAST detector for frequency-selective fading MIMO channels. The MIMO-DFE cancels ISI while the V-BLAST detector cancels ICI and detects the transmitted symbols. The wideband channel concatenated with the MIMO-DFE is considered as a virtual flat-fading channel. Estimation and tracking of this virtual channel, which is used by the V-BLAST detector, is realized by means of an adaptive filter. Simulation results show that the new equalizer outperforms a previously-proposed adaptive wideband MIMO channel equalizer while requiring a lower computational complexity.

1. Introduction

In recent decades, there has been a growing interest in multiple-input multiple-output (MIMO) communication systems. Recent information-theoretical findings corroborate that employing multiple transmit/receive antennas can increase capacity of the wireless communication systems dramatically, growing linearly with the minimum of the number of antennas used at the transmitter and the receiver [1]. To exploit this tremendous spectral efficiency, complicated receiver structures are required. Among them, vertical Bell Labs layered space-time (V-BLAST) architecture [2] is the most famous one, which has been designed to deal with flat-fading channels. It efficiently cancels inter-(sub)channel interference (ICI) to increase reliability of symbol detection. However, increased transmission rates require shorter symbol periods and thus
intersymbol interference (ISI) arises. Therefore, an equalizer for a wideband wireless communication system operating in a frequency-selective MIMO channel should be able to counter both ICI and ISI. One way to eliminate ISI is to employ MIMO orthogonal frequency-division multiplexing (OFDM) systems [3]. Using MIMO-OFDM, a frequency-selective fading channel is effectively converted to several flat-fading channels. Despite this advantage, OFDM has some drawbacks such as implementation difficulties due to high peak-to-average power ratio, identifiability of spectral nulls, and sensitivity to carrier synchronization [4]. Although, the industry has adopted MIMO-OFDM in many recent standards, the abovementioned complications make single-carrier MIMO communication systems still attractive for certain applications like uplink in 3G LTE where single-carrier frequency-division multiple-access (SC-FDMA) is used. SC-FDMA is used in view of the fact that its peak-to-average power ratio is small and more constant power enables high RF power amplifier efficiency in the mobile handsets, an important factor for battery-powered equipment [5].

Most MIMO channel equalization methods reported in the literature require perfect knowledge of the channel. They obtain this knowledge through a separate channel estimation process in the receiver. The process is performed using the information acquired during periodic training sessions in which a training sequence known to the receiver is transmitted [6], [7]. It is proven that in order to achieve the best spectral efficiency training sequences should optimally take up as much as half of the whole transmitted data [6]. Channel-estimation-based equalizers usually assume that the channel is static during transmission of a burst (packet, frame, or block). However, this assumption does not hold when long bursts of data are transmitted through time-varying channels. As an example, it is shown in [10] that for a typical slow-fading channel and an interval of 8000 symbols, channel taps may change significantly, i.e. 75% amplitude variation and $7\pi/8$ phase rotation. Therefore, the use of adaptive receiver structures, which can adapt to channel variations without requiring excessively frequent channel estimations, is imperative. Adaptive equalizers do not need any explicit channel estimation and are inherently capable of tracking channel variations. In addition, they usually require less training and impose less computational complexity compared to other equalization schemes.

There are a limited number of papers in the literature on adaptive equalization of the frequency-selective fading MIMO channels. In [8], an adaptive MIMO-DFE based on the recursive least-squares (RLS) algorithm is proposed which equalizes the received signals by canceling ISI of all the layers. In [9], an adaptive equalizer for wideband fading MIMO channels is developed which in fact enhances the equalizer of [8] by canceling interference of the detected symbols of other layers, i.e. ICI, from ISI-cancelled received signals. In [9], the ICI cancelation is carried out successively and in an ordered fashion resembling ordered-successive interference cancelation (OSIC) of V-BLAST [2].
In this paper, we propose a new equalizer that couples the MIMO-DFE of [8] with a V-BLAST detector to suppress both ISI and ICI. We show that the new equalizer is superior to the equalizer of [9] in terms of bit-error-rate (BER) performance whilst enjoying an appreciably reduced computational burden. Exploiting the low-complexity implementation of V-BLAST in [11] further contributes to mitigating the complexity.

Section 2 describes the signal and system model and section 3 explains the proposed equalizer. Section 4 analyzes complexity of the new equalizer and compares it with those of other equalizers. Section 5 provides simulation results and section 6 concludes the paper.

2. Signal and system model

Let us consider a MIMO communication system with $M$ transmitters and $N$ receivers. The system operates over a frequency-selective and time-varying wireless channel and can be described via a discrete-time complex baseband model as

$$
\mathbf{r}(n) = \sum_{l=0}^{L-1} \mathbf{H}(n,l) \mathbf{s}(n-l) + \mathbf{u}(n)
$$

where

$$
\mathbf{s}(n) = \frac{1}{\sqrt{M}} [s_1(n), s_2(n), \ldots, s_M(n)]^T
$$

is the $M \times 1$ vector of symbols simultaneously transmitted by $M$ transmitting antennas,

$$
\mathbf{r}(n) = [r_1(n), r_2(n), \ldots, r_N(n)]^T
$$

is the $N \times 1$ vector of received signals, $\mathbf{H}(n,l)$ is the $N \times M$ channel impulse response coefficient matrix with lag $l$ at time index $n$, $\mathbf{u}(n)$ represents $N \times 1$ vector of additive white Gaussian noise and $(\cdot)^T$ denotes matrix transposition. The channel is independent of the noise and its time dispersion, $L$, is assumed the same for all subchannels associated with all transmitter-receiver antenna pairs.

3. Algorithm description

The proposed MIMO channel equalizer is depicted in Fig. 1. It combines an adaptive MIMO-DFE with a V-BLAST detector. The MIMO-DFE suppresses intersymbol interference (ISI) and the V-BLAST detector counters inter-subchannel (inter-substream) interference (ICI).

The basic idea of the proposed equalizer was inspired by the work of [12] where it is shown that globally optimum joint ISI/ICI suppression can be achieved by carrying out ISI and ICI cancelation in separate concatenated stages. Nonetheless, the nature of the proposed equalizer is totally different from the equalizer of [12], which assumes perfect
knowledge of the frequency-selective channel, \( H(n,l)_{l=0,...,L-1} \), from the channel estimator in a prior stage. In contrast, the adaptive MIMO-DFE of the proposed equalizer does not require any explicit information about the channel impulse response. On the other hand, a V-BLAST detector normally requires an estimated channel matrix to cancel ICI from the received signals and to detect the transmitted symbols in an ordered-successive manner. Therefore, assuming acceptable ISI suppression by the MIMO-DFE, we consider the combination of the original frequency-selective channel and the MIMO-DFE as a virtual flat-fading channel, \( \mathcal{H}(n) \). Hence, the system model of Fig. 1 can be simplified to the model of Fig. 2 with shortened channel. This virtual channel can be easily identified and tracked by an adaptive filter as shown in Fig. 3. The covariance matrix of the equivalent noise for the shortened system, \( u(n) \), can also be estimated recursively as we will show later. This noise is colored since the white noise of the original system, \( u(n) \), passes through the MIMO-DFE.

The algorithm of the proposed equalizer is described in the following subsections assuming the use of the RLS algorithm for updating the coefficients of the adaptive MIMO-DFE and identifying and tracking the virtual channel. Applying any other adaptive filtering algorithm in the proposed equalizer is straightforward.

3.1. Equalization and detection

Equalization of the received signals and detecting the transmitted symbols are performed in two steps:

- **ISI cancelation by the adaptive MIMO-DFE**

Intersymbol interference cancelation is carried out via

\[
\hat{d}(n - \delta) = W^*(n)x(n) \tag{2}
\]

where

\[
\hat{d}(n - \delta) = [\hat{d}_1(n - \delta), \hat{d}_2(n - \delta), ..., \hat{d}_M(n - \delta)]^T
\]

is an \( M \times 1 \) vector of ISI-suppressed outputs of the MIMO-DFE with a decision delay of \( \delta \), \( W(n) \) is the \( K \times M \) matrix of MIMO-DFE filter coefficients and \( (\cdot)^* \) stands for complex-conjugate transposition. In addition, \( x(n) \) is the input regressor vector of size \( K \) defined as

\[
x(n) = [r_1^T(n), r_2^T(n), ..., r_N^T(n), d_1^T(n - \delta - 1), d_2^T(n - \delta - 1), ..., d_M^T(n - \delta - 1)]^T
\]

where

\[
r_i(n) = [r_i(n), r_i(n - 1), ..., r_i(n - L_f + 1)]^T, \quad i = 1, ..., N
\]

and
\[ \mathbf{d}_i(n - \delta - 1) = [d_i(n - \delta - 1), d_i(n - \delta - 2), ..., d_i(n - \delta - L_b)]^T, \quad i = 1, ..., M. \]

Here, \( d_i(n) \) is the detected symbol of the \( i \)th substream at time index \( n \) while \( L_f \) and \( L_b \) denote feedforward and feedback filter lengths for the MIMO-DFE, respectively. Consequently, the length of \( \mathbf{x}(n) \) is

\[ K = N \times L_f + M \times L_b. \]

It is obvious that the past decisions, \( d_i(n - \delta - j)_{j=1}^{M} \), are replaced by the known-for-the-receiver transmitted symbols, \( s_i(n - \delta - j)_{j=1}^{M} \), during training.

### ICI cancelation and symbol detection by the V-BLAST detector

The ISI-canceled signals, \( \hat{\mathbf{d}}(n - \delta) \), together with the estimations of the virtual flat-fading channel and the noise/interference covariance matrix from the previous iteration \( \hat{\mathbf{H}}(n - \delta - 1) \) and \( \mathbf{Q}_u(n - 1) \) respectively (see subsection 3.2) are fed to the V-BLAST detector to render the ICI cancelation and detect the transmitted symbols. The detected symbols are arranged in an \( M \times 1 \) vector as

\[ \mathbf{d}(n - \delta) = [d_1(n - \delta), d_2(n - \delta), ..., d_M(n - \delta)]^T. \]

The V-BLAST detector is implemented based on minimum mean-square error (MMSE) criterion where the MMSE filter, \( \mathbf{G}(n) \), uses \( \mathbf{Q}_u(n - 1) \) for regularization and is expressed as

\[ \mathbf{G}(n) = \left( \hat{\mathbf{H}}^*(n - \delta - 1)\hat{\mathbf{H}}(n - \delta - 1) + \mathbf{Q}_u(n - 1) \right)^{-1} \hat{\mathbf{H}}^*(n - \delta - 1). \tag{3} \]

### 3.2. Identification and tracking of the virtual flat-fading channel

The virtual non-frequency-selective channel, \( \hat{\mathbf{H}}(n - \delta) \), can be identified and tracked using the RLS algorithm in the adaptive filtering scenario of Fig. 3 via the following set of equations

\[ \mathbf{e}(n) = \hat{\mathbf{d}}(n - \delta) - \hat{\mathbf{H}}(n - \delta - 1)\mathbf{d}(n - \delta) \tag{4a} \]

\[ \mathbf{q}(n) = \mathbf{P}(n - 1)\mathbf{d}(n - \delta) \tag{4b} \]

\[ \mathbf{k}(n) = \frac{\mathbf{q}(n)}{\lambda + \mathbf{d}^*(n - \delta)\mathbf{q}(n)} \tag{4c} \]

\[ \mathbf{P}(n) = \lambda^{-1}\left( \mathbf{P}(n - 1) - \mathbf{k}(n)\mathbf{q}^*(n) \right) \tag{4d} \]

\[ \hat{\mathbf{H}}(n - \delta) = \hat{\mathbf{H}}(n - \delta - 1) + \mathbf{k}(n)\mathbf{e}^*(n) \tag{4e} \]

where \( \lambda \) is the forgetting factor and \( \hat{\mathbf{H}}(n - \delta) \) is the estimate of \( \mathbf{H}(n - \delta) \). The channel identification is carried out with a delay equal to decision delay \( \delta \). The noise covariance matrix of the shortened system can also be estimated recursively via
\[ Q_u(n) = \lambda Q_u(n-1) + (1 - \lambda) e(n)e^*(n) \]  

(5)

where

\[ e(n) = \hat{H}(n-\delta)d(n-\delta) - d(n-\delta) \]  

(6)

Note that \( d(n-\delta) \) is replaced by the vector of known transmitted symbols, \( s(n-\delta) \), during training.

3.3. Updating filter coefficients of the adaptive MIMO-DFE

Finally, filter tap weights of the adaptive MIMO-DFE, \( W(n) \), can be updated using the RLS algorithm:

\[ q(n) = P(n-1)x(n) \]  

(7a)

\[ \hat{b}(n) = \frac{q(n)}{\lambda + x^*(n)q(n)} \]  

(7b)

\[ P(n) = \lambda^{-1}(P(n-1) - \hat{b}(n)q^*(n)) \]  

(7c)

\[ W(n) = W(n-1) + e^*(n) \otimes \hat{b}(n) \]  

(7d)

where \( \otimes \) stands for Kronecker product.

It should be noted that in order to prevent the adaptive algorithms from stalling, the virtual channel identification process should be initiated with an adequate delay after initiation of the MIMO-DFE coefficient update process in the training.

4. Computational complexity

The proposed equalizer using the RLS algorithm requires \( 3K^2 + 2KM + K \) multiplications, \( 2K^2 + 2KM - M \) additions and \( K \) divisions at each iteration for equalization and coefficient update of the MIMO-DFE, \( \frac{7}{6}M^3 + \frac{7}{2}M^2 - \frac{5}{2}M + 1 \) multiplications and \( \frac{7}{6}M^3 + \frac{3}{2}M^2 - \frac{13}{6}M \) additions for the V-BLAST detector (using the algorithm of [11]) and \( 8M^2 + M \) multiplications, \( 5M^2 \) additions and \( M \) divisions for identifying and tracking the virtual channel and estimating the noise covariance matrix.

Therefore, the new equalizer requires a total of \( 3K^2 + 2KM + K + \frac{7}{6}M^3 + \frac{23}{2}M^2 - \frac{3}{2}M + 1 \) multiplications, \( 2K^2 + 2KM + \frac{7}{6}M^3 + \frac{13}{2}M^2 - \frac{19}{6}M \) additions and \( K + M \) divisions at each iteration when using the RLS algorithm. It also requires \( 3KM + \frac{7}{6}M^3 + \frac{21}{2}M^2 - \frac{5}{2}M + 3 \) multiplications, \( 2KM + \frac{7}{6}M^3 + \frac{11}{2}M^2 - \frac{19}{6}M + 2 \) additions and 2 divisions when using the NLMS algorithm. The computational complexity of the proposed algorithm and the algorithms of [8] and [9] are compared in Table 1. Assuming six floating-point operations (FLOPs) for each multiplication or division and two floating-point operations for each addition or subtraction [13], the total number of
required FLOPs for different algorithms is illustrated in Figs. 4 and 5 for different numbers of transmitter/receiver antennas and different temporal spans for feedforward and feedback filters of the MIMO-DFE. In both Figs. 4 and 5, $M = N$ while in Fig. 4, $L_f = L_b = 2$ and in Fig. 5, $L_f = L_b = 6$. It is seen that the longer the MIMO-DFE filters are, the more the computational saving by the new equalizer is.

5. Simulations

In order to verify the performance of the new equalizer, simulation results are provided here considering a $4 \times 4$ MIMO wireless communication system. Subchannels between all transmitter and receiver antenna pairs are modelled independently according to the JTC indoor residential channel model A [14]. This channel model comprises three taps and each tap independently undergoes Rayleigh fading with a normalized Doppler frequency of $T_s f_D = 1 \times 10^{-5}$ according to Jakes model [15]. The temporal spans of $L_f$ and $L_b$ are considered for the MIMO-DFE. Following the standard practice for MIMO-DFE design, a fixed decision delay of $\delta = L_f - 1$ for all the substreams is chosen [16]. Transmitted signals are uncoded QPSK and a forgetting factor of $\lambda = 0.99$ is used. The V-BLAST algorithm is implemented according to the MMSE criterion. The noise vectors for different time indexes are independent and identically distributed (i.i.d.) complex circular Gaussian random vectors with a zero mean vector. In Fig. 6, learning curves of the new equalizer using RLS algorithm and the equalizers of [8] and [9] are compared. The curves have been obtained by averaging over 1000 independent runs and over all substreams. Signal-to-noise ratio has been set to $\text{SNR} = 14 \text{ dB}$. First 100 transmitted symbol vectors are used for training; after that, algorithms switch to the decision-directed mode. Fig. 7 compares bit-error-rate performance of the new equalizer using the RLS and RLS-NLMS algorithms and the equalizers of [8] and [9]. The new equalizer with RLS-NLMS algorithm utilizes the RLS algorithm during training and switches to the NLMS algorithm in decision-directed mode.

It is evident from Figs. 6 and 7 that the new equalizer outperforms the previously-proposed adaptive MIMO equalizers. In addition, the new equalizer using RLS-NLMS algorithm outperforms the conventional MIMO-DFE using the RLS algorithm (equalizer of [8]) where utilizing the NLMS algorithm in decision-directed mode makes it less computationally demanding compared to the equalizer of [8].

6. Conclusion

A new equalizer for frequency-selective and time-varying MIMO channels was proposed by coupling an adaptive MIMO-DFE and a V-BLAST detector. The frequency-selective MIMO channel concatenated with the MIMO-DFE is considered as a virtual flat-fading channel and this virtual channel is identified and tracked adaptively. The new equalizer achieves superior performance with less computational requirements.
compared to the existing adaptive wideband MIMO channel equalizers. Since the proposed equalizer can straightforwardly utilize any adaptive filtering algorithm, it has the potential to provide a sensible trade-off between performance and complexity. Furthermore, it can exploit the benefits of partial updating [17].
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Fig. 1, System model and the proposed equalizer.

Fig. 2, Shortened system model.

Fig. 3, Identifying and tracking $\mathcal{H}(n - \delta)$ using an adaptive filter, $\mathcal{H}'(n - \delta)$, with a delay equal to decision delay $\delta$. 

\[ s(n) \xrightarrow{\text{Wideband Channel}} \mathcal{H}(n, l) u(n) \quad r(n) \xrightarrow{\text{Feedforward Filter}} \hat{d}(n - \delta) \xrightarrow{\text{V-BLAST Detector}} d(n - \delta) \]

\[ s(n - \delta) \xrightarrow{\mathcal{H}(n - \delta)} \hat{d}(n - \delta) \xrightarrow{\text{V-BLAST Detector}} d(n - \delta) \]

\[ s(n - \delta) \xrightarrow{\mathcal{H}(n - \delta)} \hat{d}(n - \delta) \xrightarrow{\mathcal{H}'(n - \delta)} e(n) \]
Fig. 4, Complexity comparison in terms of required floating point operations (FLOPS) for $L_f = L_b = 2$.

Fig. 5, Complexity comparison in terms of required floating point operations (FLOPS) for $L_f = L_b = 6$. 
Fig. 6, Learning curves of different equalizers for a $4 \times 4$ MIMO system with JTC indoor residential channel model A, $T_{sfD} = 1 \times 10^{-5}$, $L_f = 6$, $L_b = 3$, $\delta = 5$, $\lambda = 0.99$, SNR = 14 dB, uncoded QPSK, and 100 symbol vectors used for training.

Fig. 7, BER performance of different equalizers for a $4 \times 4$ MIMO system with JTC indoor residential channel model A, $T_{sfD} = 1 \times 10^{-5}$, $L_f = 6$, $L_b = 3$, $\delta = 5$, $\lambda = 0.99$, uncoded QPSK, and 100 symbol vectors used for training.
Table 1, Required number of arithmetic operations for different equalizers at each iteration.

<table>
<thead>
<tr>
<th>Equalizer Type</th>
<th>×</th>
<th>+</th>
<th>/</th>
<th>√</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed equalizer using RLS</td>
<td>$3K^2 + 2KM + K + \frac{7}{6}M^3$</td>
<td>$2K^2 + 2KM + \frac{7}{6}M^3 + \frac{13}{2}M^2$</td>
<td>$K + M$</td>
<td>$-$</td>
</tr>
<tr>
<td>Proposed equalizer using NLMS</td>
<td>$3KM + \frac{7}{6}M^3 + \frac{21}{2}M^2$</td>
<td>$2KM + \frac{7}{6}M^3 + \frac{11}{2}M^2$</td>
<td>$2$</td>
<td>$-$</td>
</tr>
<tr>
<td>Equalizer of [9]</td>
<td>$3K^2 + \frac{1}{2}KM^2 + \frac{13}{2}KM$</td>
<td>$K^2 + \frac{1}{2}KM^2 + \frac{7}{2}KM$</td>
<td>$K + M$</td>
<td>$K + M$</td>
</tr>
<tr>
<td>Equalizer of [8]</td>
<td>$3K^2 + 2KM + 2K + M^2$</td>
<td>$2K^2 + 2KM + M^2$</td>
<td>$K$</td>
<td>$-$</td>
</tr>
</tbody>
</table>
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Partial-update adaptive decision-feedback equalization

Reza Arablouei, Kutluyil Doğançay, and Sylvie Perreau

Abstract

In this paper, we consider partial updating of decision-feedback equalizers (DFEs). Application of data-dependent partial-update techniques to DFE is complicated by the fact that the feedback filter regressor has entries with discrete amplitudes, making magnitude-based sorting impossible. We present a novel selective-partial-update algorithm for DFEs that treats feedforward and feedback filters separately and utilizes past decision-directed errors for feedback filter coefficient selection. In addition, a new partial-update scheme is proposed that switches between selective partial updates and periodic partial updates to make effective use of training periods in telecommunication applications. Simulation results are presented to corroborate the effectiveness of the new partial-update DFEs in dealing with realistic frequency-selective and time-varying channels at reduced complexity.

1. Introduction

Ever-growing transmission rates of communication systems have led to an increased interest in decision-feedback equalizers (DFEs). The main advantage of DFE over linear equalizers is its capability to cancel inter-symbol interference (ISI) with reduced noise enhancement, resulting in considerably lower symbol error rate (SER) than that of a linear equalizer [1]. The underlying principle of DFE is to eliminate future ISI contributions of detected symbols [2].
In practice, the receiver is not initially aware of the dynamics of the channel and the channel can vary in time. A common practical way to enable tracking time variations of the channel by an equalizer is to implement it as an adaptive filter [3].

Adaptive DFE is well known for its relatively simple structure. However, in scenarios where the channel is highly dispersive or multiple antennas are utilized, DFE’s complexity may become prohibitive. Fractionally-spaced equalization can make it even more expensive. Given that the equalizer/detector block is the computationally most demanding part of a communication system, it is important to have a reliable and low-complexity equalization/detection method with a sensible tradeoff between performance and complexity. Partial updating offers an attractive solution here. Although partial-update techniques have proven their capability in several linear adaptive filtering applications e.g. audio/network echo cancellation, their application to DFE has not yet been explored. As distinct from linear finite impulse response (FIR) adaptive filters, for which the existing partial-update techniques have been originally derived, DFE is a nonlinear adaptive filter. DFE comprises two FIR adaptive filters, viz. feedforward and feedback filters. These filters have input signals with different statistics and covariance matrices, implying that for partial updating, the feedforward and feedback filters must be treated separately rather than as one coefficient vector. Hence, some caveats should be taken into account when designing a partial-coefficient-update technique for DFE, especially for data-dependent partial updating which uses input regressor for coefficient selection.

The paper is organized as follows. In Section 2, we review the NLMS algorithm for DFE. In Section 3 we derive a generic partial-update NLMS-DFE using an instantaneous approximation of Newton’s method. We develop a new selective-partial-update NLMS-DFE based on the principle of minimum disturbance in Section 4. We introduce a new combined selective-periodic partial-update NLMS-DFE in Section 5 with the objective of making effective use of limited training data. Computational complexity of all the algorithms considered is analysed in Section 6. We provide simulation results in Section 7 and draw conclusions in Section 8.

2. NLMS-DFE

The coefficients of DFE shown in Fig. 1 can be updated according to the NLMS algorithm [3] via

\[ w(n + 1) = w(n) + \frac{\mu}{\varepsilon + \|y(n)\|^2} e^*(n)y(n) \]  (1)

where

\[ w(n) = \begin{bmatrix} f(n) \\ b(n) \end{bmatrix} \]
\[ y(n) = \begin{bmatrix} x(n) \\ \hat{d}(n-\delta - 1) \end{bmatrix} \]

\[ \hat{d}(n-\delta) = w^*(n)y(n), \]

and

\[ e(n) = \hat{d}(n-\delta) - \hat{d}(n-\delta). \]

Here, \( f(n) \) and

\[ x(n) = [x(n), x(n-1), \ldots, x(n-L_f + 1)]^T \]

are \( L_f \times 1 \) vectors denoting feedforward filter (FFF) coefficients and received signal regressor vector (FFF input) while \( b(n) \) and

\[ \hat{d}(n-\delta - 1) = [\hat{d}(n-\delta - 1), \hat{d}(n-\delta - 2), \ldots, \hat{d}(n-\delta - L_b)]^T \]

are \( L_b \times 1 \) vectors representing feedback filter (FBF) coefficients and equalizer output regressor vector (FBF input), respectively. Moreover, \( \hat{d}(n-\delta) \) and \( \hat{d}(n-\delta) \) are hard decision device input and output at time index \( n \), whereas \( L_f, L_b, \mu, \delta, \|\|, (\cdot)^T, \) and \( (\cdot)^* \) stand for FFF and FBF temporal spans, adaptation step size, regularization parameter, decision delay, Euclidean norm, transposition, and complex-conjugate transposition, respectively. It should be noted that in the training mode, \( \hat{d}(n-\delta) \) is replaced by the known-for-the-receiver transmitted symbol, \( s(n-\delta) \).

3. Partial-update NLMS-DFE

To derive a generic partial-update NLMS algorithm for DFE, we apply an instantaneous approximation to Newton’s method [3]. Newton’s method is a fast-converging iterative estimation method and its regularized version is given by

\[ w(n + 1) = w(n) + \mu(\epsilon I + R)^{-1}(p - Rw(n)) \]

where

\[ R = E[y(n)y^*(n)] \]

is the input autocorrelation matrix,

\[ p = E[y(n)\hat{d}^*(n-\delta)] \]

is the cross-correlation vector between the input of the equalizer filters and the desired equalizer output and \( I \) is an \((L_f + L_b) \times (L_f + L_b)\) identity matrix. Partial updating of the adaptive filter coefficients replaces \( R \) with

\[ R_M = E[I_M(n)y(n)y^*(n)] \]
and $p$ with

$$
p_{M} = E[I_{M}(n)y(n)d^{*}(n - \delta)]
$$

where $I_{M}(n)$ is an $(L_{f} + L_{b}) \times (L_{f} + L_{b})$ diagonal matrix with zeros and/or ones as diagonal entries selecting $M$ coefficients out of $L_{f} + L_{b}$ for update at each iteration and $E[\cdot]$ is the expectation operator. Consequently, partial-update version of (2) becomes

$$
w(n + 1) = w(n) + \mu(\epsilon I + R_{M})^{-1}(p_{M} - R_{M}w(n)). \quad (3)
$$

The instantaneous approximation of (3) is obtained by simply stripping the expectation operator off the correlation matrix and cross-correlation vector:

$$
w(n + 1) = w(n) + \mu(\epsilon I + I_{M}(n)y(n)y^{*}(n))^{-1}e^{*}(n)I_{M}(n)y(n). \quad (4)
$$

Applying the matrix inversion lemma [4], we get

$$
(\epsilon I + I_{M}(n)y(n)y^{*}(n))^{-1}I_{M}(n)y(n) = \frac{1}{\epsilon}I_{M}(n)y(n) \left(1 - \frac{y^{*}(n)I_{M}(n)y(n)}{\epsilon + y^{*}(n)I_{M}(n)y(n)}\right)
$$

$$
= \frac{I_{M}(n)y(n)}{\epsilon + y^{*}(n)I_{M}(n)y(n)}. \quad (5)
$$

Substituting (5) into (4) yields the coefficient update equation for a partial-update NLMS-DFE:

$$
w(n + 1) = w(n) + \frac{\mu}{\epsilon + \|I_{M}(n)y(n)\|^{2}}e^{*}(n)I_{M}(n)y(n). \quad (6)
$$

Several schemes have been introduced to control the computational complexity of adaptive filters by way of partial coefficient updates. Data-independent approaches are based on the primary idea of selecting coefficient subsets for update in a round-robin fashion (sequential partial updates [5]) or updating all the coefficients in a period greater than basic time index (periodic partial updates [6]). These partial-update adaptive filters may become unstable when the input signal is cyclostationary or periodic [7]. The stochastic partial updates method [8] offers a solution to such stability problems, where subsets of coefficients are randomly selected for update at each iteration.

For sequential or stochastic partial updates, $M$ diagonal elements of $I_{M}(n)$ are set to 1 and the rest are set to 0 at each iteration in a sequential or stochastic fashion. For periodic partial updates, $I_{M}(n)$ is set to identity matrix once at each update period and is set to a zero matrix at other time instances.

Data-dependent partial-update methods use the regressor vector entries to select equalizer coefficients to be updated. Since the regressor vectors $x(n)$ and $d(n - \delta - 1)$
do not have the same statistics, this may result in \( I_M(n) \) favouring the FFF or FBF with larger input signal variance, leading to undesirable performance degradation as a result of both filters not having equal probability of receiving updates. In order to give a fair chance to all the coefficients (in FFF and FBF) for being updated, we define

\[
M = M_f + M_b
\]

where \( M_f \) and \( M_b \) are the number of coefficients to be updated at each time instant from FFF and FBF, respectively. Accordingly, the matrix \( I_M(n) \) is redefined as

\[
I_M(n) = \begin{bmatrix}
I_{M_f}(n) & 0 \\
0 & I_{M_b}(n)
\end{bmatrix}
\]  

(7)

where \( I_{M_f}(n) \) and \( I_{M_b}(n) \) are \( L_f \times L_f \) and \( L_b \times L_b \) diagonal coefficient selection matrices to select \( M_f \) out of \( L_f \) and \( M_b \) out of \( L_b \) coefficients from FFF and FBF, respectively.

4. **Selective-partial-update NLMS-DFE**

Data-independent approaches reduce the convergence rate, often proportional to the size of coefficient subsets in sequential or stochastic partial updates and the update frequency in periodic partial updates. On the other hand, data-dependent partial-update techniques offer better convergence performance, where \( M \)-max updates [9] and selective partial updates [10] are the most prominent ones.

In selective-partial-update NLMS algorithm [10], the coefficients to be updated at each time instant are determined according to the principle of minimum disturbance [3] by solving

\[
\min_{I_M(n)} \| w(n+1) - w(n) \|^2
\]

(8)

which, using (6), can be rewritten as

\[
\min_{I_M(n)} \left\| \frac{\mu}{\epsilon + \| I_M(n)y(n) \|^2} e^*(n) I_M(n)y(n) \right\|^2.
\]

(9)

Excluding the trivial solution of zero inputs, (9) is simplified to

\[
\max_{I_M(n)} \| I_M(n)y(n) \|^2
\]

(10)

which means coefficients corresponding to the elements of the input regressor vector with the largest magnitudes should be selected for update at each time index [7], [10]. Using this criterion, the coefficient selection matrices become
\[ \mathbf{I}_{M_f}(n) = \begin{bmatrix} i_1(n) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & i_{L_f}(n) \end{bmatrix} \] (11)

\[ i_k(n) = \begin{cases} 1 & \text{if } |x(n-k+1)| \in \left\{ M_f \text{ maxima of } |x(n-l+1)|_{1 \leq l \leq L_f} \right\} \\ 0 & \text{otherwise} \end{cases} \]

and

\[ \mathbf{I}_{M_b}(n) = \begin{bmatrix} j_1(n) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & j_{L_b}(n) \end{bmatrix} \] (12)

\[ j_k(n) = \begin{cases} 1 & \text{if } |\hat{d}(n-\delta-k)| \in \left\{ M_b \text{ maxima of } |\hat{d}(n-\delta-l)|_{1 \leq l \leq L_b} \right\} \\ 0 & \text{otherwise} \end{cases} \]

However, the selection criterion of (12) suggests ranking the elements of \( \hat{d}(n-\delta-1) \) according to their magnitudes. Clearly, the magnitudes of these elements, which are hard-decided symbols drawn from a finite-size constellation set, do not carry any information about the significance of updating their corresponding taps in the FBF. Specifically, if the employed modulation is \( M \)-ary PSK (e.g., BPSK or QPSK), all decided symbols are of the same magnitude. If one has to make a choice as to which \( M_b \) out of \( L_b \) coefficients to be updated in the FBF, the significance of the individual coefficients needs to be made explicit. The hard decisions \( \hat{d}(n-\delta-i) \) do not have this information. However, for each \( \hat{d}(n-\delta-i)_{1 \leq i \leq L_b} \), the equalizer output error \( e(n-i)_{1 \leq i \leq L_b} \) is readily available. The selective-partial-update method requires selection of coefficients with the largest contribution to error reduction, which is also shared by the \( M \)-max technique for LMS and NLMS [9]. This amounts to identifying coefficients with the largest regressor entries. Therefore for the FBF, the identification of coefficients must be based on the equalization errors that the FBF tap inputs have produced. In other words, past decisions with higher detection errors have larger share of the residual ISI of the FFF output. Therefore, the FBF taps corresponding to these symbols are more in need of correction and updating them provides faster convergence for partial updating. This approach leads to the following coefficient selection criterion for the FBF, which guarantees that the best \( M_b \) coefficients are updated in the selective-partial-update sense:

\[ \max_{\mathbf{I}_{M_b}(n)} \| \mathbf{I}_{M_b}(n)e(n-1) \|^2 \] (13)

where

\[ e(n-1) = [e(n-1), e(n-2), \ldots, e(n-L_b)]^T. \]
Hence, the selective-partial-update technique is customized for decision-feedback equalization by replacing the selection criterion of (12) with

\[ j_k(n) = \begin{cases} 1 & \text{if } |e(n-k)| \in \{M_b \text{ maxima of } |e(n-l)|_{1\leq l \leq L_b}\} \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (14)

5. Combined selective-periodic partial-update NLMS-DFE

Periodic partial updating [7] is basically a downsampled version of the full-update filter exhibiting the same convergence as full-update, only slowed down by the update period. Thus, it should achieve the same steady-state mean-square error (MSE) as the full-update filter if the same step-size is used in both. In addition, it is the cheapest partial-update technique since, unlike the other techniques, it does not require calculation of the adaptation error and normalization of the step size at each iteration and performs these operations only once in each update period. On the other hand, the method of selective partial updates is the fastest converging partial-update technique. In order to exploit advantages of both these techniques, we propose a new combined partial-update NLMS-DFE, which employs selective partial updates of Section 4 during the training mode to ensure fast convergence to the steady-state MSE and switches to periodic partial updating at the end of training using the decision-directed mode. We call this new scheme selective-periodic partial updates (SPPU). It imposes less computational complexity in average compared to SPU and makes best use of available training data in partial-update context.

6. Complexity comparison

The number of required arithmetic operations and comparisons at each iteration for equalizers employing full-update and different partial-update NLMS algorithms is presented in Table 1 where \( L = L_f + L_b \) and \( p \) stands for update period in periodic partial-update and SSPU algorithms. Assuming six floating-point operations (FLOPs) for each multiplication or division and two floating-point operations for each addition, subtraction or comparison [11], the total number of required FLOPs at each iteration by different algorithms and percentage of their saved FLOPs compared to the full-update algorithm are also provided in Table 2 when \( L_f = L_b, L = 30, p = 2, 4 \) and \( M = L/p \). In both tables for SPPU-NLMS-DFE, training takes up one-fifth of the transmission rate.

7. Simulations

In order to compare performance of the proposed equalizers with the full-update and data-independent partial-update NLMS-DFEs, simulation results are provided in this section. Two different channels were utilized for this purpose, a static channel with a fractionally-spaced impulse response and a time-varying channel with a baud-spaced impulse response. In all the simulations, 5000 QPSK symbols were transmitted in each run while the first 1000 symbols were used for training. Results were obtained by
averaging over 1000 independent Monte Carlo runs. The adaptation step sizes were adjusted such that all the algorithms attained the same steady-state MSE.

7.1. Static channel

First part of the simulations was carried out using a terrestrial microwave channel impulse response (SPIB channel no. 3 from [12]), which is fractionally spaced \((T/2)\) and comprises 300 taps. The corresponding equalizers have \(L_f = 300\) (fractionally-space) and \(L_b = 60\) coefficients and a decision delay of \(\delta = 25\). Except in Fig. 4, partial-update equalizers update half of the coefficients at each time instant \((M_f = 150\) and \(M_b = 30\)). For periodic partial updates, it means half in average \((p = 2)\).

Fig. 2 shows MSE curves of the full-update and different partial-update NLMS-DFEs at channel output signal to noise ratio \((SNR)\) of 12 dB. It is clear that SPU and SPPU algorithms yield faster initial convergence than the other partial-update techniques. Fig. 3 depicts SER of different algorithms for different SNRs. It is observed that SPU and SPPU algorithms result in SER performances very close to the one of the full-update algorithm while they only update half of the filter coefficients at each iteration. SER-SNR curves of the proposed partial-update equalizers and the full-update NLMS-DFE are compared in Fig. 4 when different fractions of the coefficients are updated at each iteration. It clearly shows that how performance can be traded for complexity by using the new partial-update equalizers.

7.2. Time-varying channel

In this part, the 3GPP typical urban channel model [13] was considered. This channel comprises 20 taps and varies in time according to Jakes model [14] with a normalized Doppler frequency of \(12.5 \times 10^{-6}\). The equalizers have \(L_f = 40\) and \(L_b = 20\) coefficients and a decision delay of \(\delta = 40\). For partial updating, half of the coefficients are updated at each iteration \((M_f = 20, M_b = 10, \text{ and } p = 2)\).

Fig. 5 compares MSE curves of the full-update and different partial-update equalizers at SNR of 15 dB. SER performance of the equalizers for different SNRs is compared in Fig. 6. It is seen in Figs. 5 and 6 that the proposed equalizers achieve superior performance over other partial-update equalizers.

8. Conclusion

Employing partial coefficient updates in DFE was examined and a new selective-partial-update algorithm for NLMS-DFE was developed. The developed algorithm treats the feedforward and feedback adaptive filters separately and resolves the sorting ambiguity for the feedback filter by taking into account the errors associated with the past decisions. A new combined partial-update algorithm for NLMS-DFE was also proposed to take advantage of both selective-partial-update and periodic-partial-update
techniques. Computer simulations demonstrate the capability of the proposed equalizers to achieve a good tradeoff between performance and complexity by means of partial updating. It is shown that in practical equalization scenarios assuming both static and dynamic channels, the proposed partial-update techniques offer appreciable complexity savings at the expense of slight performance degradation.
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Fig. 1, Block diagram of a decision-feedback equalizer.

Fig. 2, MSE curves of full-update and different partial-update NLMS-DFEs for a static channel.
Fig. 3, SER-SNR curves of full-update and different partial-update NLMS-DFEs for a static channel.

Fig. 4, SER-SNR curves of the new algorithms with different numbers of updated coefficients compared to the full-update NLMS-DFE.
Fig. 5, MSE curves of full-update and different partial-update NLMS-DFEs for a time-varying channel.

Fig. 6, SER-SNR curves of full-update and different partial-update NLMS-DFEs for a time-varying channel.
Table 1, Required number of arithmetic operations and comparisons at each iteration by different equalizers.

<table>
<thead>
<tr>
<th></th>
<th>×</th>
<th>+</th>
<th>/</th>
<th>&lt;&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-update</td>
<td>2L + 5</td>
<td>2L + 4</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>Seq(Sto)PU</td>
<td>L + M + 5</td>
<td>L + M + 4</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>PerPU</td>
<td>(1 + (\frac{1}{p}))L + 4 + (\frac{1}{p})</td>
<td>(1 + (\frac{1}{p}))L + 3 + (\frac{1}{p})</td>
<td>(1/p)</td>
<td>–</td>
</tr>
<tr>
<td>SPU</td>
<td>L + M + 5</td>
<td>L + M + 4</td>
<td>1</td>
<td>2((\log_2 L_f) + (\log_2 L_b)) + 4</td>
</tr>
<tr>
<td>SPPU</td>
<td>(1 + (\frac{4}{5p}))L + (\frac{M}{5}) + (\frac{21}{5p}) + (\frac{4}{5p})</td>
<td>(1 + (\frac{4}{5p}))L + (\frac{M}{5}) + (\frac{16}{5}) + (\frac{4}{5p})</td>
<td>(\frac{1}{5}) + (\frac{4}{5p})</td>
<td>(\frac{2}{5}(\log_2 L_f + \log_2 L_b) + \frac{4}{5})</td>
</tr>
</tbody>
</table>

Table 2, Number of required FLOPs at each iteration and provided savings by different equalizers when \(L_f = L_b, L = 30, p = 2, 4\) and \(M = L/p\).

<table>
<thead>
<tr>
<th></th>
<th>FLOPs</th>
<th>Saving (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(p = 2)</td>
<td>(p = 4)</td>
</tr>
<tr>
<td>Full-update NLMS-DFE</td>
<td>524</td>
<td>524</td>
</tr>
<tr>
<td>SeqPU or StoPU NLMS-DFE</td>
<td>404</td>
<td>344</td>
</tr>
<tr>
<td>PerPU NLMS-DFE</td>
<td>397</td>
<td>333</td>
</tr>
<tr>
<td>SPU-NLMS-DFE</td>
<td>443</td>
<td>383</td>
</tr>
<tr>
<td>SPPU-NLMS-DFE</td>
<td>406</td>
<td>343</td>
</tr>
</tbody>
</table>
Abstract

The quasi-OBE (QOBE) algorithm is a set-membership adaptive filtering algorithm based on the principles of optimal bounding ellipsoid (OBE) processing. This algorithm can provide enhanced convergence and tracking performance as well as reduced average computational complexity in comparison with the more traditional adaptive filtering algorithms such as the recursive least-squares (RLS) algorithm. In this paper, we show that the QOBE algorithm is prone to numerical instability due to the unbounded growth/decay of its internal variables. To tackle this problem, we develop a new set-membership adaptive filtering algorithm by transforming QOBE’s internal variables into a new set of internal variables. The new algorithm, called modified quasi-OBE (MQOBE), can be viewed as an exponentially-weighted RLS algorithm with a time-varying forgetting factor, which is optimized at each iteration by imposing a bounded-magnitude constraint on the a posteriori filter output error. The proposed algorithm delivers the same convergence and tracking performance as the QOBE algorithm but with enhanced numerical properties. We demonstrate the improved numerical behavior of the proposed algorithm by simulation examples for a MIMO channel estimation problem.

Keywords: set-membership adaptive filtering, the quasi-OBE (BEACON) algorithm, numerical stability

1. Introduction

Set-membership (SM) filtering algorithms are set-theoretic estimation methods that, unlike the more traditional methods, e.g., minimum-mean-squared-error (MMSE)
least-squares (LS) filters, estimate sets of feasible solutions rather than single-point solutions. The SM approaches are of particular interest in signal processing applications because they feature two major advantages over their more traditional counterparts. First, they exhibit superior adaptation and tracking properties. Second, they can effectively make use of innovation in the data and improve computational efficiency by establishing a data-discerning update strategy for the parameter estimates. More specifically, unlike the more traditional estimation schemes that implement a continuous update process regardless of the usefulness of the data, the SM algorithms assess the potential of the new data to improve the quality of the estimation and weigh the data accordingly. This intelligent update strategy results in discarding the data with unhelpful information content and obviating the expense of updating when the data is redundant. A more detailed background on the SM filtering paradigm can be found in [1-15] and the references therein.

An SM filtering algorithm is typically formulated as a set estimation problem and seeks solutions for a case that a certain constraining assumption is made about the filter output error. A usual assumption is a bounded magnitude for the filter output error. Several techniques have been proposed to estimate the target set of solutions, called membership set, under the bounded-error constraint. The most prominent ones are the optimal bounding ellipsoid (OBE) algorithms that approximate the membership set by tightly outer-bounding it with ellipsoids in the parameter space and optimize the size of the ellipsoids in some meaningful sense. Different optimality criteria have led to different OBE algorithms. The first OBE algorithm was introduced in [1]. A thorough review of numerous further works developing the other members of the OBE family can be found in [9, 14].

Among all the OBE algorithms, the quasi-OBE (QOBE) algorithm³ [7, 14] is particularly attractive since it shares many of the desired features of the various OBE algorithms. Furthermore, it incorporates simple but efficient innovation check and optimal weight calculation processes, which make it computationally more efficient than other OBE algorithms.

In this paper, we show that the internal variables of the QOBE algorithm grow or decay unboundedly as the iterations progress. From a practical standpoint, this drawback limits the applicability of the algorithm to scenarios where the adaptation is performed for a sufficiently small number of iterations or the probability of update is low enough to prevent overflow or underflow of the internal variables. To overcome this problem, we introduce a change of the internal variables in the QOBE algorithm and develop a new SM adaptive filtering algorithm. The new algorithm can be seen as an exponentially-weighted recursive least-squares (EWRLS) algorithm

³ This algorithm was originally published as the Bounding Ellipsoidal Adaptive CONstrained least-squares (BEACON) algorithm [7].
with a time-varying forgetting factor that is optimized within the framework of the SM filtering. In this sense, it differs from most of the OBE algorithms, which can be viewed as weighted recursive least-squares (WRLS) algorithms with time-varying weights. A discussion on the differences between the WRLS and EWRLS algorithms can be found in [16]. Simulation results demonstrate that the numerical behavior of the proposed algorithm is appreciably improved in comparison with the QOBE algorithm while both algorithms have the same complexity and convergence performance.

2. Set-membership adaptive filtering

Let us consider the affine-in-parameter model

\[ d_n = \omega^* x_n + v_n \]

where \( d_n \in \mathbb{C} \) is the reference signal at time index \( n \in \mathbb{N} \), \( \omega \in \mathbb{C}^L \) is the column vector of the underlying system parameters to be identified, \( x_n \in \mathbb{C}^L \) is the input vector, \( L \) is the system order, \( v_n \in \mathbb{C} \) accounts for measurement noise, and superscript * denotes complex-conjugate transpose.

If we take \( \mathbf{w} \in \mathbb{C}^L \) as an estimate of \( \omega \), constraining the magnitude of the estimation error to be smaller than a pre-determined threshold, \( \gamma \in \mathbb{R}^+ \), yields a specification on \( \mathbf{w} \). Consequently, there will be a set of feasible solutions for \( \mathbf{w} \) rather than a single estimate. The set of all vectors satisfying the error constraint for all possible input-desired output pairs in the model space of interest, \( \mathcal{S} \), is called the feasibility set and is defined as

\[ \Theta = \bigcap \{ \mathbf{w} \in \mathbb{C}^{L} : |d - \mathbf{w}^* x| \leq \gamma \}. \]

Even with perfect knowledge of \( \mathcal{S} \), which is not usually available, direct calculation of \( \Theta \) is formidable and computationally prohibitive. Hence, the adaptive SM filtering algorithms seek solutions that belong to a membership set, \( \Psi_n \), which is a superset of \( \Theta \) and is devised to be the minimal set estimate for \( \Theta \) at time instant \( n \). The membership set is defined as

\[ \Psi_n = \bigcap_{i=1}^{n} \Phi_i \]

where \( \Phi_n \) is the constraint set, which contains all the possible estimates that are consistent with the data observed at time instant \( n \). The set \( \Phi_n \) is also called the observation-induced set and is defined as

\[ \Phi_n = \{ \mathbf{w} \in \mathbb{C}^{L} : |d_n - \mathbf{w}^* x_n| \leq \gamma \}. \]
The membership set $\Psi_n$ is an $L$-dimensional convex polytope and still not easy to compute. Therefore, the OBE algorithms estimate a sequence of ellipsoids that tightly outer-bound $\Psi_n$ instead. Different optimization approaches and optimality criteria regarding the bounding ellipsoids have given rise to the emergence of several OBE algorithms [9].

3. The QOBE Algorithm

3.1. Algorithm derivation

The QOBE algorithm is a quasi-OBE algorithm with an unusual optimization criterion (in the realm of OBE processing) that endows it with attractive features like enhanced tracking ability and reduced computational complexity. Although QOBE is built upon the OBE premises, it can be regarded as a WRLS algorithm with a time-varying weighting factor, $\ell_n$, where the input autocorrelation matrix, $\tilde{R}_n$, and the filter coefficients are updated via

$$\tilde{R}_n = \tilde{R}_{n-1} + \ell_n x_n x_n^*$$  \hspace{1cm} (1)

and

$$w_n = w_{n-1} + \ell_n \tilde{p}_n x_n e_n^*$$  \hspace{1cm} (2)

with the a priori estimation error being defined as

$$e_n = d_n - w_{n-1}^* x_n.$$  

In practice, $\tilde{p}_n = \tilde{R}_n^{-1}$ is updated rather than $\tilde{R}_n$ by applying the matrix inversion lemma to (1), yielding

$$\tilde{p}_n = \tilde{p}_{n-1} - \frac{\ell_n \tilde{p}_{n-1} x_n x_n^* \tilde{p}_{n-1}}{1 + \ell_n x_n^* \tilde{p}_{n-1} x_n}.$$  \hspace{1cm} (3)

At time instant $n$, if $|e_n| \leq \gamma$, it is interpreted that $w_{n-1}$ is inside the constraint set $\Phi_n$, so there is no need for any update, i.e., $w_n = w_{n-1}$ and $\tilde{p}_n = \tilde{p}_{n-1}$. Conversely, $|e_n| > \gamma$ means that $w_{n-1}$ is outside $\Phi_n$; thus, it needs to be updated to a new vector, $w_n$, that lies inside $\Phi_n$. In this case, an update is carried out via (3) and (2) while the optimum value of the weighting factor, $\ell_n$, is found by satisfying the bounded-error-magnitude constraint

$$|d_n - w_n^* x_n| = \gamma,$$  \hspace{1cm} (4)

which ensures that $w_n$ is a member of $\Phi_n$ and consequently $\Psi_n$.

Multiplying both sides of (3) by $x_n^*$ from the left and by $x_n$ from the right, we find
\[ \mathbf{x}_n^* \mathbf{P}_n \mathbf{x}_n = \frac{\tilde{g}_n}{1 + \ell_n \tilde{g}_n}. \]  
where

\[ \tilde{g}_n = \mathbf{x}_n^* \mathbf{P}_{n-1} \mathbf{x}_n. \]

Multiplying the complex-conjugate transpose of both sides of (2) by \( \mathbf{x}_n \) from the right and subtracting the resulting equation from \( d_n \) together with substitution of (5), we obtain

\[ d_n - \mathbf{w}_n^* \mathbf{x}_n = \frac{1}{1 + \ell_n \tilde{g}_n} e_n. \]

Substituting (7) into (4) results in

\[ \ell_n = \frac{1}{\tilde{g}_n} \left( \frac{|e_n|}{\gamma} - 1 \right). \]

This completes the derivation of the QOBE algorithm, which is summarized in Table 1.

3.2. Numerical behavior

With each update of the QOBE algorithm, the trace of \( \mathbf{R}_n \) increases (the trace of \( \mathbf{P}_n \) decreases). Growth of \( \mathbf{R}_{n-1} \) (decay of \( \mathbf{P}_{n-1} \)) decreases \( \tilde{g}_n \) and so increases \( \ell_n \) while a larger \( \ell_n \) can in turn accelerate the growth of \( \mathbf{R}_n \) (decay of \( \mathbf{P}_n \)). This positive feedback can eventually lead to a blowup of \( \mathbf{R}_n \) and \( \ell_n \) and vanishing of \( \mathbf{P}_n \) as the adaptation progresses. Theoretically, with a persistently exciting input, the filter coefficients of the QOBE algorithm will converge to their true values, no matter how large or small the internal variables become [14]. However, in practical finite-precision implementations, the algorithm may suffer from instability and ensuing underflow/overflow of its internal variables, \( \mathbf{P}_n \) and \( \ell_n \). To be specific, \( \mathbf{P}_n \) may ultimately become a zero matrix and consequently adaptation may cease. In the aftermath, the filter coefficients may diverge from the true values in the presence of the background noise and/or if the target system is not stationary. In the following, in order to substantiate our intuitions, we investigate the liming behavior of QOBE’s internal variables.

At the updating time instants, we have \( |e_n| > \gamma \) or \( |e_n|/\gamma - 1 > 0 \). Besides, assuming a persistently exciting input signal, \( \mathbf{P}_{n-1} \) will be positive-definite; hence, \( \tilde{g}_n > 0 \). Therefore,

\[ \ell_n > 0. \]

Calculating the trace of both sides of (1) gives
\[
\text{tr}\{\mathbf{R}_n\} = \text{tr}\{\mathbf{R}_{n-1}\} + \epsilon_n \|\mathbf{x}_n\|^2
\]  

(10)

where \(\text{tr}\{\cdot\}\) denotes the matrix trace. Let us make the following assumption.

A1: In addition to being persistently exciting, the input signal is stationary and has finite mean and variance. Hence, \(0 < \|\mathbf{x}_n\| < \infty\) where \(\|\cdot\|\) denotes the Euclidean norm.

Considering (9) and A1, it is obvious from (10) that

\[
\text{tr}\{\mathbf{R}_n\} > \text{tr}\{\mathbf{R}_{n-1}\}.
\]

This means \(\text{tr}\{\mathbf{R}_n\}\) is monotone increasing. Hence, since the probability of update is normally non-zero at the steady state (e.g., with Gaussian noise), we can infer that

\[
\lim_{n \to \infty} \text{tr}\{\mathbf{R}_n\} = \infty.
\]

(11)

In consideration of A1, we can conclude from (11) that

\[
\lim_{n \to \infty} \text{tr}\{\mathbf{P}_n\} = 0.
\]

(12)

Rewriting (6) as

\[
\tilde{g}_n = \text{tr}\{\mathbf{x}_n\mathbf{x}_n^*\mathbf{P}_{n-1}\}
\]

and invoking Coope's inequality, i.e., \(\text{tr}\{\mathbf{A}\mathbf{B}\} \leq \text{tr}\{\mathbf{A}\}\text{tr}\{\mathbf{B}\}\) for positive-semidefinite matrices of the same order \(\mathbf{A}\) and \(\mathbf{B}\) [17], we have

\[
\tilde{g}_n \leq \|\mathbf{x}_n\|^2\text{tr}\{\mathbf{P}_{n-1}\}.
\]

(13)

In view of A1 and (12), (13) implies that \(\lim_{n \to \infty} \tilde{g}_n = 0\) and consequently

\[
\lim_{n \to \infty} \epsilon_n = \infty.
\]

(14)

The limiting results of (11) and (14) are sufficient to prove that the internal variables of the QOBE algorithm are unstable in nature.

It is worth mentioning that periodic resetting of the inverse autocorrelation matrix, \(\mathbf{P}_n\), is a possible way to avoid the abovementioned numerical problems. However, due to frequent removal of past information from \(\mathbf{P}_n\), such a solution would be far from optimal [18].

4. The MQOBE Algorithm

4.1. Algorithm derivation

Let us define
\( \mathbf{R}_n = \varepsilon_n^{-1} \hat{\mathbf{R}}_n, \)
\( \mathbf{P}_n = \mathbf{R}_n^{-1}, \)

and

\( \lambda_n = \frac{\varepsilon_{n-1}}{\varepsilon_n} \)

Multiplying both sides of (1) by \( \varepsilon_n^{-1} \) and using (15) and (16) in (2), we find

\( \mathbf{R}_n = \lambda_n \mathbf{R}_{n-1} + \mathbf{x}_n \mathbf{x}_n^* \)

and

\( \mathbf{w}_n = \mathbf{w}_{n-1} + \mathbf{P}_n \mathbf{x}_n e_n^*. \)

Applying the matrix inversion lemma to (18) yields

\( \mathbf{P}_n = \lambda_n^{-1} \left( \mathbf{P}_{n-1} - \frac{\mathbf{P}_{n-1} \mathbf{x}_n \mathbf{x}_n^* \mathbf{P}_{n-1}}{\lambda_n + \mathbf{x}_n^* \mathbf{P}_{n-1} \mathbf{x}_n} \right). \)

Substituting (8) into (17) gives

\( \lambda_n = \varepsilon_{n-1} \frac{\tilde{g}_n}{|e_n| - 1}. \)

By rewriting (6) as

\( \tilde{g}_n = \mathbf{x}_n^* \varepsilon_{n-1} \mathbf{P}_{n-1} \mathbf{x}_n \)

and substituting it into (21), we get

\( \lambda_n = \frac{g_n}{|e_n| - 1}. \)

where

\( g_n = \mathbf{x}_n^* \mathbf{P}_{n-1} \mathbf{x}_n. \)

As with the QOBE algorithm, at time instant \( n \), an update occurs only if \( |e_n| > \gamma \); otherwise, \( \mathbf{w}_n = \mathbf{w}_{n-1} \) and \( \mathbf{P}_n = \mathbf{P}_{n-1}. \)

We call the resultant algorithm \textit{modified quasi-OBE} (MQOBE) and summarize it in Table 2. The new algorithm is in fact an EWRLS algorithm with a time-varying forgetting factor that is optimized to satisfy the set-membership-induced error bound in (4).

If we multiply both sides of (20) by \( \mathbf{x}_n^* \) from the left and by \( \mathbf{x}_n \) from the right, we get
\begin{equation}
\mathbf{x}_n^* \mathbf{P}_n \mathbf{x}_n = \frac{g_n}{\lambda_n + g_n}.
\end{equation}

By multiplying the complex-conjugate transpose of both sides of (19) by \( \mathbf{x}_n \) from the right and subtracting the resulting equation from \( d_n \) together with using (24), we can verify that

\begin{equation}
d_n - \mathbf{w}_n^* \mathbf{x}_n = \frac{1}{1 + \lambda_n^{-1} g_n} \mathbf{e}_n.
\end{equation}

Therefore, we can alternatively attain (22) by substituting (25) into (4) and solving it with respect to \( \lambda_n \).

4.2. Numerical behavior

The QOBE and MQOBE algorithms compute the same filter coefficients but in different ways because of having different internal variables, namely \( \bar{P}_n \) and \( \ell_n \) in QOBE versus \( P_n \) and \( \lambda_n \) in MQOBE. In QOBE, \( \ell_n \) is a weighting factor, whereas in MQOBE, \( \lambda_n \) acts as a forgetting factor and serves to stabilize the internal variables by means of a negative feedback.

The recursion of (18) represents a first-order autoregressive process with a variable forgetting factor (\( \lambda_n \)). Under A1, it is known that such a process is surely stable if the forgetting factor is always smaller than one, whereas it is surely unstable if the forgetting factor is always greater than one [19]. However, the latter can never be the case since \( \lambda_n \) being always greater than one results in

\( \lim_{n \to \infty} \text{tr}\{R_n\} = \infty \)

or

\( \lim_{n \to \infty} \text{tr}\{P_n\} = 0 \)

which in turn leads to

\( \lim_{n \to \infty} \lambda_n = 0, \)

contradicting the initial assumption. In fact, it can be deduced from (14) and (17) that for most of the time instants we have \( \lambda_n < 1 \). More specifically, since \( \ell_n \) grows in time (though not monotonically), at most of the time instants \( \ell_n > \ell_{n-1} \), which means \( \lambda_n < 1 \).

In order to study the numerical behavior of MQOBE, one should carefully examine the inter-variable relations in the algorithm, especially the algorithm's innate negative feedback mechanism that plays a key role in maintaining the stability of the internal variables. As an example, assuming A1 and convergence of the algorithm in the mean-
squared error sense, one can verify that decrease of $P_{n-1}$ (increase of $R_{n-1}$) decreases $g_n$ and hence decreases $\lambda_n$, whereas a smaller $\lambda_n$ leads to a greater $P_n$ (smaller $R_n$); on the other hand, increase of $P_{n-1}$ (decrease of $R_{n-1}$) increases $g_n$ and hence increases $\lambda_n$, whereas a larger $\lambda_n$ leads to a smaller $P_n$ (greater $R_n$).

To demonstrate the mechanism of the abovementioned negative feedback and its stabilizing effect, we consider the special case of uncorrelated input signal by adopting the following assumption.

A2: The elements of the input signal vector are stationary correlation-ergodic and uncorrelated with zero mean and variance $\sigma^2_x$; hence, $E[x_nx_n^*] = \sigma^2_x I_L$ where $I_L$ is the $L \times L$ identity matrix.

From (18), we have

$$R_n = \prod_{i=1}^{n} \lambda_i R_0 + \sum_{i=1}^{n-1} \left( \prod_{j=i+1}^{n} \lambda_j \right) x_i x_i^* + x_n x_n^*$$

where $R_0 = \delta I_L$ is the initial covariance matrix with $\delta$ set to a small positive number.

For the sake of simplicity, let us assume that an update occurs at every iteration. Since the input signal is correlation-ergodic, as $n \to \infty$, $R_n$ can be approximated by

$$\lim_{n \to \infty} R_n \approx \lim_{n \to \infty} E[R_n]$$

$$\approx \lim_{n \to \infty} E \left[ \prod_{i=1}^{n} \lambda_i R_0 + \sum_{i=1}^{n-1} \left( \prod_{j=i+1}^{n} \lambda_j \right) x_i x_i^* + x_n x_n^* \right]$$

$$\approx \sigma^2_x \left( \lim_{n \to \infty} \sum_{i=1}^{n-1} E \left[ \prod_{j=i+1}^{n} \lambda_j \right] + 1 \right) I_L.$$  \hspace{1cm} (26)

where

$$\prod_{i=1}^{\infty} \lambda_i \approx 0$$

by virtue of the fact that $\lambda_n$ cannot remain larger than one for many successive update iterations (see Fig. 3 for an illustration of this). Consequently, $r_\infty$ is assured to be finite. Note that $r_\infty$ cannot possibly diverge to infinity as this would result in $\lambda_\infty \to 0$, thereby preventing any divergence in the first place. Equation (26) suggests that, at the steady state and under A2, $R_n$ can be approximated as a multiple of the identity matrix.
5. Simulations

We compare the performance of the MQOBE algorithm with the QOBE algorithm and the conventional RLS algorithm in an application of flat-fading MIMO channel estimation studied in [20]. For this purpose, a MIMO communication system with four transmitter and four receiver antennas is considered. The sub-channels between all the transmitter and receiver pairs are independent Rayleigh-fading and vary in time based on Jakes model [21] with a normalized Doppler frequency of $f_D / T_s = 0.01$ where $f_D$ is the maximum Doppler frequency shift and $T_s$ is the transmission symbol period. A sudden random change in the channel taps is also introduced halfway through the simulations.

Four finite impulse response (FIR) filters each having four taps constitute the MIMO channel estimator. Similar to [20], in the MQOBE and QOBE algorithms, the Euclidean norm of the error vector composed by the output errors of all the filters is used for the considered MIMO case in place of the absolute of the scalar error in the SISO case. The transmitted symbols are modulated using QPSK scheme and grouped into packets of data each containing 80 symbol vectors. These vectors are the common input to the filters of the MIMO channel estimator. For the RLS algorithm, a fixed forgetting factor of $0.9$ is used regarding the assumed normalized Doppler frequency. For the MQOBE and QOBE algorithms, the error threshold is set to $\gamma = 0.1$. The energy per bit to noise power spectral density ratio is also $E_b / N_0 = 12$ dB.

In Fig. 1, we compare the estimation performance of the algorithms in terms of mean squared error (MSE), ensemble-averaged over $10^4$ independent trials. Fig. 2 shows the trace of the inverse input autocorrelation matrix versus time for different algorithms. Fig. 3 also shows time evolution of the optimal weighting factor of the QOBE algorithm and the optimal forgetting factor of the MQOBE algorithm together with the fixed forgetting factor of the RLS algorithm. It should be noted that, in this experiment, both QOBE and MQOBE updated in average at 80 percent of the iterations. Figs. 4-6 correspond to Figs. 1-3, respectively, when the simulations are performed for 3000 iterations without any sudden change in the channel taps.

We observe that the MQOBE and QOBE algorithms have the same estimation performance as long as QOBE’s internal variables are in the realizable range, which is $4.94 \times 10^{-324}$ to $1.79 \times 10^{308}$ for the double-precision floating-point format. However, when its internal variables hit the numerical limits, the QOBE algorithm stalls. The simulation results emphasize that the QOBE algorithm is prone to numerical instability, in particular, when the update frequency is high. It is also evident that QOBE’s internal variables, $\bar{e}_n$ and $\bar{P}_n$, exponentially grow/decay in time. This makes their dynamic range extremely wide and consequently QOBE’s practicable run-time very limited. In Figs. 2 and 3, QOBE’s optimal weight grows from about 1 to more than $10^{15}$ and the trace of its inverse autocorrelation matrix drops from about
10 to less than $10^{-15}$ in only 80 iterations. On the other hand, the internal variables of MQOBE fluctuate around their steady-state values and are of much smaller dynamic range rendering MQOBE more suitable than QOBE for practical applications.

6. Conclusion

It was shown that the set-membership-based QOBE algorithm, despite all its merits, suffers from numerical instability of its internal variables. To resolve this drawback, an appropriate transformation of the internal variables was introduced leading to a new set-membership adaptive filtering algorithm, called MQOBE. Unlike most of the OBE algorithms that are known as set-membership weighted RLS algorithms, the proposed algorithm is a set-membership exponentially-weighted RLS algorithm with a time-varying forgetting factor, which is optimized within the context of the set-membership filtering. The proposed algorithm exhibits a good convergence and tracking performance, identical to QOBE, while providing a dramatically improved numerical behavior.
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Fig. 1, Mean squared error performance of different algorithms.

Fig. 2, Trace of the inverse autocorrelation matrix versus time for different algorithms.
Fig. 3, Time evolution of the optimal weight of the QOBE algorithm and the optimal forgetting factor of the MQOBE algorithm together with the fixed forgetting factor of the RLS algorithm.

Fig. 4, Mean squared error performance of different algorithms.
Fig. 5, Trace of the inverse autocorrelation matrix versus time for different algorithms.

Fig. 6, Time evolution of the optimal weight of the QOBE algorithm and the optimal forgetting factor of the MQOBE algorithm together with the fixed forgetting factor of the RLS algorithm.
Table 1, The QOBE algorithm.

Initialization

\[ \tilde{P}_0 = \delta^{-1}I_L \] where \( \delta \) is a small positive number

\[ w_0 = 0 \]

At iteration \( n = 1, 2, \ldots \)

\[ e_n = d_n - w^*_{n-1}x_n \]

if \( |e_n| > \gamma \)

\[ \tilde{g}_n = x_n^*\tilde{p}_{n-1}x_n \]

\[ \ell_n = \frac{1}{\tilde{g}_n} \left( \frac{|e_n|}{\gamma} - 1 \right) \]

\[ \tilde{p}_n = \tilde{p}_{n-1} - \frac{\ell_n x_n^*\tilde{p}_{n-1}x_n^*}{1 + \ell_n x_n^*\tilde{p}_{n-1}x_n} \]

\[ w_n = w_{n-1} + \ell_n x_n^*e_n^* \]

otherwise

\[ \tilde{p}_n = \tilde{p}_{n-1} \]

\[ w_n = w_{n-1} \]
Table 2, The MQOBE algorithm.

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_0 = \delta^{-1}I_L$</td>
</tr>
<tr>
<td>$w_0 = 0$</td>
</tr>
</tbody>
</table>

At iteration $n = 1, 2, ...$

$e_n = d_n - w_{n-1}^* x_n$

if $|e_n| > \gamma$

$g_n = x_n^* P_{n-1} x_n$

$\lambda_n = \frac{|e_n|}{\gamma} - 1$

$P_n = \lambda_n^{-1} \left( P_{n-1} - \frac{P_{n-1} x_n x_n^* P_{n-1}}{\lambda_n + x_n^* P_{n-1} x_n} \right)$

$w_n = w_{n-1} + P_n x_n e_n^*$

otherwise

$P_n = P_{n-1}$

$w_n = w_{n-1}$
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**Low-complexity implementation of the quasi-OBE algorithm**

Reza Arablouei and Kutluyıl Doğançay

**Abstract**

The quasi-OBE (QOBE) algorithm is a set-membership adaptive filtering algorithm based on the principles of optimal bounding ellipsoid (OBE) processing. This algorithm can provide enhanced convergence and tracking performance as well as reduced average computational complexity in comparison with the more traditional adaptive filtering algorithms. In this letter, we implement the QOBE algorithm using the dichotomous coordinate descent (DCD) iterations. This significantly reduces QOBE’s per-update computational complexity, especially the number of required multiplications, and delivers a trade-off between performance and complexity.

**1. Introduction**

The quasi-OBE (QOBE) algorithm [1, 2] is a set-membership adaptive filtering algorithm built upon the optimal bounding ellipsoid (OBE) concept [3]. It shares many of the desired features of the various OBE algorithms. Moreover, it incorporates simple but efficient innovation check and optimal weight calculation processes, which make it computationally more efficient than other OBE algorithms. The QOBE algorithm is of particular interest in signal processing applications because it features two major advantages over more classical adaptive filtering algorithms. First, it exhibits superior adaptation and tracking properties. Second, it can effectively make use of innovation in the data and improve computational efficiency by establishing a data-discerning update strategy for the parameter estimates. However, its computational complexity is $\mathcal{O}(L^2)$ with $L$ being the system order, even though there is a shift structure in the input data.
To reduce the complexity of the QOBE algorithm, we rearrange it in such a way that it requires solution of two linear systems of equations (LSOEs) instead of inverting a matrix or employing the matrix inversion lemma. We utilise the dichotomous coordinate descent (DCD) algorithm [4] to solve these LSOEs. The DCD algorithm is a multiplication-free method dominated by additions and falls into the class of shift-and-add algorithms. Nevertheless, it yields an approximate solution and its accuracy depends on the number of exercised iterations. However, it has been shown that the approximate solution can be made arbitrarily close to the true solution by increasing the number of iterations and the resolution of the step size [5]. Using the DCD algorithm, in addition to an appreciable reduction in the required computations, especially multiplications, a trade-off between performance and complexity of the QOBE algorithm is achieved while maintaining its desirable data-discerning update property.

2. The DCD-QOBE algorithm

Consider the affine-in-parameter model

\[ d(n) = w_o^* x(n) + v(n) \]  

where \( d(n) \in \mathbb{C} \) is the reference signal, \( w_o \in \mathbb{C}^L \) is the column vector of the unknown system parameters, \( x(n) \in \mathbb{C}^L \) is the input vector, \( v(n) \in \mathbb{C} \) is the background noise, \( \mathbb{C} \) is the set of complex numbers, and superscript * denotes complex-conjugate transposition. The original QOBE algorithm (also known as BEACON) is formulated as [2]

\[ e(n) = d(n) - w^*(n-1)x(n) \]  

\[ \lambda(n) = \begin{cases} 
0 & \text{if } |e(n)| \leq \gamma \\
\frac{1}{x^*(n)R^{-1}(n-1)x(n)} \left( \frac{|e(n)|}{\gamma} - 1 \right) & \text{if } |e(n)| > \gamma 
\end{cases} \]  

\[ R(n) = R(n-1) + \lambda(n)x(n)x^*(n) \]  

\[ w(n) = w(n-1) + \lambda(n)R^{-1}(n)x(n)e^*(n) \]

where \( e(n) \) is the filter output error, \( w(n) \) is the vector of filter weights, \( \lambda(n) \) is the time-varying weighting factor, and \( \gamma \) is a predefined threshold. In this formulation, both the input autocorrelation matrix, \( R(n) \), and its inverse, \( R^{-1}(n) \), are used. Consequently, it requires the inversion of \( R(n) \) at each iteration. One way to avoid this matrix inversion is to update \( R^{-1}(n) \) instead of \( R(n) \) using the matrix inversion lemma, i.e.,

\[ R^{-1}(n) = R^{-1}(n-1) + \frac{\lambda(n)R^{-1}(n-1)x(n)x^*(n)R^{-1}(n-1)}{1 + \lambda(n)x^*(n)R^{-1}(n-1)x(n)}. \]
Computational complexity of the QOBE algorithm is $O(L^2)$ and it does not exploit any possible structure, e.g., shift structure, in the input data. To reduce its peak (per-update) complexity, we propose to reformulate the QOBE algorithm with two LSOEs and solve the LOSEs utilising the low-complexity DCD iterations. Since QOBE can be viewed as a weighted recursive least-squares (WRLS) algorithm with a variable weighting factor, which is optimised according to the bounded-error-magnitude criterion [3], we can replace (5) with

$$z(n) = z(n - 1) + \lambda(n)x(n)d^*(n),$$  
$$w(n) = R^{-1}(n)z(n)$$

where $z(n)$ is the cross-correlation vector between the input vector and the reference signal. Instead of inverting $R(n)$ in (8), we can consider $\hat{w}(n)$ as an approximate solution of the following LSOE

$$R(n)w(n) = z(n).$$

As shown in [5], it is more efficient to solve the following LSOE instead of (9)

$$R(n)\Delta w(n) = \rho(n)$$

where $\Delta w(n) = w(n) - \hat{w}(n - 1)$ and obtain an approximate solution $\Delta \hat{w}(n) = \hat{w}(n) - \hat{w}(n - 1)$ from which we can find $\hat{w}(n)$. Similar to the approach taken in [5], it is easy to show that

$$\rho(n) = r(n - 1) + \lambda(n)x(n)e^*(n)$$

where the residual vector $r(n - 1)$ is defined as

$$r(n - 1) = z(n - 1) - R(n - 1)\hat{w}(n - 1).$$

Moreover, defining $q(n) = R^{-1}(n - 1)x(n)$, we find $\hat{q}(n)$ as an approximate solution of the following LSOE

$$R(n)q(n) = x(n)$$

and calculate the weighting factor as

$$\lambda(n) = \frac{1}{x^*(n)q(n)}\left(\frac{|e(n)|}{\gamma} - 1\right).$$

To solve the LSOEs of (10) and (13), we employ the DCD algorithm with a leading element. Solving (10) in this way yields both $\Delta \hat{w}(n)$ and $r(n)$ [5]. We call the proposed algorithm DCD-QOBE.

For shift-structured input data, updating the input autocorrelation matrix is significantly simplified. In this case, the lower-right $(L - 1) \times (L - 1)$ block of $R(n)$
can be obtained by copying the upper-left \((L - 1) \times (L - 1)\) block of \(R(n - 1)\). The only part of the matrix \(R(n)\) that should be directly updated is the first row and first column. Due to the symmetry of \(R(n)\), it is sufficient to update only the first column via

\[
R^{(1)}(n) = R^{(1)}(n - 1) + \lambda(n)x(n)x^\ast(n)
\]

where \(R^{(1)}(n)\) is the first column of \(R(n)\) and \(x(n)\) is the input signal.

The DCD algorithm utilises three user-defined parameters, namely \(N_u, M_b,\) and \(H\), that control its accuracy and complexity [4, 5]. In fact, the first two establish the trade-off between complexity and performance. The integer parameter \(N_u\) represents the number of iterative updates performed at each run of the algorithm. In other words, \(N_u\) determines the maximum number of filter coefficients that can be updated at each time instant. Hence, in general, adaptive filtering based on the DCD algorithm implements a form of selective partial updates. It is known that by selective partial updating, one can trade performance for complexity [6]. In the DCD algorithm, the step-size \(\alpha\) can accept one of \(M_b\) predefined values corresponding to representation of the elements of the solution vector as fixed-point words with \(M_b\) bits within an amplitude range of \([-H, H]\).

### 3. Computational Complexity

For each update, the QOBE algorithm requires \(3L^2 + 4L + 2\) complex multiplications and \(3L^2 + L + 1\) complex additions while the DCD-QOBE algorithm requires \(4L + 4\) complex multiplications and \((4L + 1)N_u + 5L + M_b\) complex additions. Assuming six and two floating-point operations (FLOPs) for each complex multiplication and addition, respectively, in Fig. 1, we compare computational complexity of QOBE and DCD-QOBE for different filter lengths when \(M_b = 12\) and \(N_u = L/4, L/2,\) and \(L\). We also show the percentage of the saved FLOPs by DCD-QOBE in comparison with QOBE for each \(N_u\) in the subfigure inside Fig. 1.

### 4. Simulations

In Fig. 2, we compare the normalised misalignment, i.e.,

\[
\frac{\|\mathbf{w}_o - \mathbf{w}(n)\|^2}{\|\mathbf{w}_o\|^2},
\]

of QOBE and DCD-QOBE with different number of DCD iterations —\(N_u = 2, 4, 8,\) and 16 for solving both (10) and (13)— in a typical system identification scenario. The results are averaged over \(10^4\) independent trials. Both the unknown system and the adaptive filter are considered to be of order \(L = 16\). The filter weights of the unknown system are generated randomly and its output is corrupted by an additive
white complex Gaussian noise with a zero mean to achieve an approximate signal-to-noise ratio of 10 dB. The error-magnitude threshold is set to \( \gamma = \sqrt{3} \sigma_v \) where \( \sigma_v^2 \) is the power of the noise. The input signal is zero-mean complex Gaussian and the input signal vectors are shift-structured. The other DCD parameters are \( M_b = 12 \) and \( H = 1 \) for solving both (10) and (13). It should be noted that in this experiment, all the algorithms updated in average at about 13 percent of the simulation time.

5. Conclusion

Implementation of the set-membership-based QOBE algorithm using the DCD iterations was proposed. The new algorithm, DCD-QOBE, has a significantly lower peak computational complexity than the QOBE algorithm while having almost the same update frequency as QOBE for a wide range of exercised iterations in its embedded DCD algorithms. In particular, DCD-QOBE requires considerably less number of multiplications compared to QOBE. This makes it much less complicated than QOBE to implement on hardware. Simulations show that DCD-QOBE’s performance can be made arbitrarily close to that of QOBE by choosing appropriate values for its DCD parameters. The DCD-QOBE algorithm, along with its inherent set-theoretic nature, practices a form of selective partial updating and establishes a trade-off between performance and complexity.
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Fig. 1, Computational complexity of QOBE and DCD-QOBE.

Fig. 2, Normalised misalignment of QOBE and DCD-QOBE.
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Steady-state mean squared error and tracking performance analysis of the quasi-OBE algorithm

Reza Arablouei and Kütüyıl Doğançay

Abstract

The quasi-OBE (QOBE) algorithm is a set-membership adaptive filtering algorithm based on the principles of optimal bounding ellipsoid (OBE) processing. This algorithm can provide enhanced convergence and tracking performance as well as reduced average computational complexity in comparison with the more traditional adaptive filtering algorithms such as the recursive least-squares (RLS) algorithm. In this paper, we analyse the steady-state mean squared error (MSE) and tracking performance of the QOBE algorithm. For this purpose, we derive energy conservation relation of the QOBE algorithm. The analysis leads to a nonlinear equation whose solution gives the steady-state MSE of the QOBE algorithm in both stationary and nonstationary environments. We prove that there is always a unique solution for this equation. The results predicted by the analysis show good agreement with the simulation experiments.

Keywords: set-membership adaptive filtering; the quasi-OBE (BEACON) algorithm; steady-state mean squared error performance analysis; tracking performance analysis; energy conservation

1. Introduction

Set-membership adaptive filtering (SMAF) algorithms are known for their superiority over the more classical estimation techniques in three aspects. First, they provide sets
of acceptable estimates rather than single estimates. Second, they feature improved convergence and tracking properties generally due to the execution of some kind of set-theoretic optimization, e.g., optimization of the step size or the weighting sequence. Third, they enjoy a data-discerning update strategy, which enables them to check for the innovation in the new data at each time instant and determine whether an update is required or not. In other words, they perform an update only when it can improve the quality of estimation and obviate the expense of updating when there is no useful information in the incoming data. As a result, in addition to the enhanced convergence and tracking performance, they can also provide an appreciable reduction in the average computational complexity [1-3].

The optimal bounding ellipsoids (OBE) algorithms are well-established SMAF algorithms that tightly outer-bound the set of feasible solutions in the associated parameter space using ellipsoids. They optimize the size of the ellipsoids in some meaningful sense. Different optimality criteria have led to different OBE algorithms. Among them, the quasi-OBE (QOBE) algorithm[4, 5] is particularly interesting since it shares many of the desired features of the various OBE algorithms. Furthermore, it incorporates simple but efficient innovation check and optimal weight calculation processes, which make it computationally more efficient than other OBE algorithms.

The SMAF algorithms generally have high degrees of nonlinearities, which make their performance analysis complicated, especially at the transient state. The QOBE algorithm involves both data nonlinearity [6] and error nonlinearity[7]. Few works have been reported on the theoretical performance analysis of the SMAF algorithms. Steady-state mean squared error (MSE) of the set-membership normalized least mean squares (SM-NLMS) algorithm [8] is analysed in [9, 10] and steady-state MSE of the set-membership affine projection (SM-AP) algorithm [11] is analysed in [12-14]. Analytical results on the steady-state MSE performance of the set-membership binormalized data-reusing LMS algorithm and the multichannel filtered-x set-membership affine projection algorithm are given in [15] and [16], respectively. The work of [4] is also dedicated to prove that, with persistent excitation [17], the QOBE algorithm exhibits central-estimator convergence while its associated hyperellipsoidal membership set cannot converge to a point set. To the best of our knowledge, no steady-state MSE or tracking performance analysis of the QOBE algorithm has been reported in the literature to date.

In this paper, we present a steady-state MSE and tracking performance analysis of the QOBE algorithm. The classic approach is to analyse the transient behavior of the adaptive filter and then obtain the steady-state MSE as a limiting behavior of the transient MSE [18, 19]. However, due to high nonlinearity of the QOBE algorithm, this
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4 This algorithm was originally published as the *Bounding Ellipsoidal Adaptive CONstrained least-squares* (BEACON) algorithm [5].
approach would be very difficult. To circumvent the analysis of the transient behaviour and its complications, we employ the energy conservation argument [20, 21] and initiate our steady-state analysis from the energy conservation relation of the QOBE algorithm. For the tracking performance analysis, we consider a random walk model for time variations of the unknown system in a nonstationary environment. The outcome of the analysis is a nonlinear equation whose solution yields the theoretical steady-state MSE of the QOBE algorithm in both stationary and nonstationary environments. Simulations confirm the accuracy of the theoretical predictions for the steady-state MSE in addition to justifying the assumptions made in the derivations.

In section 2, we describe the QOBE algorithm. We analyse its steady-state MSE and tracking performance in sections 3 and 4, provide some simulation results in section 5, and conclude the paper in section 6.

2. The QOBE algorithm

Let us consider the affine-in-parameter model

$$d_n = \omega^T x_n + \eta_n$$

where $d_n \in \mathbb{R}$ is the reference signal at time index $n \in \mathbb{N}$, $\omega \in \mathbb{R}^L$ is the column vector of the unknown system parameters, $x_n \in \mathbb{R}^L$ is the input vector, $\eta_n \in \mathbb{R}$ accounts for background noise, and superscript $T$ denotes matrix/vector transposition.

Conventional filtering schemes produce an estimate of $\omega$ by minimizing a cost function, which is usually a direct function of the estimation error. On the contrary, set-membership filtering algorithms estimate a set of feasible solutions rather than a single-point estimate by specifying a bound on the magnitude of the estimation error over the model space of interest. The model space, $S$, comprises all the input-reference signal pairs used in the estimation. Hence, any parameter vector, $w$, resulting in an error less than a predetermined bound, $\gamma > 0$, for all data pairs from $S$ is an acceptable solution. The feasibility set contains all these possible solutions and is defined as

$$\Theta = \bigcap_{(x,d) \in S} \{ w \in \mathbb{R}^L : |d - w^T x| \leq \gamma \}.$$

Direct calculation of $\Theta$ is often unachievable since, in practice, $S$ is not fully known and may be time-varying. Therefore, SMAF algorithms aim to estimate a minimal set estimate of $\Theta$ at each time instant. This set is called the membership set and is defined as
\[
\Psi_n = \bigcap_{i=1}^{n} \Phi_i
\]

where \( \Phi_n \) is the observation-induced constraint set at time instant \( n \):

\[
\Phi_n = \{ \mathbf{w} \in \mathbb{R}^L : |d_n - \mathbf{w}^T \mathbf{x}_n| \leq \gamma \}.
\]

Obviously, \( \Theta \subset \Psi_n \). However, \( \Psi_n \) is a convex polytope in \( \mathcal{S} \) and usually too complex to compute. One solution is to outer-bound \( \Psi_n \) at each iteration by a mathematically tractable ellipsoid \( E_n \). This is the basic idea behind the OBE algorithms. Given an initial ellipsoid

\[
E_0 = \{ \mathbf{w} \in \mathbb{R}^L : (\mathbf{w} - \mathbf{w}_0)^T \mathbf{P}_0^{-1} (\mathbf{w} - \mathbf{w}_0) \leq \sigma_0 \}
\]

with some suitably chosen initial estimates \( \mathbf{w}_0 \in \mathbb{R}^L, \mathbf{P}_0^{-1} \in \mathbb{R}^{L \times L} \), and \( \sigma_0 > 0 \), an OBE algorithm recursively computes \( E_n \) using the knowledge of \( E_{n-1} \) in such a way that

\[
E_n \supset (\Phi_n \cap E_{n-1}) \supset \Psi_n \quad \forall n. \tag{2}
\]

As \( E_n \) outer-bounds the intersection of \( \Phi_n \) and \( E_{n-1} \), \( \Theta \) lies within \( E_n \). To satisfy (2), \( E_n \) is calculated via

\[
E_n = \{ \mathbf{w} \in \mathbb{R}^L : (\mathbf{w} - \mathbf{w}_n)^T \mathbf{P}_n^{-1} (\mathbf{w} - \mathbf{w}_n) \leq \sigma_n \}
\]

where

\[
\mathbf{P}_n^{-1} = \mathbf{P}_{n-1}^{-1} + \lambda_n \mathbf{x}_n \mathbf{x}_n^T, \tag{3}
\]

\[
e_n = d_n - \mathbf{w}_{n-1}^T \mathbf{x}_n, \tag{4}
\]

\[
\mathbf{w}_n = \mathbf{w}_{n-1} + \lambda_n \mathbf{P}_n \mathbf{x}_n e_n, \tag{5}
\]

\[
\sigma_n = \sigma_{n-1} - \frac{\lambda_n e_n^2}{1 + \lambda_n G_n} + \lambda_n \gamma^2,
\]

and

\[
G_n = \mathbf{x}_n^T \mathbf{P}_{n-1} \mathbf{x}_n.
\]

The centroid of \( E_n, \mathbf{w}_n \), can be regarded as a point estimate at time instant \( n \) and \( e_n \) is the a priori estimation error. The QOBE (also known as BEACON) algorithm calculates the optimal weighting factor, \( \lambda_n \), by minimizing \( \sigma_n \) under the constraint that \( \lambda_n > 0 \). The result is a simple but efficient update-checking rule and a relatively simple expression for \( \lambda_n \).
\[ \lambda_n = \begin{cases} \frac{1}{G_n} \left( \frac{|e_n|}{\gamma} - 1 \right) & \text{if } |e_n| > \gamma \\ 0 & \text{if } |e_n| \leq \gamma \end{cases} \] \tag{6}

In practice, \( P_n \) is updated rather than \( P_n^{-1} \) by applying the matrix inversion lemma \[22\] to (3):

\[ P_n = P_{n-1} - \frac{\lambda_n P_{n-1} x_n x_n^T P_{n-1}}{1 + \lambda_n G_n}. \] \tag{7}

3. Steady-state mean squared error analysis

Multiplying both sides of (7) by \( x_n \) from the right and using (6), we can show that

\[ P_n x_n = \begin{cases} \frac{p_{n-1} x_n \gamma}{|e_n|} & \text{if } |e_n| > \gamma \\ P_{n-1} x_n & \text{if } |e_n| \leq \gamma \end{cases}. \] \tag{8}

Substituting (6) and (8) into (5) yields

\[ w_n = \begin{cases} w_{n-1} + \frac{P_{n-1} x_n}{G_n} \left( 1 - \frac{\gamma}{|e_n|} \right) e_n & \text{if } |e_n| > \gamma \\ w_{n-1} & \text{if } |e_n| \leq \gamma \end{cases}. \] \tag{9}

Defining

\[ f_n = \begin{cases} e_n - \gamma & \text{if } e_n > \gamma \\ 0 & \text{if } -\gamma \leq e_n \leq \gamma, \\ e_n + \gamma & \text{if } e_n < -\gamma \end{cases} \] \tag{10}

we can rewrite (9) as

\[ w_n = w_{n-1} + \frac{P_{n-1} x_n}{G_n} f_n. \] \tag{11}

Subtracting both sides of (11) from \( \omega \) results in

\[ v_n = v_{n-1} - \frac{P_{n-1} x_n}{G_n} f_n \] \tag{12}

where

\[ v_n = \omega - w_n \]

is the weight-error vector. The noiseless \textit{a priori} and \textit{a posteriori} estimation errors are respectively defined as

\[ e_{a,n} = v_{n-1}^T x_n \] \tag{13}

and
\( e_{p,n} = v_n^T x_n. \)

From (1), (4), and (13), we have
\[ e_n = e_{a,n} + \eta_n. \]  
(14)

Multiplying the transpose of both sides of (12) by \( x_n \) from the right results in
\[ e_{p,n} = e_{a,n} - f_n. \]  
(15)

By substituting \( f_n = e_{a,n} - e_{p,n} \) into (12), we can verify that
\[ v_n + \frac{P_{n-1}x_n}{G_n} e_{a,n} = v_{n-1} + \frac{P_{n-1}x_n}{G_n} e_{p,n}. \]  
(16)

By evaluating the energies (i.e., the squared Euclidean norms) of both sides of (16), we obtain the following energy conservation relation:
\[ \|v_n\|^2 + \left\| \frac{P_{n-1}x_n}{G_n} \right\|^2 e_{a,n}^2 = \|v_{n-1}\|^2 + \left\| \frac{P_{n-1}x_n}{G_n} \right\|^2 e_{p,n}^2. \]  
(17)

Taking the expectations of both sides of (17), we get
\[ E[\|v_n\|^2] + E \left[ \left\| \frac{P_{n-1}x_n}{G_n} \right\|^2 e_{a,n}^2 \right] = E[\|v_{n-1}\|^2] + E \left[ \left\| \frac{P_{n-1}x_n}{G_n} \right\|^2 e_{p,n}^2 \right]. \]  
(18)

Here, \( \|\cdot\| \) and \( E[\cdot] \) denote the Euclidean norm and the expectation operation, respectively.

We know that after convergence, gradient of the mean square deviation approaches zero [4], i.e.,
\[ \lim_{n \to \infty} E[\|v_{n-1}\|^2] - E[\|v_n\|^2] \to 0. \]

Therefore, at the steady state, (18) becomes
\[ E \left[ \left\| \frac{P_{n-1}x_n}{G_n} \right\|^2 e_{a,n}^2 \right] = E \left[ \left\| \frac{P_{n-1}x_n}{G_n} \right\|^2 e_{p,n}^2 \right]. \]  
(19)

In order to make the analysis tractable, let us adopt the following assumptions:

A1: At the steady state, \( \left\| \frac{P_{n-1}x_n}{G_n} \right\|^2 \) is statistically independent of both \( e_{a,n}^2 \) and \( e_{p,n}^2 \).

A2: At the steady state, the noiseless \textit{a priori} estimation error, \( e_{a,n} \), is white Gaussian with zero mean and variance of \( \sigma_{a}^2 = E[e_{a,n}^2] \).
A3: The background noise, \( \eta_n \), is white Gaussian with zero mean and variance of \( \sigma^2_\eta = E[\eta_n^2] \). It is also independent of the input data.

Using A1, (19) simplifies to

\[
E[e_{a,n}^2] = E[e_{p,n}^2].
\]  

(20)

Substituting (15) into (20), we find that at the steady state

\[
E[f_n^2 - 2e_{a,n}f_n] = 0.
\]  

(21)

Considering (14), A2 and A3 imply that, at the steady state, the a priori estimation error, \( e_n \), is also zero-mean white Gaussian. In addition, the variance of \( e_n \) at the steady-state is computed as

\[
\sigma^2 = E[e_n^2] = \sigma^2_a + \sigma^2_\eta.
\]  

(22)

Based on this fact and using (10), we can write

\[
E[f_n^2] = \int_{-\infty}^{\infty} (x + \gamma)^2 \frac{1}{\sqrt{2\pi}\sigma^2} e^{-x^2/2\sigma^2} dx + \int_{\gamma}^{\infty} (x - \gamma)^2 \frac{1}{\sqrt{2\pi}\sigma^2} e^{-x^2/2\sigma^2} dx
\]

\[
= (\sigma^2 + \gamma^2) \left[ 1 - \text{erf} \left( \frac{\gamma}{\sqrt{2\sigma^2}} \right) \right] - \gamma \sqrt{\frac{2\sigma^2}{\pi}} e^{-\gamma^2/(2\sigma^2)}
\]  

(23)

where \( \text{erf}(\cdot) \) is the error function and is defined as

\[
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt.
\]

Under A2 and A3, we can also verify that, at the steady state, \( e_{a,n} \) and \( e_n \) are jointly Gaussian and the random variable

\[
\zeta = e_{a,n} - \frac{\sigma^2_a}{\sigma^2} e_n
\]  

(24)

is independent of \( e_n \) and thus \( f_n \). Consequently, using (22) and (24), we can show that

\[
E[e_{a,n}f_n] = E[\zeta f_n] + \frac{\sigma^2 - \sigma^2_\eta}{\sigma^2} E[e_n f_n]
\]

\[
= E[\zeta]E[f_n] + \frac{\sigma^2 - \sigma^2_\eta}{\sigma^2} E[e_n f_n]
\]

\[
= \frac{\sigma^2 - \sigma^2_\eta}{\sigma^2} E[e_n f_n].
\]  

(25)

Besides, we have
\[
E[e_n f_n] = \int_{-\infty}^{\infty} x(x+y) \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}} dx + \int_{-\infty}^{\infty} x(x-y) \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}} dx \\
= \sigma^2 \left[ 1 - \operatorname{erf}\left(\frac{\gamma}{\sqrt{2\sigma^2}}\right) \right].
\]  
(26)

Hence, by substituting (26) into (25), we get

\[
E[e_{\alpha n} f_n] = (\sigma^2 - \sigma_\eta^2) \left[ 1 - \operatorname{erf}\left(\frac{\gamma}{\sqrt{2\sigma^2}}\right) \right].
\]  
(27)

Substitution of (23) and (27) into (21) leads to

\[
(-\sigma^2 + \gamma^2 + 2\sigma_\eta^2) \left[ 1 - \operatorname{erf}\left(\frac{\gamma}{\sqrt{2\sigma^2}}\right) \right] - \gamma \sqrt{\frac{2\sigma^2}{\pi}} e^{-\frac{\gamma^2}{2\sigma^2}} = 0.
\]  
(28)

The steady-state MSE, $\sigma^2$, is found as a unique positive solution of (28). This equation is the same as the one given in [9] for the relaxed and regularized SM-NLMS algorithm when its relaxation and regularization parameters are respectively set to one and zero. This resemblance can be interpreted in view of the intrinsic similarity of the SM-NLMS and the QOBE algorithms, especially in the sense of steady-state behavior, and the parallel nature of the assumptions made in the analyses, i.e., A1 here and S2-S4 in [9]. Although existence and uniqueness of the solution of (28) has been proved in [9], we provide a more immediate and less complicated proof in the Appendix.

Once the steady-state MSE is found, the probability of update (PU) at the steady state can also be computed as

\[
P_u = P(|e_n| > \gamma) \\
= 1 - \operatorname{erf}\left(\frac{\gamma}{\sqrt{2\sigma^2}}\right).
\]  
(29)

4. Tracking analysis

To analyse the tracking performance of the QOBE algorithm in a nonstationary environment, we change the model of (1) to

\[
d_n = \omega_n^T x_n + \eta_n
\]  
(30)

where the unknown system is considered time-varying. To model the variation of $\omega_n$, we use the well-known random walk model [23], i.e.,

\[
\omega_n = \omega_{n-1} + q_n
\]  
(31)

where $q_n \in \mathbb{R}^l$ denotes the random perturbation. By redefining the weight-error vector as

\[
v_n = \omega_n - w_n
\]
and the noiseless \textit{a posteriori} error as

\[ e_{p,n} = (v_n - q_n)^T x_n, \]

we can rewrite (12) as

\[ v_n = v_{n-1} - \frac{P_{n-1} x_n}{G_n} f_n + q_n. \] (32)

Multiplying the transpose of both sides of (32) by \( x_n \) from the right, we can verify that (15) still holds and (16) changes to

\[ v_n - q_n + \frac{P_{n-1} x_n}{G_n} e_{a,n} = v_{n-1} + \frac{P_{n-1} x_n}{G_n} e_{p,n}. \] (33)

Evaluating the energies of both sides of (33) gives the following energy conservation relation:

\[ \|v_n - q_n\|^2 + \left\| \frac{P_{n-1} x_n}{G_n} e_{a,n} \right\|^2 = \|v_{n-1}\|^2 + \left\| \frac{P_{n-1} x_n}{G_n} \right\|^2 e_{p,n}^2. \] (34)

Taking expectations of both sides of (34), we get

\[ E[\|v_n - q_n\|^2] + E \left[ \left\| \frac{P_{n-1} x_n}{G_n} \right\|^2 e_{a,n}^2 \right] = E[\|v_{n-1}\|^2] + E \left[ \left\| \frac{P_{n-1} x_n}{G_n} \right\|^2 e_{p,n}^2 \right]. \] (35)

For tractability of the tracking analysis, let us adopt the following additional assumptions:

A4: The perturbation \( q_n \) is independent and identically distributed (i.i.d.) with zero mean and covariance matrix of \( Q = E[q_n q_n^T] \). It is also independent of the input data and the noise.

A5: At the steady state, the inverse of the input autocorrelation matrix can be approximated as \( P_n \approx p_n I_L \) where \( I_L \in \mathbb{R}^{L \times L} \) is the identity matrix.

A6: The stochastic process \( \|x_n\|^2 \) is stationary and the initial input, \( x_0 \), is a nonzero vector that satisfies \( E[\|x_0\|^2] < \infty \).

Under A4, we have

\[ E[\|v_n - q_n\|^2] = E[\|v_n\|^2] - 2E[q_n^T v_n] + E[\|q_n\|^2] \]
\[ = E[\|v_n\|^2] - 2E[q_n^T (\omega_{n-1} - w_n)] + E[\|q_n\|^2] \]
\[ = E[\|v_n\|^2] - 2E[q_n^T (\omega_{n-1} + q_n - w_n)] + E[\|q_n\|^2] \]
\[ = E[\|v_n\|^2] - 2E[\|q_n\|^2] + E[\|q_n\|^2] \]
\[ = E[\|v_n\|^2] - \text{Tr}(Q) \]

where \( \text{Tr}(\cdot) \) denotes the matrix trace.
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Assuming convergence and using A1, (15), (35), and (36), we can verify that at the steady state

\[
E[f_n^2 - 2e_{an}f_n] + \frac{\text{Tr}(Q)}{E[\|\mathbf{P}_{n-1}\mathbf{x}_n\|^2]} = 0.
\] (37)

In view of A5, we can make the following approximation at the steady state

\[
\|\frac{\mathbf{P}_{n-1}\mathbf{x}_n}{\mathbf{g}_n}\|^2 \approx \frac{1}{\|\mathbf{x}_n\|^2}.
\] (38)

Substituting (23), (27), and (38) into (37) together with using A6 gives

\[
(-\sigma^2 + \gamma^2 + 2\sigma^2)\left[1 - \text{erf}\left(\frac{\gamma}{\sqrt{2}\sigma^2}\right)\right] - \gamma \sqrt{\frac{2\sigma^2}{\pi}} e^{-\gamma^2/2\sigma^2} + \frac{\text{Tr}(Q)}{E[\|\mathbf{x}_0\|^2]} = 0.
\] (39)

The solution of this equation yields the steady-state MSE of the QOBE algorithm when the underlying system is nonstationary and modelled via (30) and (31). Existence and uniqueness of the solution of (39) is proved in the Appendix. It is clear that (39) is a generalized form of (28) and can also be used in a stationary environment by simply setting \(\text{Tr}(Q)\) to zero.

5. Numerical studies

5.1. Stationary studies

We consider a system identification scenario where the unknown system has \(L = 16\) taps. The taps are generated randomly and normalized to unit energy. The corresponding adaptive filter is also assumed to have the same number of taps. The input vector is shift-structured, i.e.,

\[
\mathbf{x}_n = [x_n, x_{n-1}, \ldots, x_{n-L+1}]^T
\]

where \(x_n\) is generated by passing a zero-mean Gaussian signal through a first-order autoregressive process with transfer function

\[
\frac{1}{1 - 0.95z^{-1}}.
\]

The power of the additive white Gaussian noise is \(\sigma^2 = 0.001\).

In Figs. 1 and 2, we compare the simulated and predicted steady-state MSEs and PUs of the QOBE algorithm for different values of \(\gamma^2/\sigma^2\). The simulated results are obtained by averaging the instantaneous values over 100 time instants at the steady state and ensemble-averaging over \(10^3\) independent trials. The theoretical results are
achieved by solving (28) and using (29). Figs. 1 and 2 exhibit a good agreement between the experiment and the theory.

We also investigate the validity of A1 by plotting
\[
\rho_{a,n} = \frac{E \left[ \left\| \frac{\mathbf{p}_{n-1} \mathbf{x}_n}{G_n} \right\|^2 e_{a,n}^2 \right]}{E \left[ \left\| \frac{\mathbf{p}_{n-1} \mathbf{x}_n}{G_n} \right\|^2 \right] E \left[ e_{a,n}^2 \right]}
\]
and
\[
\rho_{p,n} = \frac{E \left[ \left\| \frac{\mathbf{p}_{n-1} \mathbf{x}_n}{G_n} \right\|^2 e_{p,n}^2 \right]}{E \left[ \left\| \frac{\mathbf{p}_{n-1} \mathbf{x}_n}{G_n} \right\|^2 \right] E \left[ e_{p,n}^2 \right]}
\]
versus time in Fig. 3. The expectations are approximated by ensemble-averaging over \(10^4\) independent trials when \(\gamma^2/\sigma^2 = 1\). We observe that both \(\rho_{a,n}\) and \(\rho_{p,n}\) are close to one at the steady state. This test together with the results given in Figs. 1 and 2 justifies A1 as a reasonable assumption.

5.2. Nonstationary case

We consider estimation and tracking of a flat-fading multiple-input single-output (MISO) wireless channel with \(N_t = 4\) transmitter antennas. Sub-channels between each transmitter antenna and the receiver fade independently according to the random walk model. Thus, the channel vector, \(\mathbf{h}_n \in \mathbb{R}^{N_t}\), is modeled via
\[
\mathbf{h}_n = \mathbf{h}_{n-1} + \alpha \mathbf{k}_n
\]
where \(\alpha\) is a parameter that controls the rate of the variations and \(\mathbf{k}_n \in \mathbb{R}^{N_t}\) is a circular Gaussian random vector with zero mean and identity covariance matrix. The channel estimator is an adaptive filter with \(L = 4\) taps. The transmitted symbols (input to the channel estimator) are i.i.d. and modulated using the BPSK scheme with a modulus of \(1/\sqrt{N_t} = 1/2\).

In Figs. 4-7, we depict the experimental and theoretical steady-state MSEs and PUs as a function of \(\gamma^2/\sigma^2\) for different values of \(\alpha\) and two values of the additive white noise power, i.e., \(\sigma_w^2 = 0.01\) and \(\sigma_w^2 = 0.001\). The experimental steady-state MSEs and PUs are obtained by averaging 100 steady-state values and ensemble-averaging over \(10^3\) independent runs. The theoretical steady-state MSEs and PUs are calculated by solving (39) and using (29) where the last term of the left-hand side of (39) simplifies to
Figs. 4-7 show that the theoretical results are in good match with the simulations.

6. Concluding remarks

Assumptions: Despite seeming unnatural, A1 is reasonably realistic and simplifies the analysis tremendously. Several similar assumptions have been made in the literature (see, e.g., [9, 18, 21, 23]). Without utilizing A2, calculation of the expectations in (21) would be arduous. This assumption is commonly made to deal with error nonlinearities (see, e.g., [7], [9]). It is justified for long adaptive filters via central limit arguments [24]. A3 is natural and regularly used while A4 is typical in the context of tracking performance analysis of the adaptive filters (see, e.g., [21], [25]). A5 is necessary to make the analysis tractable. Such assumptions are frequently used in the MSE performance analysis of the adaptive filters (see, e.g., [26]). A6 is also required for tractability of the analysis. However, assuming a stationary $\|x_n\|^{-2}$ is not as strict as assuming a stationary input. Therefore, our analysis is valid for any input signal as long as $\|x_n\|^{-2}$ is stationary.

Input signal correlation: In the numerical studies of the stationary case, we provided a comparison between the experimental and theoretical steady-state MSEs for a typical correlated input signal. Extensive investigations showed that the theoretical predictions are in good agreement with experiments for a wide range of correlated and uncorrelated input signals.

Simulations of the nonstationary case: The primary objective of the provided numerical results is to corroborate our theoretical findings. That is why the simulated MISO wireless channel varies in time according to the random walk model, which is the assumed model in the analysis. Admittedly, this is not the most appropriate way to model variations of a wireless channel. However, it is well established that a Rayleigh-fading channel can be suitably modelled by a first-order autoregressive model [27]. For slow variations, the corresponding autoregressive model can be approximated by a random walk model [23].

Accuracy of the analysis: Comparison with the simulation results shows that the analytical predictions for the steady-state MSE are less accurate when $\gamma^2/\sigma^2_\eta$ is considerably small. Nonetheless, in the presented comparisons, the largest gap between the experimental and the theoretical MSEs is still only about one dB. This lesser accuracy for the low values of $\gamma^2/\sigma^2_\eta$ can mainly be attributed to the fact that the assumptions employed in the analysis, particularly A1 and A2, become less tenable in such cases. However, it is known that the practically appropriate range of
values is $\gamma^2/\sigma^2 \geq 1$ and a value of $\gamma^2/\sigma^2 < 1$ cannot usually be a good choice in practice [19].

**Summary:** Steady-state MSE and tracking performance of the QOBE algorithm was analysed utilizing the energy conservation argument. The analysis resulted in a nonlinear equation that by solving it, the theoretical steady-state MSE of the QOBE algorithm for both stationary and nonstationary systems is calculated. Existence and uniqueness of the solution of this equation was also proved. Simulations showed that the theoretical predictions match the experimental ones well.

**Appendix**

Introducing the change of variable

$$x = \frac{y}{\sqrt{2}\sigma^2}$$

and defining

$$a = 1 + \frac{2\sigma^2}{\gamma^2}$$

and

$$b = \frac{\text{Tr}(Q)}{E[\|x_0\|^2]}$$

we can rewrite (39) as

$$ax^2 - \frac{1}{2} + \frac{b}{\gamma^2} \frac{x^2}{1 - \text{erf}(x)} = \frac{1}{\sqrt{\pi}} \frac{x e^{-x^2}}{1 - \text{erf}(x)}. \tag{A1}$$

**Lemma 1:** Let

$$Y(x) = ax^2 - \frac{1}{2} + \frac{b}{\gamma^2} \frac{x^2}{1 - \text{erf}(x)}$$

for $x > 0$. \tag{A2}

Then, the following holds:

1) $\lim_{x \to 0} Y(x) = -1/2$;

2) $\lim_{x \to \infty} Y(x) = \infty$;

3) $Y(x)$ is monotone increasing.

**Proof:**

1) This is obvious.
2) This can be easily verified since \( a \geq 1, \ b \geq 0, \ 1 - \text{erf}(x) > 0 \) for \( x > 0 \), and \( \lim_{x \to \infty} [1 - \text{erf}(x)] = 0 \).

3) This is also easy to verify since, for \( x > 0 \), \( ax^2 - \frac{1}{2} \) is monotone increasing and \( 1 - \text{erf}(x) \) is monotone decreasing in \((0,1]\) so

\[
\frac{b \ x^2}{y^2 \ 1 - \text{erf}(x)}
\]

is also monotone increasing.

\[\square\]

**Lemma 2:** Let

\[
Z(x) = \frac{1}{\sqrt{\pi}} \frac{xe^{-x^2}}{1 - \text{erf}(x)} \quad \text{for} \ x > 0.
\]

Then, the following holds:

1) \( \lim_{x \to 0} Z(x) = 0 \);

2) \( \lim_{x \to \infty} Z(x) = \infty \);

3) \( Z(x) \) is monotone increasing.

**Proof:**

1) This is obvious.

2) Using L'Hôpital's rule, we have

\[
\lim_{x \to \infty} Z(x) = \frac{1}{\sqrt{\pi}} \lim_{x \to \infty} \frac{d}{dx} \left[ xe^{-x^2} \right] \\
= \frac{1}{\sqrt{\pi}} \lim_{x \to \infty} \frac{-(2x^2 - 1)e^{-x^2}}{-2 \sqrt{\pi}e^{-x^2}} \\
= \infty.
\]

3) Let us define

\[
\Omega(x) = \frac{e^{-x^2}}{1 - \text{erf}(x)}
\]

and calculate its derivative

\[
\frac{d\Omega(x)}{dx} = \frac{2/\sqrt{\pi} - 2xe^{x^2}[1 - \text{erf}(x)]}{e^{2x^2}[1 - \text{erf}(x)]^2}.
\]

Invoking Gordon's inequality [28, 29], i.e.,
we can show that $d\Omega(x)/dx > 0$ for $x > 0$. This means $\Omega(x)$ and subsequently $Z(x) = \frac{x}{\sqrt{\pi}} \Omega(x)$ are monotone increasing for $x > 0$. □

Lemma 3: Given $Y(x)$ and $Z(x)$ defined by (A2) and (A3), for $b = 0$

$$\lim_{x \to \infty} \frac{Y(x)}{Z(x)} = a$$

and for $b > 0$

$$\lim_{x \to \infty} \frac{Y(x)}{Z(x)} = \infty.$$

Proof:

We can write

$$\lim_{x \to \infty} \frac{Y(x)}{Z(x)} = \lim_{x \to \infty} \frac{\left(ax^2 - \frac{1}{2}\right)[1 - \text{erf}(x)] + \frac{b}{y^2}x^2}{1/\sqrt{\pi}xe^{-x^2}}$$

$$= \sqrt{\pi} \left( a \lim_{x \to \infty} \frac{x[1 - \text{erf}(x)]}{e^{-x^2}} - \frac{1}{2} \lim_{x \to \infty} \frac{1 - \text{erf}(x)}{xe^{-x^2}} + \frac{b}{y^2} \lim_{x \to \infty} xe^{-x^2} \right).$$

Using L'Hôpital's rule, we have

$$\lim_{x \to \infty} \frac{x[1 - \text{erf}(x)]}{e^{-x^2}} = \lim_{x \to \infty} \frac{d}{dx} \left[ x - x \text{ erf}(x) \right]$$

$$= \lim_{x \to \infty} \frac{d}{dx} \left[ e^{-x^2} \right] - \frac{2}{\sqrt{\pi}} xe^{-x^2}$$

$$= \lim_{x \to \infty} \frac{1}{-2xe^{-x^2}}$$

$$= \frac{1}{\sqrt{\pi}}$$

and

$$\lim_{x \to \infty} \frac{1 - \text{erf}(x)}{xe^{-x^2}} = \lim_{x \to \infty} \frac{d}{dx} \left[ \frac{1 - \text{erf}(x)}{xe^{-x^2}} \right]$$

$$= \lim_{x \to \infty} \frac{d}{dx} \left[ e^{-x^2} \right] - \frac{2}{\sqrt{\pi}} e^{-x^2}$$

$$= \lim_{x \to \infty} \frac{-2e^{-x^2}}{-(2x^2 - 1)e^{-x^2}}$$

$$= 0.$$
Substituting (A5) and (A6) into (A4) results in
\[
\lim_{x \to \infty} \frac{Y(x)}{Z(x)} = a + \sqrt{\frac{b}{2}} \lim_{x \to \infty} x^2 e^{-x^2} = \begin{cases} 
  a & \text{if } b = 0 \\
  \infty & \text{if } b > 0.
\end{cases}
\]

From Lemmas 1-3 and the fact that \( a \geq 1 \), one can deduce that the equation \( Y(x) = Z(x) \), i.e., (A1), surely has a unique positive solution.

In Fig. 8, \( Y(x) \) and \( Z(x) \) are plotted for \( \sigma_n^2 = 0.01, \gamma^2 / \sigma_n^2 = 4 \), and different values of \( b \). It is observed that a larger \( b \) (higher degree of nonstationarity) leads to a lower \( x = \gamma / \sqrt{2 \sigma^2} \) and consequently a higher \( \sigma^2 \).
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Fig. 8, The functions $Z(x)$ and $Y(x)$ for different values of $b$. 

152
Abstract

In this paper, we analyze the tracking performance of the set-membership normalized least mean squares (SM-NLMS) adaptive filtering algorithm using the energy conservation argument. The analysis leads to a nonlinear equation whose solution gives the steady-state mean squared error (MSE) of the SM-NLMS algorithm in a nonstationary environment. We prove that there is always a unique positive solution for this equation. The results predicted by the analysis show good agreement with the simulation experiments.

1. Introduction

Set-membership (SM) adaptive filtering algorithms are set-theoretic techniques, which estimate the members of a set of solutions that are consistent with observations and a priori signal or model constraints. Most SM adaptive filtering algorithms have been developed assuming a bounded-error constraint where the a priori knowledge emerges as a magnitude bound on the estimation error. The capacity of incorporating the a priori information in the estimation process has endowed the SM-based approaches with several advantages over their more classical counterparts in the realm of adaptive signal processing. Superior tracking capabilities and reduced average computational complexity are possibly the most notable ones. The former is achieved because every SM adaptive filtering algorithm executes a form of set-theoretic optimization that allows faster readjustment to the changes in the
underlying system. The latter is also due to the inherent data-discerning update strategy of the SM approaches, which enables them to check for the innovation in the new data and perform an update only when it can improve the quality of the estimation. In the other words, the SM-based techniques are able to detect and discard the unhelpful data and save the expense of associated updating [1]-[5].

The set-membership normalized least mean squares (SM-NLMS) algorithm [6] is a well-known SM adaptive filtering algorithm that can be viewed as a SM equivalent of the stochastic-gradient NLMS algorithm. Formulation of the SM-NLMS algorithm is the same as that of the NLMS algorithm except having an optimized adaptive step-size instead of a fixed one. The SM-NLMS algorithm has attracted a lot of interest in adaptive signal processing mainly because of its relative simplicity, low computational complexity, robustness against noise, and numerical stability in finite precision implementations [7].

The SM adaptive filtering algorithms generally have high degrees of nonlinearities, which make their performance analysis complicated, especially at the transient state. The SM-NLMS algorithm involves both data nonlinearity [8] and error nonlinearity [9]. Few works have been published on the theoretical performance analysis of the SM adaptive filtering algorithms. Steady-state mean squared error (MSE) of the SM-NLMS algorithm in a stationary environment is analyzed in [10] and [11]. Steady-state MSE of the set-membership affine projection (SM-AP) algorithm in a stationary environment is also analyzed in [20] and [21]. Since the SM-NLMS algorithm is a special case of the SM-AP algorithm (when the projection order is equal to one), the results of [20] and [21] can apply to the SM-NLMS algorithm as well. To the best of our knowledge, the work of [22] is the only one to date that reports a tracking performance analysis of the SM-NLMS algorithm, i.e., steady-state MSE analysis in a nonstationary environment. This work originally deals with the SM-AP algorithm. It is based on an empirical formula for the probability of updating and employs some assumptions, which are in general difficult to justify.

In this paper, we analyze the tracking performance of the SM-NLMS algorithm with a more rigorous approach than the one taken in [22]. Following the customary trend in the literature, we take the steady-state MSE in a nonstationary environment as the measure of tracking performance and assume that the target system varies in time according to the random walk model. The classic approach is to analyze the transient behavior of the adaptive filter and then obtain the steady-state MSE as a limiting behavior of the transient MSE [15]. However, due to high nonlinearity of the SM-NLMS algorithm, this approach would be very difficult. To circumvent the analysis of the transient behavior and its complications, we initiate the steady-state analysis from the energy conservation relation [12]-[14] of the SM-NLMS algorithm. The outcome of the analysis is a nonlinear equation whose solution yields the theoretical
steady-state MSE of the SM-NLMS algorithm in a nonstationary environment. Simulations confirm the accuracy of the theoretical findings.

In section 2, we describe the SM-NLMS algorithm. We analyze its tracking performance in section 3, provide some simulation results in section 4, and conclude the paper in section 5.

2. The Set-Membership NLMS algorithm

Let us consider the affine-in-parameter model of the form

\[ d(n) = w_0^T(n)x(n) + \eta(n) \]  \hspace{1cm} (1)

where \( d(n) \in \mathbb{R} \) is the reference signal at time index \( n \in \mathbb{N} \), \( w_0(n) \in \mathbb{R}^l \) is the column vector of the underlying system parameters, \( x(n) \in \mathbb{R}^l \) is the input vector, \( \eta(n) \in \mathbb{R} \) accounts for background noise, \( \mathbb{N} \) and \( \mathbb{R} \) respectively denote the sets of all nonnegative integers and all real numbers, and superscript \( T \) stands for transposition. Moreover, let us assume that the underlying system varies in time according to the well-known random walk model [14], i.e.,

\[ w_o(n) = w_o(n - 1) + q(n) \]  \hspace{1cm} (2)

where \( q(n) \in \mathbb{R}^l \) denotes the random perturbation.

SM adaptive filtering algorithms estimate a set of feasible solutions rather than a single-point estimate by specifying a bound on the magnitude of the estimation error over the model space of interest, \( S \). Hence, the feasibility set that contains all the parameter vectors resulting in an error less than a predetermined bound, \( \gamma > 0 \), is defined as

\[ \Theta = \bigcap_{(x,d) \in S} \{ w \in \mathbb{R}^l : |d - w^*x| \leq \gamma \}. \]

In general, SM adaptive filtering algorithms aim to approximate adaptively the minimal-set estimate of \( \Theta \) that is called the membership set and is defined as

\[ \Psi(n) = \bigcap_{i=1}^{n} H(i) \]

where \( H(n) \) is the observation-induced constraint set at time instant \( n \):

\[ H(n) = \{ w \in \mathbb{R}^l : |d(n) - w^*x(n)| \leq \gamma \}. \]

One way is to outer-approximate \( \Psi(n) \) at each time instant by a minimal-volume spheroid described by

\[ S(n) = \{ w \in \mathbb{R}^l : \|w(n)\|^2 \leq \sigma^2(n) \}. \]
where $\|\cdot\|$ denotes the Euclidean norm, $\mathbf{w}(n)$ is the center of the spheroid (which is usually taken as the point estimate), and $\sigma(n)$ is its radius. This is the basic idea behind the SM-NLMS algorithm, which, at each iteration, computes $S(n)$ as the smallest spheroid that contains the intersection of $S(n-1)$ and $\mathcal{H}(n)$. It is shown in [6] that this can be realized using the following recursions:

$$
\mathbf{w}(n) = \mathbf{w}(n-1) + \mu(n) \frac{\mathbf{x}(n)}{\|\mathbf{x}(n)\|^2} e(n),
$$

$$
\sigma^2(n) = \sigma^2(n-1) - \mu^2(n) \frac{e^2(n)}{\|\mathbf{x}(n)\|^2}
$$

where the estimation error, $e(n)$, and the variable step-size, $\mu(n)$, are given by

$$
e(n) = d(n) - \mathbf{w}^T(n-1)\mathbf{x}(n)
$$

and

$$
\mu(n) = \begin{cases}
1 - \frac{\gamma}{|e(n)|} & \text{if } |e(n)| > \gamma \\
0 & \text{if } |e(n)| \leq \gamma
\end{cases}
$$

3. Tracking performance analysis

Substituting (5) into (3) yields

$$
\mathbf{w}(n) = \begin{cases}
\mathbf{w}(n-1) + \left(1 - \frac{\gamma}{|e(n)|}\right) \frac{\mathbf{x}(n)}{\|\mathbf{x}(n)\|^2} e(n) & \text{if } |e(n)| > \gamma \\
\mathbf{w}(n-1) & \text{if } |e(n)| \leq \gamma
\end{cases}
$$

Defining

$$
f(n) = \begin{cases}
e(n) - \gamma & \text{if } e(n) > \gamma \\
0 & \text{if } -\gamma \leq e(n) \leq \gamma \\
e(n) + \gamma & \text{if } e(n) < -\gamma
\end{cases}
$$

we can rewrite (6) as

$$
\mathbf{w}(n) = \mathbf{w}(n-1) + \frac{\mathbf{x}(n)}{\|\mathbf{x}(n)\|^2} f(n).
$$

Subtracting both sides of (8) from $\mathbf{w}_a(n)$ together with using (2) results in

$$
\mathbf{v}(n) = \mathbf{v}(n-1) - \frac{\mathbf{x}(n)}{\|\mathbf{x}(n)\|^2} f(n) + \mathbf{q}(n)
$$

where $\mathbf{v}(n) = \mathbf{w}_a(n) - \mathbf{w}(n)$ is the weight-error vector.

The noiseless \textit{a priori} and \textit{a posteriori} estimation errors are respectively defined as
\[ e_a(n) = v(n-1)^T x(n) \]  
\hspace{1cm} (10)

and

\[ e_p(n) = (v(n) - q(n))^T x(n). \]

From (1), (4), and (10), we have

\[ e(n) = e_a(n) + \eta(n). \]  
\hspace{1cm} (11)

Multiplying the transpose of both sides of (9) by \( x(n) \) from the right results in

\[ e_p(n) = e_a(n) - f(n). \]  
\hspace{1cm} (12)

By substituting \( f(n) = e_a(n) - e_p(n) \) into (9), we get

\[ v(n) - q(n) + \frac{x(n)}{\|x(n)\|^2} e_a(n) = v(n-1) + \frac{x(n)}{\|x(n)\|^2} e_p(n). \]  
\hspace{1cm} (13)

We obtain the following energy conservation relation by evaluating the energies (i.e., the squared Euclidean norms) of both sides of (13):

\[ \|v(n) - q(n)\|^2 + \frac{e_a^2(n)}{\|x(n)\|^2} = \|v(n-1)\|^2 + \frac{e_p^2(n)}{\|x(n)\|^2}. \]  
\hspace{1cm} (14)

Taking the expectations of both sides of (14) gives

\[ E[\|v(n) - q(n)\|^2] + E\left[ \frac{e_a^2(n)}{\|x(n)\|^2} \right] = E[\|v(n-1)\|^2] + E\left[ \frac{e_p^2(n)}{\|x(n)\|^2} \right]. \]  
\hspace{1cm} (15)

In order to make the analysis tractable, let us adopt the following assumptions:

A0: The stochastic process \( \|x(n)\|^{-2} \) is strictly stationary and the initial input, \( x(0) \), is a nonzero vector that satisfies \( E[\|x(0)\|^{-2}] < \infty \).

A1: At the steady state, \( \|x(n)\|^{-2} \) is statistically independent of both \( e_a^2(n) \) and \( e_p^2(n) \).

A2: At the steady state, the noiseless a priori estimation error, \( e_a(n) \), is white Gaussian with zero mean and variance of \( \sigma_a^2 = E[e_a^2(n)] \).

A3: The background noise, \( \eta(n) \), is white Gaussian with zero mean and variance of \( \sigma_\eta^2 = E[\eta^2(n)] \). It is also independent of the input data.

A4: The perturbation \( q(n) \) is independent and identically distributed (i.i.d.) with zero mean and covariance matrix of \( Q = E[q(n)q^T(n)] \). It is also independent of the input data and the noise.

Under A4, we have
\[ E[\|v(n) - q(n)\|^2] = E[\|v(n)\|^2] - 2E[q^T(n)v(n)] + E[\|q(n)\|^2] \]
\[ = E[\|v(n)\|^2] - 2E[\|q\|^2] + E[\|q\|^2] \]
\[ = E[\|v(n)\|^2] - \text{Tr}(Q) \]  

(16)

where \( \text{Tr}(\cdot) \) denotes the matrix trace.

We know that after convergence, gradient of the mean square deviation approaches zero [6], i.e.,

\[ \lim_{n \to \infty} E[\|v(n-1)\|^2] - E[\|v(n)\|^2] \to 0. \]  

(17)

Using (16) and (17), at the steady state, (15) becomes

\[ E \left[ \frac{e_a^2(n)}{\|x(n)\|^2} \right] = E \left[ \frac{e_p^2(n)}{\|x(n)\|^2} \right] + \text{Tr}(Q). \]  

(18)

and using A0 and A1, (18) simplifies to

\[ E[e_a^2(n)] = E[e_p^2(n)] + \frac{\text{Tr}(Q)}{E[\|x(n)\|^{-2}]} E[\|x(n)\|^{-2}] = 0. \]  

(19)

Substituting (12) into (19), we find that at the steady state

\[ E[f^2(n) - 2e_a(n)f(n)] + \frac{\text{Tr}(Q)}{E[\|x(n)\|^{-2}]} E[\|x(n)\|^{-2}] = 0. \]  

(20)

Considering (11), A2 and A3 imply that, at the steady state, the a priori estimation error, \( e(n) \), is also zero-mean white Gaussian. In addition, the variance of \( e(n) \) at the steady-state is computed as

\[ \sigma^2 = E[e^2(n)] = \sigma_a^2 + \sigma_\eta^2. \]  

(21)

Based on this fact and using (7), we can write

\[ E[f^2(n)] = \int_{-\infty}^{\gamma} (x + \gamma)^2 \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}} dx + \int_{\gamma}^{\infty} (x - \gamma)^2 \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}} dx \]
\[ = (\sigma^2 + \gamma^2) \left( 1 - \text{erf} \left( \frac{\gamma}{\sqrt{2\sigma^2}} \right) \right) - \gamma \sqrt{\frac{2\sigma^2}{\pi}} e^{-\frac{\gamma^2}{2\sigma^2}}. \]  

(22)

where \( \text{erf}(\cdot) \) is the error function and is defined as

\[ \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt. \]

We can also verify that, at the steady state, \( e_a(n) \) and \( e(n) \) are jointly Gaussian and the random variable
\[ \zeta = e_a(n) - \frac{\sigma_a^2}{\sigma^2} e(n). \]  

(23)

is independent of \(e(n)\) and thus \(f(n)\). Consequently, using (21) and (23), we can show that

\[
E[e_a(n)f(n)] = E[\zeta f(n)] + \frac{\sigma^2 - \sigma_a^2}{\sigma^2} E[e(n)f(n)]
\]

\[
= E[\zeta]E[f(n)] + \frac{\sigma^2 - \sigma_a^2}{\sigma^2} E[e(n)f(n)]
\]

\[
= \frac{\sigma^2 - \sigma_a^2}{\sigma^2} E[e(n)f(n)].
\]

(24)

Besides, we have

\[
E[e(n)f(n)] = \int_{-\infty}^{\gamma} x(x + \gamma) \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}} dx
\]

\[
+ \int_{\gamma}^{\infty} x(x - \gamma) \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}} dx
\]

\[
= \sigma^2 \left( 1 - \text{erf} \left( \frac{\gamma}{\sqrt{2\sigma^2}} \right) \right).
\]

(25)

Hence, by substituting (25) into (24), we get

\[
E[e_a(n)f(n)] = (\sigma^2 - \sigma_a^2) \left( 1 - \text{erf} \left( \frac{\gamma}{\sqrt{2\sigma^2}} \right) \right).
\]

(26)

Substitution of (22) and (26) into (20) together with using \(A_0\) leads to the following nonlinear equation:

\[ (-\sigma^2 + \gamma^2 + 2\sigma_a^2) \left( 1 - \text{erf} \left( \frac{\gamma}{\sqrt{2\sigma^2}} \right) \right) - \gamma \sqrt{\frac{2\sigma^2}{\pi}} e^{-\frac{\gamma^2}{2\sigma^2}} + \frac{\text{Tr}(Q)}{E[\|x(0)\|^2]} = 0. \]  

(27)

The unique positive solution of (27) for \(\sigma^2\) yields the steady-state MSE of the SM-NLMS algorithm when the underlying system is time-varying. In the Appendix, we prove existence and uniqueness of the solution. It is clear that (27) is the extension of the equation given in [11] (for the unrelaxed and unregularized SM-NLMS algorithm) to the case of nonstationary environment.

4. Simulations

We consider estimation and tracking of a flat-fading multiple-input single-output (MISO) wireless channel with \(N_t = 4\) transmitter antennas. Sub-channels between each transmitter and the receiver antennas fade independently according to the random walk model. Thus, the channel vector, \(\mathbf{h}(n) \in \mathbb{R}^{N_t}\), is modeled via
where \( \alpha \) is a parameter that controls the rate of the variations and \( \mathbf{k}(n) \in \mathbb{R}^{N_t} \) is a circular Gaussian random vector with zero mean and identity covariance matrix. The channel estimator is an adaptive filter with \( L = 4 \) taps. The transmitted symbols (input to the channel estimator) are i.i.d. and modulated using the BPSK scheme with a modulus of \( 1/\sqrt{N_t} = 1/2 \).

In Fig. 1, we depict the experimental and theoretical steady-state MSEs as a function of \( \gamma^2/\sigma_n^2 \) for different values of \( \alpha \) and two values of the power of the additive white Gaussian noise, i.e., \( \sigma_n^2 = 0.01 \) and 0.001. The experimental steady-state MSEs are obtained by averaging 100 steady-state values and ensemble-averaging over \( 10^3 \) independent runs. The theoretical steady-state MSEs are calculated by solving (27) where the last term of its left-hand side simplifies to

\[
\frac{\text{Tr}(E[\alpha \mathbf{k}(n)\mathbf{k}^T(n)])}{E[\|\mathbf{x}(0)\|^2]} = N_t \alpha^2.
\]

Fig. 1 testifies that our theoretical results are in excellent match with the simulations. It is also noteworthy that the theoretical predictions of [22] severely mismatch the experimental results in the examined scenario. The mismatch is more pronounced for higher values of \( \alpha \) and \( \gamma \). To avoid confusion and maintain legibility of the figures, we do not include the results of [22] in Fig. 1.

5. Concluding Remarks

**Assumptions:** \( A_0 \) is required for tractability of the analysis. However, assuming a stationary \( \|\mathbf{x}(n)\|^2 \) is not as strict as assuming a stationary input. Therefore, our analysis is valid for any input signal as long as \( \|\mathbf{x}(n)\|^2 \) is stationary. Despite seeming unnatural, \( A_1 \) is reasonably realistic and simplifies the analysis in a great deal. Several similar assumptions have been made in the literature (see, e.g., [11], [13], [14], [15]). Without utilizing \( A_2 \), calculation of the expectations in (20) would be arduous. This assumption is commonly made to deal with error nonlinearities (see, e.g., [9], [11]). It is justified for long adaptive filters via central limit arguments [16]. Lastly, \( A_3 \) is natural and regularly used while \( A_4 \) is typical in the context of tracking performance analysis of the adaptive filters (see, e.g., [13], [17]).

**Simulations:** The primary objective of the provided numerical results is to corroborate our theoretical findings. That is why the simulated MISO wireless channel varies in time according to the random walk model, which is the assumed model in the analysis. Admittedly, this is not the most appropriate way to model variations of a wireless channel. However, it is well established that a Rayleigh-fading channel can be suitably modeled by a first-order autoregressive model [18]. For slow
variations, the corresponding autoregressive model can be approximated by a random walk model [14].

**Summary:** Tracking performance of the SM-NLMS algorithm was analyzed utilizing the energy conservation argument. The analysis resulted in a nonlinear equation that by solving it, the theoretical steady-state MSE of the SM-NLMS algorithm in a nonstationary system is calculated. Existence and uniqueness of the solution of this equation was also proved. Simulations showed that the theoretical MSE values match the experimental ones well.

**Appendix**

*The same as the Appendix of Paper I.*

**References**


Fig. 1, Comparing experimental (dashed lines) and theoretical (solid lines) MSEs of the SM-NLMS algorithm in nonstationary environments with different values of $\alpha$ when $\sigma_\eta^2 = 0.01$ (a) and $\sigma_\eta^2 = 0.001$ (b).
Reduced-complexity constrained recursive least-squares adaptive filtering algorithm
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Abstract

A linearly-constrained recursive least-squares adaptive filtering algorithm based on the method of weighting and the dichotomous coordinate descent (DCD) iterations is proposed. The method of weighting is employed to incorporate the linear constraints into the least-squares problem. The normal equations of the resultant unconstrained least-squares problem are then solved using the DCD iterations. The proposed algorithm has a significantly smaller computational complexity than the previously proposed constrained recursive least-squares (CRLS) algorithm while delivering convergence performance on par with CRLS. The effectiveness of the proposed algorithm is demonstrated by simulation examples.

Index Terms—Linearly-constrained adaptive filtering; constrained least-squares; the method of weighting; dichotomous coordinate descent algorithm.

1. Introduction

Linearly-constrained adaptive filtering algorithms are powerful signal processing tools with widespread use in several applications such as beamforming, blind multiuser detection in code-division multiple-access (CDMA) systems, and system identification [1]. The linear constraints usually emerge from the prior knowledge about the system, e.g., directions of arrival in array processing [2], spreading codes in blind multiuser detection [3], and linear phase in system identification [4].
The constrained least mean squares (CLMS) algorithm [5] is the first linearly-
constrained adaptive filtering algorithm. It was originally introduced as an adaptive
solution for the well-known problem of linearly-constrained minimum-variance
(LCMV) filtering, which is commonly encountered in antenna array processing [2].
Since CLMS belongs to the family of LMS-type stochastic-gradient algorithms, it is
simple, robust, and computationally efficient. However, it is also subject to the
limitations of this family. Most notably, it has a slow convergence that is further
aggravated when the input signal is correlated. The constrained recursive least-
squares (CRLS) algorithm [6] solves the problem of slow convergence in CLMS at the
cost of increased computational complexity. This algorithm is developed by directly
incorporating the linear constraints into a recursive least-squares solution. The
constrained affine projection (CAP) algorithm [7] features complexity and
convergence rate between those of the CLMS and CRLS algorithms.

The generalized sidelobe canceler (GSC) [8] is an alternative approach to the
implementation of the linearly-constrained adaptive filtering. The GSC offers the
advantage of employing any unconstrained adaptive filtering algorithm by
transforming the constrained optimization problem to an unconstrained one.
However, at each iteration, it multiplies the input vector by a blocking matrix that is
orthogonal to the constraint matrix. This generally makes the GSC computationally
more expensive than the direct-form constrained adaptive filtering algorithms, e.g.,
CLMS, CRLS, and CAP, which incorporate the linear constraints into their adaptation
process. Householder-transform constrained adaptive filtering [9] is an efficient
implementation of the GSC that takes advantage of the efficiency of the Householder
transformation to reduce the complexity. In [10], it is proven that the GSC using the
RLS algorithm is mathematically equivalent to the CRLS algorithm. A review and
comparison of different RLS-type constrained adaptive filtering algorithms can be
found in [12].

In this correspondence, we develop a linearly-constrained recursive least-squares
algorithm employing the method of weighting [11] and the dichotomous coordinate
descent (DCD) iterations [13]. The proposed algorithm can be viewed as a reduced-
complexity implementation of the CRLS algorithm. Despite the approximate nature of
the method of weighing and the DCD algorithm, the performance of the new
algorithm can be made arbitrary close to that of the CRLS algorithm by appropriate
selection of the design parameters. The basic idea behind the proposed algorithm is
to convert the constrained least-squares problem to an unconstrained one by
applying the method of weighting and to solve the system of linear equations (SLE) of
the normal equations corresponding to the unconstrained problem by means of the
DCD algorithm. The DCD algorithm is an excellent multiplication-free tool for solving
SLEs and falls into the category of shift-and-add algorithms. The number of iterations
that the DCD algorithm exercises at each run and the resolution of its step-size
control the trade-off between its accuracy and complexity [14].

2. Algorithm description

Let us consider a linear system described by

\[ d_n = h^T x_n + v_n \]

where \( d_n \in \mathbb{R} \) is the desired signal at time index \( n \), \( h \in \mathbb{R}^{L \times 1} \) is the vector of unknown system parameters, \( x_n \in \mathbb{R}^{L \times 1} \) is the input vector, \( v_n \in \mathbb{R} \) represents the background noise, and superscript \( T \) stands for matrix/vector transpose. Adaptive filtering algorithms recursively estimate the unknown system parameters exploiting the data available up to the current time instant. Generally, the tap weights of an adaptive filter, denoted by \( w_n \in \mathbb{R}^{L \times 1} \), are taken as the estimate.

In linearly-constrained adaptive filtering, a set of constraints is imposed upon the filter weights at each time instant as

\[ C^T w_n = f \]

where \( C \in \mathbb{R}^{L \times K} \) is the constraint matrix and \( f \in \mathbb{R}^{K \times 1} \) is the response vector. A constrained exponentially-weighted least-squares (LS) estimate can be found as

\[
\begin{align*}
\hat{w}_n &= \arg \min_w \| d_n - X_n^T w \|^2 \\
&\text{subject to } C^T w = f
\end{align*}
\]

where

\[
\begin{align*}
d_n &= [d_n, \lambda^{1/2} d_{n-1}, ..., \lambda^{(n-1)/2} d_1]^T, \\
X_n &= [x_n, \lambda^{1/2} x_{n-1}, ..., \lambda^{(n-1)/2} x_1],
\end{align*}
\]

\( \| \cdot \| \) denotes the Euclidean norm, and \( 0 < \lambda < 1 \) is the forgetting factor. The solution of this optimization problem obtained through the method of Lagrange multipliers is [6]

\[
\hat{w}_n = R_n^{-1} p_n + R_n^{-1} C (C^T R_n^{-1} C)^{-1} (f - C^T R_n^{-1} p_n)
\]

where

\[
R_n = X_n X_n^T = \sum_{i=1}^{n} \lambda^{n-i} x_i x_i^T
\]

is the exponentially-weighted input autocorrelation matrix and
\[
\mathbf{p}_n = \mathbf{x}_n \mathbf{d}_n = \sum_{i=1}^{n} \lambda^{n-i} \mathbf{x}_i \mathbf{d}_i
\]
is the exponentially-weighted cross-correlation vector between the input vector and the desired signal. The constrained recursive least-squares (CRLS) algorithm [6] is a recursive calculation of (2) that avoids the matrix inversions by applying the matrix inversion lemma [15].

The expression of (2) is an exact solution for the constrained LS problem of interest, (1). However, employing the method of weighting [11], an approximate solution, \( \hat{\mathbf{w}}_n \), can be obtained by solving the following unconstrained optimization problem:

\[
\hat{\mathbf{w}}_n = \arg \min_{\mathbf{w}} \| \mathbf{d}_n - \begin{bmatrix} \mathbf{x}_n^T \\ \mu \mathbf{C}^T \end{bmatrix} \mathbf{w} \|^2
\]

where \( \mu \gg 1 \) is a weighting parameter. Consequently, \( \hat{\mathbf{w}}_n \) is the solution of the following normal equations [15]:

\[
\left( \begin{bmatrix} \mathbf{x}_n & \mu \mathbf{C} \end{bmatrix} \begin{bmatrix} \mathbf{x}_n^T \\ \mu \mathbf{C}^T \end{bmatrix} \right) \hat{\mathbf{w}}_n = \begin{bmatrix} \mathbf{x}_n & \mu \mathbf{C} \end{bmatrix} \mathbf{d}_n
\]
or

\[
(\mathbf{R}_n + \mu^2 \mathbf{C}\mathbf{C}^T) \hat{\mathbf{w}}_n = \mathbf{p}_n + \mu^2 \mathbf{C} \mathbf{f}. \tag{3}
\]

In the Appendix, we show that the solution for \( \hat{\mathbf{w}}_n \) in (3) approaches \( \mathbf{w}_n \) of (2) as \( \mu \) increases.

Defining

\[
\Phi_n = \mathbf{R}_n + \mu^2 \mathbf{C}\mathbf{C}^T
\]

and

\[
\mathbf{z}_n = \mathbf{p}_n + \mu^2 \mathbf{C} \mathbf{f},
\]

we may rewrite (3) as

\[
\Phi_n \hat{\mathbf{w}}_n = \mathbf{z}_n. \tag{4}
\]

Considering the recursive properties of \( \mathbf{R}_n \) and \( \mathbf{p}_n \), we have

\[
\mathbf{R}_n = \lambda \mathbf{R}_{n-1} + \mathbf{x}_n \mathbf{x}_n^T
\]

and

\[
\mathbf{p}_n = \lambda \mathbf{p}_{n-1} + \mathbf{x}_n \mathbf{d}_n.
\]
Accordingly, it is easy to show that
\[
\Phi_n = \lambda \Phi_{n-1} + x_n x_n^T + (1 - \lambda) \mu^2 CC^T \tag{5}
\]
and
\[
z_n = \lambda z_{n-1} + x_n d_n + (1 - \lambda) \mu^2 Cf. \tag{6}
\]
The system of linear equations (SLE) of (4) can be efficiently solved utilizing the dichotomous coordinate descent (DCD) algorithm [13]. However, in order to exploit the full potential of the DCD algorithm, similar to the approach taken in [14], we solve
\[
\Phi_n \Delta \hat{w}_n = \rho_n \tag{7}
\]
instead of (4). Here,
\[
\Delta \hat{w}_n = \hat{w}_n - \hat{w}_{n-1}
\]
and
\[
\rho_n = z_n - \Phi_n \hat{w}_{n-1} \tag{8}
\]
where \(\hat{w}_{n-1}\) is the vector of filter weights calculated at the previous time instant. Substituting (5) and (6) into (8) results in
\[
\rho_n = \lambda z_{n-1} + x_n d_n + (1 - \lambda) \mu^2 Cf - \lambda \Phi_{n-1} \hat{w}_{n-1} - x_n x_n^T \hat{w}_{n-1} - (1 - \lambda) \mu^2 CC^T \hat{w}_{n-1},
\]
which can be simplified to
\[
\rho_n = \lambda z_{n-1} - \lambda \Phi_{n-1} \hat{w}_{n-1} + x_n e_n + (1 - \lambda) \mu^2 C(f - C^T \hat{w}_{n-1}) \tag{9}
\]
where the *a priori* estimation error is defined as
\[
e_n = d_n - \hat{w}_{n-1}^T x_n.
\]
Since \(\hat{w}_{n-1}\) is an approximate solution, we can define the residual vector at time instant \(n - 1\) as
\[
r_{n-1} = z_{n-1} - \Phi_{n-1} \hat{w}_{n-1}. \tag{10}
\]
Using (10) in (9) yields
\[
\rho_n = \lambda r_{n-1} + x_n e_n + (1 - \lambda) \mu^2 C(f - C^T \hat{w}_{n-1}). \tag{11}
\]
Solving (7) using the DCD algorithm gives both \(\Delta \hat{w}_n\), an approximate solution for \(\Delta \hat{w}_n\), and \(r_n\) at each time instant [14]. Having found \(\Delta \hat{w}_n\), we can calculate the filter weights as
\[
\hat{w}_n = \hat{w}_{n-1} + \Delta \hat{w}_n.
\]
We call the proposed algorithm *reduced-complexity constrained recursive least-squares* (RC-CRLS) and summarize it in Table 1. We also present the DCD algorithm in Table 2 where \( a_n^k \) denotes the \( k \)th element of a vector \( a_n \) while \( \Phi_n^{k,k} \) and \( \Phi_n^{(k)} \) are the \((k,k)\)th entry and the \(k\)th column of the matrix \( \Phi_n \), respectively.

The accuracy and complexity of the DCD algorithm is controlled by its user-defined parameters, \( N, M, \) and \( H \), which establish a trade-off between complexity and performance [13]. At each run of the algorithm, maximum \( N \) iterative updates are performed. In other words, \( N \) determines the maximum number of filter coefficients that can be updated at each time instant. Hence, in general, adaptive filtering based on the DCD algorithm implements a form of *selective partial updates* [16]. It is known that by selective partial updating, one can trade performance for complexity [17]. In the DCD algorithm, the step-size \( \alpha \) can accept one of \( M \) predefined values corresponding to representation of the elements of the solution vector as fixed-point words with \( M \) bits within an amplitude range of \([-H,H]\).

### 3. Computational complexity

Since \( \Phi_n \) is symmetric, we only need to compute the upper triangular part of the matrix. In addition, similar to [14], we choose the forgetting factor as \( \lambda = 1 - 2^{-s} \) where \( s \) is a positive integer. Consequently, multiplications by \( \lambda \) can be replaced by bit-shifts and additions.

For shift-structured input data, i.e., when

\[
x_n = [x_n, x_{n-1}, \ldots, x_{n-L+1}]^T
\]

where \( x_n \) is the input signal, updating \( R_n \) is significantly simplified. In this case, the lower-right \((L-1) \times (L-1)\) block of \( R_n \) can be obtained by copying the upper-left \((L-1) \times (L-1)\) block of \( R_{n-1} \). The only part of the matrix that should be directly updated is the first row and the first column. Due to the symmetry of \( R_n \), it is sufficient to update only the first column via

\[
R_n^{(1)} = \lambda R_{n-1}^{(1)} + x_n x_n^-.
\]

In the shift-structured input case, the Kalman gain vector in CRLS can be updated via any fast RLS algorithm. The stabilized fast transversal filter (S-FTF) algorithm [18] requires \( 7L + 16 \) multiplications, \( 6L - 1 \) additions, and 4 division for this purpose.

In Table 1, we have included the complexity of each step of the proposed algorithm at each iteration for the case of non-shift-structured input. In Table 3, we also present the total number of required multiplications and additions per iteration by the CRLS and RC-CRLS algorithms for both cases of non-shift-structured and shift-structured input.
4. Simulations

4.1. Linear-phase system identification (LPSI)

In the first part of simulations, we consider a system identification problem where the filter length is an odd number and the filter weights are constrained to preserve linear phase at each iteration. Thus, the constraint matrix is \( C = [I_K, 0, -J_K]^T \in \mathbb{R}^{L \times K} \) and the response vector is \( f = 0 \in \mathbb{R}^{K \times 1} \) where \( I_K \in \mathbb{R}^{K \times K} \) is the identity matrix of size \( K \) and \( J_K \in \mathbb{R}^{K \times K} \) is the reversal matrix (identity matrix with all rows in reversed order). The input vectors are independent and have multivariate normal distribution with zero mean vector and identity covariance matrix. The unknown system is an arbitrary finite-impulse-response filter of order \( L = 15 \) with linear phase and unit energy. The background noise is white Gaussian with a power of \( \sigma_n^2 = 10^{-2} \). We set \( \lambda = 0.99 \), \( M = 16 \), and \( H = 1 \). We use two performance metrics: misalignment, defined as \( E[\| h - w_n \|^2] \), and constraint mismatch, defined as \( E[\| C^T w_n - f \|^2] \), where \( E[\cdot] \) is the expectation operator and the expected values are computed by ensemble-averaging over \( 10^3 \) independent runs.

In Fig. 1, we compare the misalignment curves of the CRLS algorithm and the proposed algorithm with \( \mu = 50 \) and different values of \( N \). It is clear that the larger \( N \) is, the faster the RC-CRLS algorithm converges. We obtain the curves of Fig. 2 by repeating the experiment of Fig. 1 for \( 10^4 \) iterations and \( N = 16 \) only. It is seen that, unlike the CRLS algorithm that diverges after about 3200 iterations, the proposed algorithm maintains its numerical stability throughout the simulation. In Fig. 3, we plot the constraint mismatch of the proposed algorithm as a function of \( \mu \) with \( N \) fixed at 16. As expected, with a larger \( \mu \), the constraints are better satisfied.

4.2. Linearly-constrained minimum-variance (LCMV) filtering

In the second part, we consider an LCMV filtering problem. The input signal is made of three sinusoids with random phases, \( \phi_1 \), \( \phi_2 \), and \( \phi_3 \), and normalized frequencies \( f_1 = 0.065 \), \( f_2 = 0.195 \), and \( f_3 = 0.41 \) corrupted by additive white Gaussian noise, \( \eta_n \), with power of \( \sigma_n^2 = 10^{-2} \):

\[
x_n = \sin(2\pi f_1 n + \phi_1) + \sin(2\pi f_2 n + \phi_2) + \sin(2\pi f_3 n + \phi_3) + \eta_n.
\]

The input vectors are shift-structured. We require the filter to have unity response at two frequencies, \( f_4 = 0.14 \) and \( f_5 = 0.325 \). Hence, we impose two point constraints and two first-order derivative constraints [19] apropos \( f_4 \) and \( f_5 \) and form the constraint matrix as
\[ C = \begin{bmatrix} 1, \cos(2\pi f_4), \ldots, \cos(2\pi f_4(L - 1)) \\ 1, \cos(2\pi f_5), \ldots, \cos(2\pi f_5(L - 1)) \\ 0, \sin(2\pi f_4), \ldots, \sin(2\pi f_4(L - 1)) \\ 0, \sin(2\pi f_5), \ldots, \sin(2\pi f_5(L - 1)) \end{bmatrix} \]

and the response vector as \( f = [1, 1, 0, 0]^T \). The filters are assumed to be of length \( L = 9 \). The desired signal is zero. The optimal solution is calculated as

\[ h = \Psi^{-1} C (C^T \Psi^{-1} C)^{-1} f \]

where \( \Psi = E[x_n x_n^T] \) is the covariance matrix of the input signal [4]. We also set \( \lambda = 0.99, M = 16, \) and \( H = 0.1 \).

In Fig. 4, we compare the misalignment curves of the CRLS algorithm and the proposed algorithm with \( \mu = 30 \) and different values of \( N \). In Fig. 5, we plot the constraint mismatch of the proposed algorithm as a function of \( \mu \) with \( N \) fixed at 16. Fig. 6 depicts the frequency response of the filters after 400 iterations when \( \mu = 20 \) and only a single iteration of the DCD algorithm is exercised at each time instant, i.e., \( N = 1 \).

In Table 4, we present the number of required multiplications and additions per iteration by the CRLS algorithm and the proposed algorithm with \( N = 16 \) for both the above experiments.

In addition to the experiment of Fig. 2 and in order to assess numerical stability of the proposed algorithm, we carried out several numerical experiments in different scenarios for very large numbers of iterations, e.g., \( 10^5 \). Consistent with what has been reported in [14] concerning the numerical stability of the DCD-RLS algorithm, we did not observe any instability problem in our RC-CRLS algorithm during the experiments.

5. Concluding remarks

We have used the method of weighting and the DCD iterations to develop a new linearly-constrained recursive least-squares algorithm, which we call RC-CRLS. The proposed algorithm requires considerably less arithmetic operations than the previously proposed CRLS algorithm. Moreover, it can be easily tuned to perform almost as well as CRLS, even though the method of weighting and the DCD algorithm are approximate techniques. This can be explained in view of the fact that, at each iteration, an LS-type adaptive filter seeks an approximate solution to an overdetermined problem based on current and previous noisy observations. Hence, if the imprecision introduced by an incorporated approximate technique, such as the method of weighting, constitutes only a small portion of the total error, it will not have a noticeable impact on the overall performance of the adaptive filter.
For the sake of simplicity, we have considered that all the signals, parameters, and variables are real-valued. However, the proposed algorithm (summarized in Table 1) can be straightforwardly extended to the complex domain by replacing the transpose with complex-conjugate transpose, $e_n$ in (11) with its complex conjugate, and the DCD algorithm of Table 2 with the one in Table VII of [20].

We observe that a larger value of the weighting parameter, $\mu$, results in a lower constraint mismatch, i.e., better satisfaction of the constraints. However, it should be noted that a large $\mu$ can make the associated SLE hard to solve necessitating a large $N$ and requiring a large number of addition operations at each iteration. Therefore, there exists a trade-off between the convergence performance, satisfaction of the constraints, and complexity of the proposed algorithm.

Appendix

If we were not concerned about complexity, (3) could be solved as

$$\tilde{w}_n = (R_n + \mu^2 C C^T)^{-1} (p_n + \mu^2 C f). \quad (A1)$$

Using the matrix inversion lemma [15],

$$(A - B \Delta^{-1} \Gamma)^{-1} = A^{-1} + A^{-1} B (\Delta - \Gamma A^{-1} B)^{-1} \Gamma A^{-1} \quad (A2)$$

with $A = R_n$, $B = -C$, $\Gamma = C^T$, and $\Delta = \mu^{-2} I$, we have

$$(R_n + \mu^2 C C^T)^{-1} = R_n^{-1} - R_n^{-1} C (\mu^{-2} I + C^T R_n^{-1} C)^{-1} C^T R_n^{-1}. \quad (A3)$$

Substituting (A3) into (A1) results in

$$\tilde{w}_n = [R_n^{-1} - R_n^{-1} C (\mu^{-2} I + C^T R_n^{-1} C)^{-1} C^T R_n^{-1}] (p_n + \mu^2 C f)$$

$$= R_n^{-1} p_n - R_n^{-1} C (\mu^{-2} I + C^T R_n^{-1} C)^{-1} C^T R_n^{-1} p_n + \mu^2 R_n^{-1} C f - \mu^2 R_n^{-1} C (\mu^{-2} I + C^T R_n^{-1} C)^{-1} C^T R_n^{-1} C f. \quad (A4)$$

Using (A2) with $A = C^T R_n^{-1} C$, $B = -\mu^{-2} I$, $\Gamma = I$, and $\Delta = I$ gives

$$(\mu^{-2} I + C^T R_n^{-1} C)^{-1} = (C^T R_n^{-1} C)^{-1} - \mu^{-2} (C^T R_n^{-1} C)^{-1} [I + \mu^{-2} (C^T R_n^{-1} C)^{-1}]^{-1} (C^T R_n^{-1} C)^{-1}. \quad (A5)$$

Substituting (A5) into the fourth term on the right-hand side of (A4) yields

$$\tilde{w}_n = R_n^{-1} p_n - R_n^{-1} C (\mu^{-2} I + C^T R_n^{-1} C)^{-1} C^T R_n^{-1} p_n + \mu^2 R_n^{-1} C f$$

$$- \mu^2 R_n^{-1} C (C^T R_n^{-1} C)^{-1} C^T R_n^{-1} C f + R_n^{-1} C (C^T R_n^{-1} C)^{-1} \times [I + \mu^{-2} (C^T R_n^{-1} C)^{-1}]^{-1} (C^T R_n^{-1} C)^{-1} C^T R_n^{-1} C f$$

$$= R_n^{-1} p_n - R_n^{-1} C (\mu^{-2} I + C^T R_n^{-1} C)^{-1} C^T R_n^{-1} p_n$$

$$+ R_n^{-1} C (C^T R_n^{-1} C)^{-1} [I + \mu^{-2} (C^T R_n^{-1} C)^{-1}]^{-1} C^T R_n^{-1} C f. \quad (A6)$$

For large $\mu$, the following approximations hold:
\[
\mu^{-2} I + C^T R_n^{-1} C \approx C^T R_n^{-1} C \tag{A7}
\]

and

\[
I + \mu^{-2} (C^T R_n^{-1} C)^{-1} \approx I. \tag{A8}
\]

Using (A7) and (A8), (A6) becomes

\[
\hat{\mathbf{w}}_n \approx R_n^{-1} \mathbf{p}_n - R_n^{-1} C (C^T R_n^{-1} C)^{-1} C^T R_n^{-1} \mathbf{p}_n + R_n^{-1} C (C^T R_n^{-1} C)^{-1} \mathbf{f}. \tag{A9}
\]

The right-hand side of (A9) is equal to the exact solution of (2). Therefore, we conclude that for sufficiently large \(\mu\), we have \(\hat{\mathbf{w}}_n \approx \mathbf{w}_n\). Note that the accuracy of approximation improves as \(\mu\) gets larger.
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Fig. 1, Misalignment, $E[\|h - w_n\|^2]$, of the CRLS algorithm and the RC-CRLS algorithm with different values of the DCD iterations, $N$, in an LPSI experiment.

Fig. 2, Misalignment, $E[\|h - w_n\|^2]$, of the CRLS and RC-CRLS algorithms in an LPSI experiment simulated for $10^4$ iterations.
Fig. 3, Constraint mismatch, $E[\|\mathbf{C}^T \mathbf{w}_r - \mathbf{f}\|^2]$, of the RC-CRLS algorithm as a function of the weighting parameter, $\mu$, in an LPSI experiment.

Fig. 4, Misalignment, $E[\|\mathbf{h} - \mathbf{w}_r\|^2]$, of the CRLS algorithm and the RC-CRLS algorithm with different values of the DCD iterations, $N$, in an LCMV filtering experiment.
Fig. 5, Constraint mismatch, $E[\|C^T w - f\|^2]$, of the RC-CRLS algorithm as a function of the weighting parameter, $\mu$, in an LCMV experiment.

Fig. 6, Frequency response of the filters after 400 iterations.
Table 1, The RC-CRLS algorithm.

\[
\begin{align*}
\text{Initialization} \\
R_0 &= \delta I_k \\
\hat{w}_0 &= C(C^T C)^{-1} f \\
r_0 &= 0 \\
T &= \mu^2 CC^T \\
U &= (1 - \lambda) \mu^2 C \\
\end{align*}
\]

At iteration \( n = 1, 2, \ldots \)

\[
\begin{align*}
R_n &= \lambda R_{n-1} + x_n x_n^T \\
\Phi_n &= R_n + T \\
e_n &= d_n - \hat{w}_{n-1}^T x_n \\
\rho_n &= \lambda r_{n-1} + x_n e_n + U(f - C \hat{w}_{n-1}) \\
\end{align*}
\]

solve \( \Phi_n \Delta \hat{w}_n = \rho_n \) and obtain \( \Delta \hat{w}_n \) and \( r_n \)

\[
\begin{align*}
\hat{w}_n &= \hat{w}_{n-1} + \Delta \hat{w}_n \\
\sum &: \frac{1}{2} L^2 + (2K + \frac{5}{2}) L \\
&+ \frac{3}{2} L^2 + (2K + 2N + \frac{11}{2}) L + N + M \\
\end{align*}
\]

Table 2, The DCD algorithm solving \( \Phi_n \Delta \hat{w}_n = \rho_n \).

\[
\begin{align*}
\text{Initialization} \\
m &= 1, \alpha = \frac{H}{2} \\
\Delta \hat{w}_n &= 0 \\
r_n &= \rho_n \\
\end{align*}
\]

For \( k = 1, 2, \ldots, N \)

\[
\begin{align*}
p &= \arg \max_{i=1, \ldots, L} \{|r_n^i|\} \\
\text{while } |r_n^p| &\leq \frac{\alpha}{2} \Phi_n^{p,p} \text{ and } m \leq M \\
m &= m + 1, \alpha = \frac{\alpha}{2} \\
\text{if } m > M \\
\text{algorithm stops} \\
\Delta \hat{w}_n^p &= \Delta \hat{w}_n^p + \text{sign}\{r_n^p\} \alpha \\
r_n &= r_n - \text{sign}\{r_n^p\} \alpha \Phi_n^{p,p} \\
\end{align*}
\]
Table 3, Computational complexity of the CRLS and RC-CRLS algorithms in terms of number of required multiplications and additions per iteration.

<table>
<thead>
<tr>
<th></th>
<th>×</th>
<th>+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-shift-structured input</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRLS</td>
<td>(4L^2 + (3K^2 + 5K + 4)L + K^2 + 2K)</td>
<td>(3L^2 + (3K^2 + 4K + 1)L - K^2 + K)</td>
</tr>
<tr>
<td>RC-CRLS</td>
<td>(\frac{1}{2}L^2 + \left(2K + \frac{5}{2}\right)L)</td>
<td>(\frac{3}{2}L^2 + \left(2K + 2N + \frac{11}{2}\right)L + N + M)</td>
</tr>
<tr>
<td>Shift-structured input</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRLS</td>
<td>((3K^2 + 5K + 9)L + K^2 + 2K + 16)</td>
<td>((3K^2 + 4K + 8)L - K^2 + K - 1)</td>
</tr>
<tr>
<td>RC-CRLS</td>
<td>((2K + 3)L)</td>
<td>(\frac{1}{2}L^2 + \left(2K + 2N + \frac{13}{2}\right)L + N + M)</td>
</tr>
</tbody>
</table>

Table 4, Computational complexity of the CRLS and RC-CRLS algorithms in the simulated experiments.

<table>
<thead>
<tr>
<th></th>
<th>×</th>
<th>+</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPSI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRLS</td>
<td>3753</td>
<td>3273</td>
</tr>
<tr>
<td>RC-CRLS</td>
<td>360</td>
<td>1142</td>
</tr>
<tr>
<td>LCMV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRLS</td>
<td>733</td>
<td>635</td>
</tr>
<tr>
<td>RC-CRLS</td>
<td>99</td>
<td>491</td>
</tr>
</tbody>
</table>
Linearly-constrained recursive total least-squares algorithm

Reza Arablouei and Kutluyıl Doğançay

Abstract

We develop a new linearly-constrained recursive total least-squares adaptive filtering algorithm by incorporating the linear constraints into the underlying total least-squares problem using an approach similar to the method of weighting and searching for the solution (filter weights) along the input vector. The proposed algorithm outperforms the previously proposed constrained recursive least-squares (CRLS) algorithm when both input and output data are observed with noise. It also has a significantly smaller computational complexity than CRLS. Simulations demonstrate the efficacy of the proposed algorithm.

Index Terms—Linearly-constrained adaptive filtering; recursive total least-squares.

1. Introduction

Linearly-constrained adaptive filtering algorithms are powerful signal processing tools with widespread use in several applications such as beamforming, blind multiuser detection in code-division multiple-access (CDMA) systems, and system identification [1]. The linear constraints usually emerge from the prior knowledge about the system, e.g., directions of arrival in array processing [2], spreading codes in blind multiuser detection [3], and linear phase in system identification [4].

Several linearly-constrained adaptive filtering algorithms have been proposed, which can be loosely divided into two categories: 1) stochastic-gradient-based algorithms such as the constrained least mean squares (CLMS) algorithm [5] and the constrained affine projection (CAP) algorithm [6]; 2) least-squares(LS)-based algorithms such as the constrained recursive least-squares (CRLS) algorithm [7] and the constrained
conjugate-gradient (CCG) algorithm [8]. The algorithms of the former category are generally simpler, more robust, and computationally more efficient than the algorithms of the latter category. However, they typically have slower convergence rate, which is further aggravated when the input signal is correlated.

The LS-based algorithms assume that the input signal is observed accurately and only the filter output is corrupted by noise. Thus, when the input signal is observed with noise, the LS-based algorithms show poor estimation performance as a result of failing to account for error in the input signal. On the other hand, algorithms based on the total least-squares (TLS) method produce improved estimation performance as TLS compensates for both input and output data errors [9]. Among the few proposed recursive TLS adaptive filtering algorithms, the recursive TLS (RTLS) algorithm of [10] and the new RTLS (N-RTLS) algorithm of [11] are the most prominent and computationally-efficient ones. The latter is in fact a reduced-complexity version of the former. However, to the best of our knowledge, no linearly-constrained recursive TLS algorithm has been proposed to date.

In this letter, we develop a linearly-constrained recursive total least-squares algorithm in Section II by converting the constrained TLS problem to an unconstrained one that incorporates the linear constraints and then solving it on a linear manifold defined by the input vector. We provide some simulation results in Section 3 and draw conclusions in Section 4.

2. Algorithm description

Let us consider a linear system described by

$$\tilde{x}_n^T h = \tilde{d}_n$$

and

$$\tilde{x}_n = [\tilde{x}_n, \tilde{x}_{n-1}, ..., \tilde{x}_{n-L+1}]^T$$

where $h \in \mathbb{R}^L$ is the column vector of unknown system parameters, $\tilde{x}_n \in \mathbb{R}$ and $\tilde{d}_n \in \mathbb{R}$ are respectively the input and output signals at time index $n \in \mathbb{N}$, and superscript $T$ denotes matrix transposition. We observe noisy versions of the signals. To be precise, instead of $\tilde{x}_n$ and $\tilde{d}_n$, we measure $x_n = \tilde{x}_n + \xi_n$ and $d_n = \tilde{d}_n + \nu_n$ where $\xi_n \in \mathbb{R}$ and $\nu_n \in \mathbb{R}$ represent the corresponding noises, which are assumed to be white Gaussian with respective powers of $\sigma_i^2$ and $\sigma_o^2$.

Adaptive filtering algorithms iteratively estimate $h$ exploiting the data available up to the current time. The tap weights of the adaptive filter, denoted by $w_n \in \mathbb{R}^L$, are taken as the estimate at iteration $n$. In linearly-constrained adaptive filtering, a set of constraints is imposed upon the filter weights at each time instant as
\[ C^T w_n = f \]

where \( C \in \mathbb{R}^{L \times K} \) is the constraint matrix and \( f \in \mathbb{R}^K \) is the response vector.

A constrained exponentially-weighted TLS solution for the adaptive filter weights can be found by solving the following optimization problem [9]:

\[
\begin{align*}
\mathbf{w}_n &= \arg\min_{w} \frac{\| D [X_n^T \quad d_n] \mathbf{T}^{-1} \begin{bmatrix} w \\ -1 \end{bmatrix} \|^2}{\| \mathbf{T}^{-1} \begin{bmatrix} w \\ -1 \end{bmatrix} \|^2} \\
\text{subject to } C^T w &= f
\end{align*}
\]  

(1)

where

\[
\begin{align*}
X_n &= [x_n, x_{n-1}, \ldots, x_1], \\
x_n &= [x_n, x_{n-1}, \ldots, x_{n-L+1}]^T, \\
d_n &= [d_n, d_{n-1}, \ldots, d_1]^T, \\
D &= \text{diag}\{1, \lambda^{1/2}, \ldots, \lambda^{(n-1)/2}\},
\end{align*}
\]

\( 0 \ll \lambda < 1 \) is the forgetting factor, and \( \mathbf{T} \) is a weighting matrix that is chosen as

\[
\mathbf{T} = \begin{bmatrix}
\mathbf{I}_L & 0 \\
0 & \beta^{-1/2}
\end{bmatrix}
\]

with \( \mathbf{I}_L \in \mathbb{R}^{L \times L} \) being the identity matrix and \( \beta = \sigma_i^2 / \sigma_o^2 \) to remove the bias from the TLS solution when \( \sigma_i^2 \neq \sigma_o^2 \) [10].

An exact solution for the constrained problem of (1) is hard to obtain. Therefore, we propose an approximate solution:

\[
\mathbf{w}_n = \arg\min_{w} \frac{\| [\mu \mathbf{I}_K \quad 0] \begin{bmatrix} C^T \quad f \end{bmatrix} \mathbf{T}^{-1} \begin{bmatrix} w \\ -1 \end{bmatrix} \|^2}{\| \mathbf{T}^{-1} \begin{bmatrix} w \\ -1 \end{bmatrix} \|^2}.
\]  

(2)

where \( \mu \gg 1 \) is a weighting factor that emphasizes the certainty of the constraints. Note that in (2), the constrained TLS problem of (1) is converted to an unconstrained TLS problem that incorporates the constraints. The idea behind this approach is similar to the one behind the method of weighting [12], which is applicable to the constrained LS problems.

We can rewrite (2) as

\[
\mathbf{w}_n = \arg\min_{w} \frac{\mathbf{w}^T (\mathbf{R}_n + \mu^2 \mathbf{C}^T \mathbf{C}) \mathbf{w} - 2 \mathbf{w}^T (\mathbf{p}_n + \mu^2 \mathbf{C} \mathbf{f}) + \delta_n + \mu^2 \mathbf{f}^T \mathbf{f}}{\| \mathbf{w} \|^2 + \beta}.
\]  

(3)
where

\[
R_n = X_n D^2 X_n^T \\
= \sum_{i=0}^{n} \lambda^{n-i} x_i x_i^T \\
= \lambda R_{n-1} + x_n x_n^T,
\]

\[
p_n = X_n D^2 d_n \\
= \sum_{i=0}^{n} \lambda^{n-i} x_id_i \\
= \lambda p_{n-1} + x_n d_n,
\]

and

\[
\delta_n = d_n^T D^2 d_n \\
= \sum_{i=0}^{n} \lambda^{n-i} d_i^2 \\
= \lambda \delta_{n-1} + d_n^2.
\]

Inspired by the line-search algorithms [13] and similar to the approach taken in [11], we consider a first-order autoregressive model for the adaptive filter weights and search them along the input vector:

\[
w_n = w_{n-1} + \alpha_n x_n.
\]

Hence, the problem boils down to finding \( \alpha_n \) such that

\[
\alpha_n = \arg\min_{\alpha} J_n(\alpha)
\]

where

\[
J_n(\alpha) = \frac{(w_{n-1} + \alpha x_n)^T (R_n + \mu^2 C C^T)(w_{n-1} + \alpha x_n) - 2 (w_{n-1} + \alpha x_n)^T (p_n + \mu^2 c f) + \delta_n + \mu^2 f^T f}{\|w_{n-1} + \alpha x_n\|^2 + \beta}.
\]

The optimization problem of (4) is solved by equating the gradient of the cost function with respect to its argument to zero:

\[
\left. \frac{\partial J_n(\alpha)}{\partial \alpha} \right|_{\alpha=\alpha_n} = 0,
\]

which leads to

\[
(w_{n-1}^T g_n - x_n^T p_n + \alpha_n x_n^T g_n + \mu^2 s_n r_n + \mu^2 \alpha_n \|s_n\|^2) \\
\times (\|w_{n-1} + \alpha_n x_n\|^2 + \beta) - (w_{n-1}^T x_n + \alpha_n \|x_n\|^2) \eta_n (\|w_n\|^2 + \beta) = 0
\]
where we define the auxiliary variables

\[ s_n = x_n^T g_n, \]
\[ r_n = C^T w_{n-1} - f, \]
\[ g_n = R_n x_n, \]

and

\[ \eta_n = \frac{w_n^T (R_n + \mu^2 C^T) w_n - 2 w_n^T (p_n + \mu^2 C f) + \delta_n + \mu^2 f^T f}{\|w_n\|^2 + \beta}. \]

It is easy to verify that

\[ \eta_n = \frac{\zeta_n + 2 \alpha_n (w_{n-1}^T g_n - x_n^T p_n + \mu^2 s_n r_n) + \alpha_n^2 (x_n^T g_n + \mu^2 \|s_n\|^2)}{\|w_n\|^2 + \beta} \]

where

\[ \zeta_n = w_{n-1}^T (R_n + \mu^2 C^T) w_{n-1} - 2 w_{n-1}^T (p_n + \mu^2 C f) + \delta_n + \mu^2 f^T f \]

or equivalently

\[ \zeta_n = \lambda \eta_{n-1} (\|w_{n-1}\|^2 + \beta) + (w_{n-1}^T x_n - d_n)^2 + \mu^2 (1 - \lambda) \|r_n\|^2 - \mu^2 (1 - \lambda) f^T f. \]

Using the definition of \( \eta_n \), (5) becomes

\[
\begin{align*}
(w_{n-1}^T g_n - x_n^T p_n + \alpha_n x_n^T g_n + \mu^2 s_n r_n + \mu^2 \alpha_n \|s_n\|^2) \\
\times (\|w_{n-1}\|^2 + \beta + 2 \alpha_n w_{n-1}^T x_n + \alpha_n^2 \|x_n\|^2) - (w_{n-1}^T x_n + \alpha_n \|x_n\|^2) \\
\times (\zeta_n + 2 \alpha_n w_{n-1}^T g_n - 2 \alpha_n x_n^T p_n + 2 \mu^2 \alpha_n s_n r_n + \alpha_n^2 x_n^T g_n + \mu^2 \alpha_n \|s_n\|^2) = 0,
\end{align*}
\]

which can be written in the form of a quadratic polynomial equation:

\[ a_n \alpha_n^2 + b_n \alpha_n + c_n = 0 \quad (6) \]

with

\[
\begin{align*}
a_n &= w_{n-1}^T x_n (x_n^T g_n + \mu^2 \|s_n\|^2) - \|x_n\|^2 (w_{n-1}^T g_n - x_n^T p_n + \mu^2 s_n r_n), \\
b_n &= (\|w_{n-1}\|^2 + \beta) (x_n^T g_n + \mu^2 \|s_n\|^2) - \zeta_n \|x_n\|^2, \\
c_n &= (\|w_{n-1}\|^2 + \beta) (w_{n-1}^T g_n - x_n^T p_n + \mu^2 s_n r_n) - \zeta_n w_{n-1}^T x_n.
\end{align*}
\]

The smaller root of (6) in absolute value is the desired solution [10], [11]:

\[ \alpha_n = \frac{-(b_n + \sqrt{b_n^2 - 4a_nc_n})}{2a_n}. \]
We call the proposed algorithm *constrained recursive total least-squares* (CRTLS) and summarize it in Table 1 where \( g_n \) is updated using the technique introduced in [14] to minimize the complexity. We also present the total number of required multiplications and additions per iteration by the CRTLS and CRLS algorithms in Table 2.

Note that the cost function in (2) is in fact the Rayleigh quotient of \( \mathbf{M}_n^T \mathbf{M}_n \)

\[
\mathbf{M}_n = \begin{bmatrix} \mu \mathbf{I}_K & 0 \\ 0 & \mathbf{D} \end{bmatrix} \begin{bmatrix} \mathbf{C}_n^T \\ \mathbf{X}_n^T \\ \mathbf{d}_n \end{bmatrix} \mathbf{T}_n,
\]

which reaches its minimum value \( \lambda_{\text{min}} \) (the smallest eigenvalue of \( \mathbf{M}_n^T \mathbf{M}_n \)) when its argument \( \mathbf{T}^{-1} \begin{bmatrix} \mathbf{w} \\ -1 \end{bmatrix} \) is the eigenvector corresponding to \( \lambda_{\text{min}} \) [15]. It has been proved that \( \lambda_{\text{min}} \) is the unique stable critical value (the only local and global minimum) of the Rayleigh quotient cost function and can be reached using the line-search approach (see, e.g., [10], [11], [16]). Similar to the algorithms of [10] and [11], the proposed algorithm minimizes a Rayleigh quotient cost function by means of the line search and updates the filter weights at each iteration by taking a step along the search direction (input vector) such that the gradient of the cost function evaluated at the updated filter weights becomes orthogonal to the search (update) direction (see [10, Section VI], [11, Lemma 5.1]). Accordingly and in the light of the Theorems 3.1 and 5.1 of [11], it is straightforward to verify that convergence of the proposed algorithm to the unique solution of (2), which is the global minimum of the corresponding Rayleigh quotient cost function, is guaranteed.

3. Simulations

We consider an errors-in-variables system identification problem where the filter length is an odd number and the filter weights are constrained to preserve linear phase at each iteration. Thus, the constraint matrix is \( \mathbf{C} = [\mathbf{I}_K, \mathbf{0}, -\mathbf{J}_K]^T \in \mathbb{R}^{L \times K} \) and the response vector is \( \mathbf{f} = \mathbf{0} \in \mathbb{R}^K \) where \( K = (L - 1)/2 \) and \( \mathbf{J}_K \in \mathbb{R}^{K \times K} \) is the reversal matrix (identity matrix with all rows in reversed order). The input signal is zero-mean unit-variance Gaussian. The unknown system is an arbitrary finite-impulse-response filter of order \( L = 15 \) with linear phase and unit energy. We set \( \mu = 0.998 \) and use two performance metrics: misalignment, defined as \( E[\| \mathbf{h} - \mathbf{w}_n \|^2] \), and constraint mismatch, defined as \( E[\| \mathbf{C}^T \mathbf{w}_n - \mathbf{f} \|^2] \), where \( E[\cdot] \) is the expectation operator and the expected values are computed by ensemble-averaging over \( 10^3 \) independent runs.

In Figs. 1 and 3, we compare the misalignment curves of the CRLS algorithm and the proposed algorithm with different values of \( \mu \) when \( \sigma_i^2 = \sigma_o^2 = 0.5 \) and \( \sigma_i^2 = \sigma_o^2 = 0.1 \). It is clear that the larger \( \mu \) is, the smaller the steady-state misalignment is but the slower the algorithm converges and vice versa. In Figs. 2 and 4, we plot the constraint
mismatch of the proposed algorithm as a function of $\mu$ for the two different values of the noise powers. As expected, with larger $\mu$, the constraints are better satisfied.

In this experiment, the CRLS algorithm requires 2944 multiplications and 2702 additions per iteration while the CRTLS algorithm requires only 502 multiplications and 433 additions per iteration.

4. Conclusion

We have developed a linearly-constrained recursive total least-squares (CRTLS) adaptive filtering algorithm by incorporating the linear constraints into the TLS problem in hand and minimizing the resultant cost function on a linear manifold defined by the input vector. The new algorithm considerably outperforms the CRLS algorithm when both input and output data are noisy. Moreover, it requires appreciably less arithmetic operations than CRLS.

We observe that a large value of the weighting parameter, $\mu$, results in a lower misalignment (better estimation) and a lower constraint mismatch (better satisfaction of the constraints) while it slows down the convergence. On the other hand, a small $\mu$ results in a faster convergence but to a higher misalignment and constraint mismatch. Therefore, there exists a trade-off between estimation accuracy and satisfaction of the constraints on one hand and the convergence rate of the proposed algorithm on the other.
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Fig. 1, Misalignment of the CRLS algorithm and the CRTLS algorithm with different values of $\mu$ when $\sigma_t^2 = \sigma_\phi^2 = 0.5$.

Fig. 2, Constraint mismatch of the CRTLS algorithm as a function of $\mu$ when $\sigma_t^2 = \sigma_\phi^2 = 0.5$. 
Fig. 3, Misalignment of the CRLS algorithm and the CRTLS algorithm with different values of $\mu$ when $\sigma_i^2 = \sigma_\phi^2 = 0.1$.

Fig. 4, Constraint mismatch of the CRTLS algorithm as a function of $\mu$ when $\sigma_i^2 = \sigma_\phi^2 = 0.1$. 
Table 1, The CRTLS algorithm.

Initialization
\[ \begin{align*}
\mathbf{p}_0 &= 0, \mathbf{q}_0 = 0, \epsilon_0 = 0, \mathbf{g}_0 = 0 \\
\mathbf{p}_0 &= 0, \eta_0 = 0 \\
\mathbf{w}_0 &= \mathbf{C}(\mathbf{C}^T\mathbf{C})^{-1}\mathbf{f} \\
\end{align*} \]

At iteration \( n = 1, 2, \ldots \)
\[ \begin{align*}
\mathbf{p}_n &= \lambda\mathbf{p}_{n-1} + \mathbf{x}_{n-1}\mathbf{x}_n \\
\mathbf{q}_n &= \lambda\mathbf{q}_{n-1} + \mathbf{x}_n\mathbf{x}_{n-L} \\
\epsilon_n &= \lambda\epsilon_{n-1} + x_n^2 \\
\mathbf{g}_n &= \left[ \epsilon_n x_n + \mathbf{p}_{n-1}^T \mathbf{x}_{n-1} \mathbf{p}_n \mathbf{x}_n + \mathbf{g}_{n-1} \right]_{1:L-1} - \mathbf{q}_n\mathbf{x}_{n-L} \\
\mathbf{s}_n &= \mathbf{x}_n^T\mathbf{C} \\
\mathbf{r}_n &= \mathbf{C}^T\mathbf{w}_{n-1} - \mathbf{f} \\
\mathbf{p}_n &= \lambda\mathbf{p}_{n-1} + \mathbf{x}_n \mathbf{d}_n \\
\zeta_n &= \lambda\eta_{n-1} (\|\mathbf{w}_{n-1}\|^2 + \beta) + (\mathbf{w}_{n-1}^T \mathbf{x}_n - \mathbf{d}_n)^2 + \mu^2 (1 - \lambda) (\|\mathbf{r}_n\|^2 - \mathbf{f}^T \mathbf{f}) \\
\alpha_n &= \mathbf{w}_{n-1}^T \mathbf{x}_n (\mathbf{x}_n^T \mathbf{g}_n + \mu^2 \|\mathbf{s}_n\|^2) - \|\mathbf{x}_n\|^2 (\mathbf{w}_{n-1}^T \mathbf{g}_n - \mathbf{x}_n^T \mathbf{p}_n + \mu^2 \mathbf{s}_n \mathbf{r}_n) \\
b_n &= (\|\mathbf{w}_{n-1}\|^2 + \beta) (\mathbf{x}_n^T \mathbf{g}_n + \mu^2 \|\mathbf{s}_n\|^2) - \zeta_n \|\mathbf{x}_n\|^2 \\
c_n &= (\|\mathbf{w}_{n-1}\|^2 + \beta) (\mathbf{w}_{n-1}^T \mathbf{g}_n - \mathbf{x}_n^T \mathbf{p}_n + \mu^2 \mathbf{s}_n \mathbf{r}_n) - \zeta_n \mathbf{w}_{n-1}^T \mathbf{x}_n \\
\alpha_n &= (-b_n + \sqrt{b_n^2 - 4\alpha_n c_n})/2\alpha_n \\
\mathbf{w}_n &= \mathbf{w}_{n-1} + \alpha_n \mathbf{x}_n \\
\eta_n &= \{\zeta_n + 2\alpha_n (\mathbf{w}_{n-1}^T \mathbf{g}_n - \mathbf{x}_n^T \mathbf{p}_n + \mu^2 \mathbf{s}_n \mathbf{r}_n) + \alpha_n^2 (\mathbf{x}_n^T \mathbf{g}_n + \mu^2 \|\mathbf{s}_n\|^2)\}/(\|\mathbf{w}_n\|^2 + \beta)
\end{align*} \]

Table 2, Computational complexity of the CRLS and CRTLS algorithms in terms of number of required arithmetic operations per iteration.

<table>
<thead>
<tr>
<th>×</th>
<th>+</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRLS</td>
<td>((3K^2 + 5K + 9)L + K^2 + 2K + 16)</td>
</tr>
<tr>
<td>CRTLS</td>
<td>((2K + 16)L + 4K + 24)</td>
</tr>
</tbody>
</table>
Linearly-constrained line-search algorithm for adaptive filtering
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Abstract

We develop a linearly-constrained line-search adaptive filtering algorithm by incorporating the linear constraints into the least-squares problem and searching the solution (filter weights) along the Kalman gain vector. The proposed algorithm performs close to the constrained recursive least-squares (CRLS) algorithm while having a computational complexity comparable to the constrained least mean square (CLMS) algorithm. Simulations demonstrate its effectiveness.

1. Introduction

Linearly-constrained adaptive filtering algorithms are powerful signal processing tools with widespread use in several applications such as beamforming, blind multiuser detection in code-division multiple-access systems, and system identification [1]. The linear constraints usually emerge from the prior knowledge about the system, e.g., directions of arrival in array processing, spreading codes in blind multiuser detection, and linear phase in system identification [2].

Several linearly-constrained adaptive filtering algorithms have been proposed, which can be loosely divided into two categories:

1) stochastic-gradient-based algorithms such as the constrained least mean square (CLMS) algorithm [3] and the constrained affine projection (CAP) algorithm [2];
2) least-squares(LS)-based algorithms such as the constrained recursive least-squares (CRLS) algorithm [4] and the constrained conjugate-gradient (CCG) algorithm [2].
The algorithms of the former category are generally simpler, more robust, and computationally more efficient than the algorithms of the latter category. However, they typically have slower convergence rate that is further aggravated when the input signal is correlated.

In this letter, we develop a linearly-constrained line-search algorithm by converting the constrained LS problem to an unconstrained one, which incorporates the linear constraints, and then solving it on a linear manifold defined by the Kalman gain vector. The proposed algorithm features CRLS-like performance with CLMS-like complexity.

2. Algorithm description

Let us consider a linear system described by

$$d_n = \omega^T x_n + v_n$$

where $d_n \in \mathbb{R}$ is the desired signal at time index $n \in \mathbb{N}$, $\omega \in \mathbb{R}^L$ is the vector of unknown system parameters, $x_n = [x_n, x_{n-1}, ..., x_{n-L+1}]^T$ is the input vector, $x_n \in \mathbb{R}$ is the input signal, $v_n \in \mathbb{R}$ is the background noise, and superscript $T$ stands for matrix transposition.

Adaptive filtering algorithms iteratively estimate $\omega$ exploiting the data available up to the current time. The tap weights of the adaptive filter, denoted by $w_n \in \mathbb{R}^L$, are taken as the estimate at iteration $n$. In linearly-constrained adaptive filtering, a set of constraints is imposed upon the filter weights at each time instant as

$$C^T w_n = f$$

where $C \in \mathbb{R}^{L \times K}$ is the constraint matrix ($K < L$) and $f \in \mathbb{R}^K$ is the response vector.

A constrained exponentially-weighted LS estimate can be found as

$$w_n = \arg \min_w J_n(w)$$

subject to $C^T w = f$ \hspace{1cm} (1)

where

$$J_n(w) = \|X_n^T w - d_n\|^2,$$

$$X_n = [x_n, \lambda^{1/2} x_{n-1}, ..., \lambda^{(n-1)/2} x_1],$$

$$d_n = [d_n, \lambda^{1/2} d_{n-1}, ..., \lambda^{(n-1)/2} d_1]^T,$$

$\|\cdot\|$ denotes the Euclidean norm and $0 < \lambda \leq 1$ is the forgetting factor. The solution of (1) obtained through the method of Lagrange multipliers is \cite{4}
\[ w_n = R_n^{-1} p_n + R_n^{-1} C (C^T R_n^{-1} C)^{-1} (f - C^T R_n^{-1} p_n) \]  \hspace{1cm} (2)

where

\[ R_n = \sum_{i=1}^{n} \lambda^{n-i} x_i x_i^T \]

is the exponentially-weighted input autocorrelation matrix and

\[ p_n = X_n d_n \]
\[ = \sum_{i=1}^{n} \lambda^{n-i} x_i d_i \]
\[ = \lambda p_{n-1} + x_n d_n \]

is the exponentially-weighted cross-correlation vector between the input vector and the desired signal. The CRLS algorithm [4] is a recursive calculation of (2) that avoids the matrix inversions by applying the matrix inversion lemma.

By relaxing the hard constraints, we can convert (1) to an unconstrained problem that incorporates the constraints:

\[ \tilde{w}(w) = \arg \min_{w} \tilde{f}_n(w) \]

where

\[ \tilde{f}_n(w) = \|X_n^T w - d_n\|^2 + \mu^2 \|C^T w - f\|^2 \]

and \( \mu \gg 1 \) is a weighting parameter that emphasises the certainty of the constraints. Note that this approach is the same as the method of weighting [5] and yields an approximate solution.

In the same vein as the line-search algorithms [6], we consider a first-order autoregressive model for the adaptive filter weights and search them along the Kalman gain vector, \( k_n = R_n^{-1} x_n \), as

\[ w_n = w_{n-1} + \alpha_n k_n. \]

Hence, the problem turns into finding \( \alpha_n \) such that

\[ \alpha_n = \arg \min_{\alpha} \tilde{f}_n(\alpha) \]  \hspace{1cm} (3)

where
and the auxiliary variables are defined as

\[ s_n = C^T k_n, \]
\[ r_n = C^T w_{n-1} - f. \]

Equating the derivative of \( \bar{J}_n(\alpha) \) with respect to \( \alpha \) to zero gives the solution of (3), which is

\[ \alpha_n = \frac{k_n^T p_n - w_{n-1}^T x_n - \mu^2 r_n^T s_n}{x_n^T k_n + \mu^2 ||s_n||^2}. \]

We call the proposed algorithm constrained line-search (CLS) and summarise it in Table 1 where, similar to CRLS, \( k_n \) is updated using the stabilised fast transversal filter (S-FTF) algorithm [7]. The proposed algorithm requires \((2K + 13)L + 2K + 18\) multiplications per iteration while the CRLS and CLMS algorithms require \((3K^2 + 5K + 9)L + K^2 + 2K + 16\) and \(L^2 + 2L + 1\) multiplications per iteration, respectively.

3. Simulations

We consider a system identification problem where the filter length is an odd number and the filter weights are constrained to preserve linear phase at each iteration. Thus, the constraint matrix is \( C = [I_K, 0, -J_K]^T \in \mathbb{R}^{L \times K} \) and the response vector is \( f = 0 \in \mathbb{R}^K \) where \( K = (L - 1)/2 \), \( I_K \in \mathbb{R}^{K \times K} \) is the identity matrix and \( J_K \in \mathbb{R}^{K \times K} \) is the reversal matrix (identity matrix with all rows in reversed order). The input signal is zero-mean unit-variance Gaussian. The unknown system is an arbitrary finite-impulse-response filter of order \( L = 15 \) with linear phase and unit energy. The background noise is white Gaussian with a power of 0.1. We set \( \lambda = 0.995 \) and obtain the results by ensemble-averaging over \( 10^3 \) independent runs.

In Fig. 1, we plot the misalignment curves of the CRLS and CLMS algorithms as well as those of the proposed algorithm with different values of \( \mu \). The misalignment is defined as \( ||\omega - w_n||^2 \). It is clear that the larger \( \mu \) is, the smaller the steady-state misalignment is but the slower the algorithm converges and vice versa. In Fig. 2, we plot the constraint mismatch of the proposed algorithm as a function of \( \mu \). The constraint mismatch is defined as \( ||C^T w_n - f||^2 \). As expected, with larger \( \mu \), the constraints are better satisfied.
In this experiment, the CRLS and CLMS algorithms respectively require 2944 and 256 multiplications per iteration while the CLS algorithm requires 437 multiplications per iteration.

4. Conclusion

We have developed a linearly-constrained line-search (CLS) adaptive filtering algorithm by incorporating the linear constraints into the LS problem and minimising the resultant cost function on a linear manifold. The new algorithm performs nearly as good as the CRLS algorithm with a considerably reduced computational complexity, which is comparable to the CLMS algorithm.

We observe that a large value of the weighting parameter, $\mu$, results in a lower misalignment (better estimation) and a lower constraint mismatch (better satisfaction of the constraints) while it slows down the convergence. On the other hand, a small $\mu$ results in a faster convergence but to a higher misalignment and constraint mismatch. Therefore, there exists a trade-off between estimation accuracy and satisfaction of the constraints on one hand and the convergence rate of the proposed algorithm on the other.
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Fig. 1, Misalignment of different algorithms.

Fig. 2, Constraint mismatch of the CLS algorithm as a function of $\mu$. 
Table 1, The CLS algorithm.

Initialisation
\[ p_0 = 0 \]
\[ w_0 = C(C^T C)^{-1} f \]

At iteration \( n = 1, 2, \ldots \)
update \( k_n \)
\[ p_n = \lambda p_{n-1} + x_n d_n \]
\[ s_n = x_n^T C \]
\[ r_n = C^T w_{n-1} - f \]
\[ \alpha_n = \frac{k_n^T p_n - w_{n-1}^T x_n - \mu^2 r_n^T s_n}{x_n^T k_n + \mu^2 \| s_n \|^2} \]
\[ w_n = w_{n-1} + \alpha_n k_n \]
Epilogue

Summary

In this thesis, several low-complexity adaptive filtering algorithms for various communications applications have been developed and analysed. In the considered applications, the adaptive filters are implemented in direct, inverse, set-membership, and linearly-constrained system identification configurations.

The main contributions of the thesis can be summarized as

- the new equalizers:
  1) low-complexity adaptive MIMO decision-feedback equalizer (Paper D)
  2) adaptive wideband MIMO channel equalizer coupling MIMO-DFE with V-BLAST (Paper E)
  3) partial-update adaptive decision-feedback equalizer (Paper F),

- the new adaptive filtering algorithms:
  1) affine projection algorithm with selective projections (Paper A)
  2) proportionate affine projection algorithm with selective projections (Paper B)
  3) modified RLS algorithm with enhanced tracking capability (Paper C)
  4) modified quasi-OBE algorithm with improved numerical properties (Paper G)
  5) low-complexity quasi-OBE algorithm (Paper H)
  6) low-complexity constrained recursive least-squares algorithm (Paper K)
  7) linearly-constrained recursive total least-squares algorithm (Paper L)
  8) linearly-constrained line-search algorithm (Paper M),

- and the new theoretical analyses:
  1) convergence analysis of the low-complexity adaptive MIMO decision-feedback equalizer (Paper D)
  2) steady-state mean squared error and tracking performance analysis of the quasi-OBE algorithm (Paper I)
  3) tracking performance analysis of the set-membership NLMS algorithm (Paper J).

The main techniques utilized to mitigate the computational complexity in the proposed algorithms are

- adoption of a time-varying projection order for the affine projection algorithm (Papers A and B)
- the concept of partial updates (Paper F)
• the *dichotomous coordinate-descent* iterations for solving the associated systems of linear equations (Papers D, H, and K)
• the *method of weighting* for linearly-constrained filters (Papers K, L, and M).

The proposed algorithms deliver good convergence and steady-state performance as well as significant reduction in computational complexity compared with the existing algorithms and techniques. They also offer useful trade-offs between complexity and performance. Finally, the predictions made by the theoretical analyses are in close match with the simulation results.

## Future work

Devising new low-complexity algorithms for the adaptive filtering configurations, which have not been considered in this thesis, is a subject of future research. Prominent examples are

• adaptive *errors-in-variables* system identification
• adaptive *widely-linear* system identification
• adaptive *distributed* system identification.

In errors-in-variables system identification [SV91] applications, usually complicated matrix operations, such as singular value decomposition or eigen-decomposition, are required. In adaptive widely-linear system identification [BP95], the parameter vector of the underlying model is augmented, i.e., the number of sought-after parameters is doubled compared with the case of strictly-linear model. Therefore, computational complexity of the system is accordingly increased. Alleviating the computational burden in these applications is certainly desirable and worthy of additional study.

Adaptive distributed system identification over networks [ST12] can be performed in several ways. Diffusion strategies [AS13] are known to accomplish the task very efficiently. However, they require frequent exchange of data between the neighbouring nodes. Devising a way to reduce the diffusion load as well as the computational complexity without compromising the performance noticeably is a subject for future research.

Theoretical performance analysis of some of the proposed algorithms, e.g., the affine projection algorithm with selective projections (Paper A), is another topic for further investigation.

Finally, actual implementation of the proposed algorithms on hardware and/or software platforms will help substantiate their effectiveness and can provide more insight into their advantages and possible shortcomings.
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