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Abstract

The ever-increasing growth of the wireless application aedsices affirms the importance
of the effective usage of the limited radio spectrum. Ergpectrum management policies
have led to significant spectrum under-utilization. Reaaetisurements showed that large
range of the spectrum is sparsely used in both temporal aatibspanner. This conflict
between the inefficient usage of the spectrum and the canisevolution in the wireless
communication calls upon the development of more flexibl@agament policies. Cognitive
radio (CR) with the dynamic spectrum access (DSA) is comsitleo be a key technology in
making the best solution of this conflict by allowing a grodgecondary users (SUs) to share
the radio spectrum originally allocated to the primary (&s). The operation of CR should
not negatively alter the performance of the PUs. Thereftire,interference control along
with the highly dynamic nature of PUs activities open up nesource allocation problems
in CR systems. The resource allocation algorithms shousdirenan effective share of the
temporarily available frequency bands and deliver thetswils in timely fashion to cope with

quick changes in the network.

In this dissertation, the resource management problem iticauier based CR systems
is considered. The dissertation focuses on three maingssi)edesign of efficient resource
allocation algorithms to allocate subcarriers and powetsvben SUs such that no harmful
interference is introduced to PUs, 2) compare the specffmliemcy of using different
multicarrier schemes in the CR physical layer, specificatighogonal frequency division
multiplexing (OFDM) and filter bank multicarrier (FBMC) seimes, 3) investigate the impact

of the different constraints values on the overall perfarogaof the CR system.

Three different scenarios are considered in this dissentanamely downlink transmis-
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sion, uplink transmission, and relayed transmission. Fenescenario, the optimal solution is
examined and efficient sub-optimal algorithms are propésedduce the computational bur-
den of obtaining the optimal solution. The suboptimal alipons are developed by separate the
subcarrier and power allocation into two steps in downlin# eplink scenarios. In the relayed
scenario, dual decomposition technique is used to obtaasgmptotically optimal solution,
and a joint heuristic algorithm is proposed to find the suimo@it solution. Numerical simu-
lations show that the proposed suboptimal algorithms &ehaenear optimal performance and
perform better than the existing algorithms designed fgndove and non-cognitive systems.
Eventually, the ability of FBMC to overcome the OFDM drawksaand achieve more spectral

efficiency is verified which recommends the consideratioRB¥IC in the future CR systems.
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Resumen

El crecimiento continuo de las aplicaciones y servicios istesas inalambricos, indica la
importancia y necesidad de una utilizacion eficaz del éspeadio. Las politicas actuales de
gestion del espectro han conducido a una infrautilizaciél propio espectro radioeléctrico.
Recientes mediciones en diferentes entornos han mostrelgrgn parte del espectro queda
poco utilizado en sus ambas vertientes, la temporal, y lacéslp El permanente conflicto
entre el uso ineficiente del espectro y la evolucion coatide l0os sistemas de comunicacion
inalambrica, hace que sea urgente y necesario el desateodsquemas de gestion del espectro

mas flexibles.

Se considera el acceso dinamico (DSA) al espectro en lms1ss cognitivos como una
tecnologia clave para resolver este conflicto al permité¢ gn grupo de usuarios secundarios
(SUs) puedan compartir y acceder al espectro asignadalimiente a uno o varios usuarios
primarios (PUs). Las operaciones de comunicacion llevadaabo por los sistemas radio
cognitivos no deben en ningln caso alterar (interferig)dstemas primarios. Por tanto, el
control de la interferencia junto al gran dinamismo de |sgesnas primarios implica nuevos
retos en el control y asignacion de los recursos radio esistsmas de comunicacion CR. Los
algoritmos de gestion y asignacion de recursos (Radi@iRes Management-RRM) deben
garantizar una participacion efectiva de las bandas emuéncias disponibles temporalmente,
y ofrecer en cada momento oportunas soluciones para hasge fa los distintos cambios

rapidos que influyen en la misma red.

En esta tesis doctoral, se analiza el problema de la gessitos recursos radio en sistemas
multiportadoras CR, proponiendo varias soluciones panassieficaz y coexistencia con los

PUs. La tesis en si, se centra en tres lineas principa)ed:disefio de algoritmos eficientes



de gestibn de recursos para la asignacion de sub-poamgatistribucion de la potencia en
sistemas segundarios, evitando asi cualquier interfexenee pueda ser perjudicial para el
funcionamiento normal de los usuarios de la red primarian@)izar y comparar la eficiencia
espectral alcanzada a la hora de utilizar diferentes esajdentransmision multiportadora en
la capa fisica del sistema CR, especificamente en sisteasagdos en OFDM y los basados en
banco de filtros multiportadoras (Filter bank MulticarsiEeBMC), 3) investigar el impacto de

las diferentes limitaciones en el rendimiento total daksim de CR.

Los escenarios considerados en esta tesis son tres, es demlo de transmision
descendente (downlink), modo de transmision ascendept®k), y el modo de transmision
"Relay”. En cada escenario, la solucion 6ptima es exadalyacomparada con algoritmos sub-
optimos que tienen como obijetivo principal reducir la eacgmputacional. Los algoritmos
sub-6ptimos son llevados a cabo en dos fases mediantedsasé&m del propio proceso de
distribucion de subportadoras y la asignacion de la pideen los modos de comunicacion
descendente (downlink), y ascendente (uplink). Para ltgreos de tipo "Relay”, se ha
utilizado la técnica de doble descomposicion (dual dgmasition) para obtener una solucién
asintoticamente 6ptima. Ademas, se ha desarrolladtgoniano heuristico para poder obtener

la solucion 6ptima con un reducido coste computacional.

Los resultados obtenidos mediante simulaciones nungeneestran que los algoritmos
sub-6ptimos desarrollados logran acercarse a la soldpéima en cada uno de los entornos
analizados, logrando asi un mayor rendimiento que los j&tegnes y utilizados tanto en
entornos cognitivos como no-cognitivos. Se puede compretaarios resultados obtenidos
en la tesis la superioridad del esquema multiportadora FBBI&e los sistemas basados en
OFDM para los entornos cognitivos, causando una menorfenégicia que el OFDM en
los sistemas primarios, y logrando una mayor eficienciaatsge Finalmente, en base a lo
analizado en esta tesis, podemos recomendar al esquenipomtattora FBMC como una

idonea y potente forma de comunicacion para las futukesreognitivas.
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Chapter 1

Introduction

"Before you start some work, always ask yourself three qarst Why am | doing
it, What the results might be and Will | be successful. Onlgnwyou think deeply

and find satisfactory answers to these questions, go ah€adhakya.

Contents
1.1 Motivationand Scope . . . . . . . . 1
1.2 Organization of the Dissertation . . . . . ... . ... ... ... ........ 4
Bibliography . . . . . . . . 8

1.1 Motivation and Scope

The rapid development in the communication systems canduahted by a simple compari-
son between the first Morse symbols per second in telegrapimemications in the mid of the
19th century and thé00 Mbps already considered in the long term evolution (LTE) [Lhe
advent of new high data rate wireless standards and sericell as the continuous grow
of the applications and consumers result an increasingeimémand for the frequency spec-
trum which is a limited natural resource that may not be abladcommodate the emerging
technologies.

Currently, the frequency allocation is regulated by gowsntal agencies which apply
the "command-and-control” allocation model by providingexclusive assignment of a fixed

frequency block for each communication service. In additmthe spectrum allocation, these



Chapter 1. Introduction

agencies regulate the spectrum usage by specifying thefygaevice, the maximum transmis-
sion powers, and the duration of license. This static anexitfle spectrum licensing scheme
as shown by practical measurements leads to inefficientfutbe gpectrum since the licensed
users who have the permission to use a certain portion ofpietrsim cannot necessarily ex-
ploit this resource at all times or locations and in the same prohibits other users or service

providers from accessing the unused spectrum [2].

To make a balance between the spectrum scarcity and thewpaatder-utilization, the
dynamic spectrum access (DSA) scheme has been proposeilaoceréhe current inadequate
spectrum licensing scheme [3]. By DSA, spatio/temporatspen opportunitiesllocated
originally to a certain licensédser can be accessed and utilized by other unlicénseds aim-
ing to maximize the utilization of the spectrum while accoattating the increasing number of
services [4,5]. The unlicensed users must be sufficientlg agorder to improve the spectrum
efficiency [6], and should adapt to the conditions of the @t opportunities and guarantee
the rights of the licensed users. Cognitive radio (CR) hanlveceived a significant attention
as the enabling technology for DSA by providing the wirelggstem with the required capa-
bility to adapt its parameters intelligently accordinghe surrounding environment and users

requirements to achieve a highly reliable communicatidns,[7].

The major functionalities of a CR system include spectrunsisgy, spectrum management
and spectrum mobility. By spectrum sensing [8, 9], CR dstdloe licensed users activity
to determine the spectrum opportunities. Additionally, SRequired to sense the spectrum
during the unlicensed user transmission to avoid the eofligvith reappeared licensed user.
Through spectrum management, the spectrum opportuniteearaalyzed and the spectrum
access decisions are performed. The available systemroesoare optimized to achieve the
required objectives and performance. The spectrum mpbhi&nges the operational frequency
bands when the status of the target spectrum changes. Beg#rads [10—-13] and experiments
[14, 15] have demonstrated that the DSA with CR is a promismigtion. However, there is
still a long way to go before having a real CR system. A lot ofrfkvbas to be performed
in order to find efficient solutions to the open problems like spectrum identification, the

users coordination, and interference-free spectrum ushkugihis dissertation, we focus on the

1The terms spectrum opportunities, spectrum holes, anawshices are used interchangeably in the disserta-
tion.

2Licensed users and primary users terms are used interchialyge the dissertation.

3Unlicensed users, secondary users, and cognitive usessedénterchangeably in the dissertation.
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spectrum management function and aim to design efficieoures allocation algorithms in

multicarrier based CR systems.

Multicarrier communications have several advantages thessingle-carrier ones. It of-
fers higher spectral efficiency and more robustness to thiedachannel. Additionally, mul-
ticarrier systems have the flexibility to distribute theagsxes among different users with the
capability to handle with the multipath channel and reqgsireple channel equalization tech-
niques. In CR systems, multicarrier communications aresiciemed as promising technique
because -in addition to the mentioned advantages- of itgyatm operate in discontiguous
bands by transmitting only on the spectrum opportunitiesestulling (deactivating) the occu-
pied spectrum [6, 16, 17]. The multicarrier transmissioal@es the control of the transmission

parameters of each subcarrier to avoid inducing severdenggce to the licensed users.

Orthogonal frequency division multiplexing (OFDM) is theost common multicarrier
technique that is considered by several communicatiordatals including IEEE 802.22 [18,
19] TV based cognitive system that develops an unlicenseelegis regional area network
(WRAN) to exploit the unused TV bands. In spite of this, thare several factors that limit
the achieved capacity in OFDM systems. The large frequeanyath sidelobes of the OFDM
signal produces high mutual interference to the adjaceah$ied system due to the lack of the
synchronization. Moreover, OFDM utilizes the transmissid the cyclic prefix (CP) to com-
pact the effect of the multiple path propagation which rexdtbe overall spectral efficiency. To
overcome the limitations of the OFDM, the light is shed agairently on the filter bank mul-
ticarrier (FBMC) system which was invented before the OFIFEAMC systems have received
limited attention in comparison with that devoted to OFDMeda the simple concept and low
complexity of OFDM [6, 20]. In FBMC systems, the sidelobeseath subcarrier frequency
response is reduced by using signals with high spectralounent. Additionally, FBMC
doesn't require any CP extension and offers more robustodhe time and frequency offsets
than OFDM. This dissertation highlights the advantagessaigiFBMC instead of OFDM in

the physical layer of future CR systems.
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1.2 Organization of the Dissertation

This dissertation tackles the problem of the resource nme&magt in multicarrier based CR
systems. The aim is to design efficient subcarrier and poll@ation algorithms in order to
maximize the system capacity while guarantee that theferace introduced to the licensed
system is not harmful. The dissertations consists of siptgra written in way that every

chapter has its own reference list. The organization of thgedtation is as follows

e Chapter 2. This chapter introduces the basic background of severaleqis that is used
in the dissertation. First, an overview of the CR systemésented. The CR characteris-
tics and architectures are discussed and also the CR stifrataon efforts are reviewed.
Next, the multicarrier systems structure and implemeniaéire described. Different
transmission schemes are outlined (OFDM, FBMC, and norogahal frequency di-
vision multiplexing (NOFDM)) and the resource allocatiomiplem is reviewed. The
last part of this chapter is devoted to the description ofe&soptimization concepts and

algorithms that are applied in the next chapters.

e Chapter 3. This chapter considers the resource allocation problerowntink scenario.
The allocation is performed subject to both the total powet iaterference constraints.
The optimal solution is derived and a computationally edfitisuboptimal scheme is
proposed. The advantage of enable the CR system to use astivell as non-active
licensed bands, is verified. The FBMC physical layer is camegavith the OFDM one

to prove its efficiency.

The contributions of this chapter are published in part oajonrnal, one book chapter

and four international conferences:

— M. Shaatand F. Bader, "Computationally efficient power allocatidgoaithm in
multicarrier-based cognitive radio networks: OFDM and FBsYstems,EURASIP
Journal on Advances in Signal Processingl. 2010, Article ID 528378, 13 pages
,2010.

— M. Shaatand F. Bader,”Power allocation with interference conatrai multicar-
rier based cognitive radio system8bdok Title: Multi-Carrier Systems and Solu-
tions. Chapter 4: Adaptive Transmissidgds. Plass, S.; Dammann, A.; Kaiser, S.;
Fazel, K. Springer 2009. ISBN: 978-90-481-2529-6 (HB).héetands.

4
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— M. Shaatand F. Bader, "Low complexity power loading scheme in cdgeitadio
networks: FBMC capability,” IHEEE 20th International Symposium on Personal,

Indoor and Mobile Radio Communications (PIMRC’Q0%pkyo-Japan, Sept. 2009.

— M. Shaatand F. Bader, "A two-step resource allocation algorithm ultroarrier
based cognitive radio systems,"lBEE Wireless Communications and Networking
Conference (WCNC’10Bydney-Australia, April 2010, pp. 1-6.

— M. Shaatand F. Bader, "Power allocation and throughput comparisoc@kDM
and FBMC based cognitive radio,” ifroceeding of 22nd Meeting of the Wireless
World Research Forum (WWRF'Q®aris-France, May 2009.

— M. Shaatand F. Bader, "Downlink resource allocation algorithm inO/FBMC
cognitive radio networks,” ithe 3rd Mosharaka International Conference on Com-

munications, Signals and Coding (MICCSC’08jmman-Jordan, Nov. 2009.

e Chapter 4. This chapter develops the algorithm presented in chapterl#tused in
uplink scenario where the problem become more complicatedaithe individual power
constraints for every unlicensed user. The interferenttednced to the licensed band is
not only induced by a single source like the downlink caseathstintroduced by several
nodes that are transmitting on the available spectrum hdles allocation is performed
in order to achieve fairness among different users. Efficgeooptimal algorithm is

presented and the capability of FBMC in the CR system is shown

The contributions of this chapter are published in part o jomrnal and three interna-

tional conferences:

— M. Shaatand F. Bader, "Efficient resource allocation algorithm fplink in multicarrier-
based cognitive radio networks with fairness considendteccepted iHET Com-

munications

— M. Shaatand F. Bader, "An uplink resource allocation algorithm fd¢e[@M and
FBMC based cognitive radio systems,” in Proceedingshef Fifth International
Conference on Cognitive Radio Oriented Wireless Netwodtsi@Bunications (CROWN-

COM’10), Cannes-France, June 2010, pp. 1-6.

— M. Shaatand F. Bader, "Fair and efficient resource allocation atgarifor uplink

multicarrier based cognitive networks,” IREE 21st International Symposium on

5
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Personal Indoor and Mobile Radio Communications (PIMRG, 1§&tanbul-Turkey,
Sept. 2010, pp. 1212 -1217.

— M. Shaatand F. Bader, “Efficient uplink subcarrier and power allamaglgorithm
in cognitive radio networks,” iffth International Symposium on Wireless Commu-
nication Systems (ISWCS’1Qprk-UK, Sept. 2010, pp. 223-227

e Chapter 5. This chapter deals with the resource allocation problenel@yed CR sys-
tem. The scenario of dual-hop multi-relay decode-and-&wd\DF) multicarrier based
CR system is considered. An asymptotically optimal resew@itocation algorithm is
derived. The subcarriers pairing, power allocation andyr@lssignment are optimized
jointly in order to maximize the system capacity under thieriference and per-relay
power constraints. Additionally, an efficient greedy suioopl algorithm is developed
to reduce the computational complexity of the optimal saheihe efficiency of using
FBMC instead of OFDM is also verified.

The contributions of this chapter are published in part amjonrnal paper, four interna-

tional conferences and one conference paper under review:

— M. Shaat and F. Bader, "Asymptotically optimal resource allocationOFDM-
based cognitive networks with multiple relays,” acceptetEEE Transactions on

Wireless Communications

— M. Shaat and F. Bader, "Joint Resource Optimization in Decode andvé&imt
Multi-relay Cognitive Network With Direct Link,”"Submitted to IEEE Wireless

Communications and Networking Conference, (WCNGC'B3Jis-France.

— M. Shaat and F. Bader, "Optimal power allocation algorithm for OFBased
decode-and-Forward dual- Hop cognitive systemsJERE 73rd Vehicular Tech-

nology Conference (VTC Sprindudapest-Hungary, May 2011, pp. 1-5.

— M. Shaat and F. Bader, "Optimal and suboptimal resource allocatmmtivo-
Hop OFDM-Based multi-Relay cognitive networks,” iIBEE 22nd International
Symposium on Personal, Indoor and Mobile Radio Commuioicat{fPIMRC’11)
Toronto-Canada, Sept. 2011, pp. 477-481.

— M. Shaat and F. Bader, "Optimal resource allocation in multi-Relagaitive

networks using dual decomposition,” IET-ACROPOLIS Network of Excellence

6
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Workshop on "Cognitive Radio and Networking: Challenged 8olutions Ahead”
jointly located with IEEE 22nd International Symposium @rd®nal, Indoor and

Mobile Radio Communications (PIMRC’11Joronto-Canada, Sept. 2011, pp.
2335-2339.

— M. Shaat and F. Bader, "Joint subcarrier pairing and power allocafar DF-

Relayed OFDM cognitive systems,” to appealltEE Global Telecommunications
Conference (GLOBECOM'11Houston-USA, Dec. 2011.

e Chapter 6. This chapter concludes the dissertation by summarizingraie research

challenges and highlighting the main achieved results.fiituge work is outlined at the
end of this chapter.
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Background

"To know that we know what we know, and that we do not know wieadl@vnot

know, that is true knowledgeHenry David Thoreau.
Contents

2.1 Cognitive RadioOverview . . . . . . . . . . e 12
2.1.1 Cognitive Radio Definition and Characteristics . . ...... . ... 12
2.1.2 Cognitive RadioFunctions . . . . .. ... ... .......... 14
2.1.3 Dynamic SpPectrum ACCESS . . . . .« v v v e e e e 17
2.1.4 Interference Temperature Model . . . . .. .. ... ... ... 20
2.1.5 Cognitive Radio Standardization . . . . .. ... ......... 22

2.2 Multicarrier Systems Overview . . . . . . . . . . e 24
2.2.1 Orthogonal Frequency Division Multiplexing (OFDM)stem . . . . 24
2.2.2 Filter Bank Multicarrier (FBMC) system . . . . .. .. .. ... 28
2.2.3 Structure and Implementation of OQAM-OFDM . . . . .. ... 32
2.2.4 Non Orthogonal Frequency Division Multiplexing (NDM) Systems 37
2.2.5 Summary of OFDM and FBMC Differences . . . . . . .. ... .. 0 4

2.3 Resource Management in Multicarrier Systems . . . . ... ... ... .. .. 41
2.3.1 Resource Allocation in Single User Multicarrier gyss . . . . . . . 42
2.3.2 Resource Allocation in Multi-user Multicarrier sgsts . . . . . . . . 43

2.4 Constrained Optimization. . . . . . . . . . . . . . e 45
2.4.1 Lagrangian Method and Optimality Conditions . . . . .. ... . 47
2.4.2 Interior PointMethod . . . . . . . .. ... 84
2.4.3 Subgradient Method . . .. ... ... ... ... ... .. ... 49
24.4 Duality .. ... 50

Bibliography . . . . . . . . 53

11



Chapter 2. Background

2.1 Cognitive Radio Overview

Since the early twentieth century, the electromagnetictspen is regulated by the governments
in most of the countries where the available spectrum igldiviinto several frequency bands
that are allocated traditionally to a specific user or serpiovider exclusively in order to be
protected from any interference. Since most of the currejuiency bands have been already
allocated [1], it will be very hard to find vacant bands for #merging wireless systems or
services. Moreover, recent measurements by the Federaih@Qoiwations Commission (FCC)
show that the spectrum utilization in the 0-6 GHz band vdiresh 15 to 85% depending on
time, frequency and geographical location as shown in Fig. [2, 3]. These observations
motivate the development of the cognitive radio (CR) [4,B4 @0 modify the current static
spectrum access policies accordingly in order to overcdraespectrum sacristy and under-

utilization problems.

Maximum Amplitudes

Sparse Use | edium Use

Amplitude (dBm)

Wi 0, 1Tl

[ 11 VYRMRAI [N

Frequency (MHz)

Figure 2.1: Spectrum utilization [3].

2.1.1 Cognitive Radio Definition and Characteristics

A soft-defined radio (SDR) is a wireless communication systehich can be reconfigured
by software reprogramming to operate on different freqiesnwith different protocols [6].
CR is generally implemented based on SDR platform. The teRm@ans different thing
to different audiences. The concept was first introduced liplMas "The point in which
wireless personal digital assistants and the related néta@re sufficiently computationally
intelligent about radio resources and related computeramputer communications to detect

user communication needs as a function of use context, aptbtade radio resources and

12
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wireless services most appropriate to those négtls Other definitions of CR were provided

in [2,5,7] as follows

e FCCin[2]: "CR s aradio that can change its parameters based on intenaetith the

environment in which it operatés

e Haykin in [5]: "Cognitive radio is an intelligent wireless communicatigstem that
is aware of its surrounding environment (i.e., outside w@hrand uses the methodology
of understanding-by-building to learn from the environiremd adapt its internal states
to statistical variations in the incoming RF stimuli by madsicorresponding changes in
certain operating parameters (e.g., transmit power, camfrequency, and modulation
strategy) in real-time, with two primary objectives in miridghly reliable communica-

tions whenever and wherever needed and efficient utilizatiohe radio spectruin

e Jondral in [7]: "CR is an SDR that additionally senses its environment, srabknges,
and reacts upon its findings. A CR is an autonomous unit in anoamcation environ-
ment that frequently exchanges information with the neta/dris able to access as well
as with other CRS

From these definitions, CR has two main characteristicq [3,5

1. Cognitive capability: which is the ability to acquire the radio parameters fronsiis
roundings. CR should be able to determine the frequencypacay by identifying the
spectrum holes (or spectrum opportunities). The spectral@ is defined as the fre-
guency bands which are allocated but not utilized in somation and at some times
by the licensed system as given in Fig 2.2. Moreover, depgndn the system, CR
might have information about the modulation and coding al agethe geolocation of

the licensed system devices.

2. Reconfigurability: which is the ability to rapidly adapt the transmit parametgse.
operating frequency, modulation and coding, transmit paamel communication tech-

nology, according to the radio environment in order to aghite optimal performance.

To perform the required CR characteristics, in additiorh®$DR based RF front-end in
the CR physical (PHY) layer, the different protocols in mediaccess control (MAC), net-

13
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Spectrum holes

1.5-5

Ay
S
LY
ceeopoces

Time

Figure 2.2: Spectrum holes (or spectrum opportunities).

works, transport and application layers should be adapdivke variation in the CR environ-
ment like the licensed user activity, cognitive system negquents and the channel qualities.
On top of that, a CR module is used to establish the interfacesng the different layers and

control the protocol parameters based on intelligent #lgois [8].

2.1.2 Cognitive Radio Functions

The CR network has two main components: the primary netwodkthe secondary one. The
primary network, also refereed to as licensed network, Hag@ase to operate in a certain fre-
guency band. It consists of primary users (PUs) with/withpwimary base stations (BSs). PUs
are generally not equipped with any CR functions. On theratitke, the secondary network is
able to share/acess the licensed spectrum without affetttenprimary network transmission.
The secondary network is composed of secondary users (Sthévithout secondary BS. Ad-

ditionally, spectrum broker can be used to enable efficiadtfair spectrum sharing between

multiple secondary networks coexist in the same frequeaogb

To support this type of spectrum sharing between the priraadycognitive networks, and
to guarantee efficient usage of the resources in both nesw@R is required to perform the

following four functions

1. Spectrum sensing: by this function, the CR monitors its radio environment imler
to identify the PUs activity. Based on the sensing inforomtiCR can determine the

available spectrum holes that can be used for the CR trasgmis a particular time,
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frequency, and location. Furthermore, the CR need to keegirsgethe frequency spec-

trum during the CR transmission to avoid interfering withppeared PUs.

Spectrum sensing can be performed in either centralizedstidited ways. In cen-
tralized spectrum sensing, a central unit, also calledisgreontroller, is in charge of
the sensing process. The sensing information is sharedtlgtllifferent SUs using a
control channel. Although that the centralized approacluces the complexity of the
SUs devices, it suffers from the hidden/far PUs detectioblem. The SUs are perform-
ing the spectrum sensing in the distributed way. Dependmthe level of cooperation
in the network, each SU can take the decision based on hisngengormation (non-
cooperative sensing) or based on the sensing informatiaredhwith the other nodes
in the network (cooperative spectrum sensing (see e.g3[%id references therein).
Moreover, a central unit can collect the distributed semsinfiormation to control the
cognitive traffic [14]. The cooperative spectrum sensingdse accurate and can reduce
the primary signal detection time [9, 10, 15]. However, carapive introduces additional
signaling overhead which increases with the number of Sldsaath fast varying spec-

trum usage [16, 17].

Depending on the detected signal, spectrum sensing cantdgocaed into the following

two main groups

e Primary transmitter detectiarwhere the sensing is performed over the week signal
received at the CR terminal from the primary transmittere irtreasing in the dis-
tance between the CR terminal and the primary transmitteetiss the shadowing
degrades the performance of this type of sensing. Cooparaétween nodes im-
prove the performance and the accuracy. The typical pedcithemes used for
primary transmitter detection are: matched filter detectenergy detection and
cyclostationary feature detection. The matched filtera&te is the optimal when
the CR terminal has a priori knowledge of the waveform of thle. Energy detec-
tor is the most common type of the spectrum sensing becaus iofplantation
simplicity besides to that it requires no prior informatedrout the PU signal. How-
ever, its relatively slow, sensitive to the noise, and caminstinguish between the
PU and SU signals [16—18]. Eventually, cyclostationaryudeadetection uses the

bulid-in periodicity in primary signal to detect the pringdransmitter by analyzing

15



Chapter 2. Background

the spectral correlation function. Its robust to the noisevgr uncertainty but it
has a high computational cost and requires long observéties [19-23]. The
advantages and disadvantages of these sensing schemasnanargzed in Table.
2.1.

e Primary receiver detectiarthis type of sensing detects the local oscillator leakage
power emitted by the RF front-end of the primary receiver][28urrently, this

method is only feasible in the detection of the TV receiv8is [

In [25-27], the possibility of active agreement betweengbeondary network and the
primary system to share the spectrum occupancy inform&idiscussed. This kind of
network-aided approach may help the secondary networkv®&aerfect channel infor-
mation but it requires additional modifications to the erigtprimary networks which

may not be possible. Fig. 2.3 summarizes the classificabbtise spectrum sensing

approaches.

2. Spectrum decision: this function analyzes the information from the spectrumsgey
phase. The characteristics of the detected spectrum hbéeprobability of the PU ap-
pearance, and the possible sensing errors should be catsigefore making the spec-
trum access decision. Once the appropriate band is sel¢lste@R has to optimize the

available system resources in order to achieve the reqabjedttive.

Table 2.1: Comparison of the primary transmitter detection techrsque

Sensing Approach Advantages Disadvantages
Matched filter detection - Optimal Performance - Prior knowledge of the primary
- Fast detection and low cost signal

- Robust to the noise uncertainty| - High complexity
- Requires low number of sapmleas

Energy detection - No prior information is required| - Unreliable in Low SNR regime
- Low cost - High False Alarm
- Easy to implement - Cannot differentiate PU signal

from other SUs
- Doesn’'t work for spread sped

trum signals
Feature detection - Robust to noise uncertainty- Partial knowledge of the primary
and performs well in low SNR signal
regimes. - High computational complexity

- Can differentiate between several
types of transmissions
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Figure 2.3: A taxonomy of spectrum sensing.

3. Spectrum sharing: this function choose the appropriate MAC protocol to actbss
spectrum holes. By the MAC protocol, fair spectrum shariatpeen the different SUs
can be guaranteed. Additionally, coordination betweeres@@n be achieved in order to

avoid the collision with PUs as well as other SUs.

4. Spectrum mobility: also called spectrum handover and by this function, CR is abl
to change the operating band in order to avoid a detected Eutyc Additionally,
the CR can perform the spectrum handover in order to improgesécondary network
performance by transmitting in another spectrum hole wetitds condition. The protocol

parameters at the different levels should be adapted aoga@the new operating band.

2.1.3 Dynamic Spectrum Access

Dynamic spectrum access (DSA) is standing on the oppostteeafurrent inflexible spectrum
licensing scheme and represents the mechanisms to adguspéictrum usage in response to
the different changes (environment, objectives, raditestzonstraints, etc.) [28]. Based on
the DSA, the functionality of the secondary network accessogol as well as the coexistence
characteristics between the primary and secondary nesrarekdefined. As described in Fig.

2.4, existing DSA schemes can be broadly classified int@thrain models:

1. Exclusive-use modelin this model, the radio spectrum is licensed to user/semxclu-
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Dynamic spectrum access

Exclusive use model Open sharing model Hierarchical access model

Long term exclusive model Dynamic exclusive model Spectrum underlay Spectrum overlay

Figure 2.4: A taxonomy of dynamic spectrum access [29].

sively in a similar way to that used in the static spectrurocation policy. The difference
is in the flexibility introduced by allowing the spectrum osrrio grant the cognitive users
a spectrum access right to the non-utilized bands. Two agpes have been proposed

under this model:

e Long term exclusive modethis model was first proposed by the European project
DRIVE (Dynamic Radio for IP-Services in Vehicular Enviroants) in order to im-
prove the spectrum efficiency through dynamic spectrunctation depending on
the temporal and traffic statistics [30]. Afterwards, thigeoach is considered by
several researchers (e.g. see [31-34] and referencesherassign the spectrum
exclusively to a given service in a given region and at a giiee. The cognitive
network can change the type of the wireless services andodetrsm access pa-
rameters during the licensed time in thexible-type sub-modevthich is not the

case in thdixed-type sub-model

e Dynamic exclusive modehe spectrum owner in this model can trade its own spec-
trum by selling or leasing it and thus can get revenue. Tius tf trading is called
the secondary market (e.g. see [35-40] and referencedrtheiehe secondary
market has three main categories. The first one is caltedreal-time secondary
marketwhere the trading and the spectrum allocation are perforbegdre the
spectrum is accessed. The other two types are cedkdetime secondary markets
for homogeneous and for heterogenous multi-operator sigavhere the spectrum
can be traded and allocated in on-demand basis. Unlike thmgeneous multi-
operator sharing, the heterogenous one allows that theotyje wireless service

can be different between the spectrum owner and the segone@vork. Note that
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Figure 2.5: Overlay and underlay spectrum access techniques.

theDynamic exclusive modgl also calledspectrum property rights modg9, 35].

2. Open sharing model: also calledspectrum commong9, 41], the CRs in this model
have the same rights to access the radio spectrum. The wpecan be not owned
by any entity which called thencontrolled-commons sub-modike the access to the
unlicensed industrial,scientific and medical (ISM) andiecerised national information
infrastructure (U-NII) bands. The cognitive radios access be controlled by a man-
agement protocol which called timanaged-commons sub-mad€&he protocol should
minimize the communication overheads and promote fair tepcaccess among the
cognitive radios [41,42]. When the cognitive radios acdeshnology and protocol are
specified by the spectrum owner, the sub-model is cgitedte-commonsThe peer-to-
peer cognitive communications is an example of this modeaddress the technological
challenges under this model, centralized [43, 44] andidisgid [45, 46] spectrum shar-

ing strategies have been investigated.

3. Hierarchal access model:this model distinguishes between the modes in which the
secondary network can access the spectrum. The secondégynsyan use the spectrum
unless the primary system transmission is interrupted. Sew®ndary network should
not introduce harmful interference to the primary netwdkk.described in Fig. 2.5, the
hierarchal access structure is adopted to classify therspesharing modes into two

main approaches

e Spectrum overlaythis model enable the secondary network to access oppstitun
cally the spectrum holes left by the primary network [47-5P)e secondary user

should perform the spectrum sensing in order to detect thiéade spectrum holes.
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The probability of the sensing errors as well as the out otibaterference should

be considered before/during the transmission [53].

e Spectrum underlaythe primary and cognitive networks transmit simultandpus
using the same frequency band in this model. However, tmsinassion power
of the secondary system should be limited in order to operatbe noise floor
of the primary system. Therefore, spectrum underlay canppéeal in the short
range applications where high data rate can be achievedhdgtlow transmission
power. The code division multiple access (CDMA) and ultraevband (UWB)

technologies can be used in this spectrum sharing model.

2.1.4 Interference Temperature Model

Constraining the SUs transmitter power to guarantee thaanoful interference introduced to

the licensed system is a challenging issue. Using of réisiconstraints may reduce spectrum
holes utilization which opposites the CR aim. On the otherdhanore relaxed constraints

may cause a degradation of the primary system performarCe€. [E] has proposed a metric

calledinterference temperatui® quantify the interference introduced to the licensedsise

a particular time and at a particular location, and is defiaedhe temperature equivalent to
the RF power available at the receiving antenna per unitwattk [54, 55]. Theinterference

temperaturas specified in Kelvin and is expressed as

_ Py (fch)

Ty (fu B) = =5 1)

whereP; (f., B) is the average interference power in Watts centeref, atovering the band-
width B measured in Hertz, andis the Boltzmann’s constankt (= 1.38 x 10~%® Joules per

Kelvin degree).

As shown in Fig. 2.6 , the interference temperature modelvshbat the signal of the
CR have to be designed to operate in a range at which the eecpower by PUs approaches
the level of noise floor. The peaks above the original nois# fledicates that the noise floor
increases at various points due to the appearance of atalifitterfering signals [3]. Based
on this model, aimterference temperature limif;, is determined, which provides a maximum
amount of the interference that the licensed user can telefidhe multitaper method can be

used to have a spectral estimate of the interference tetopemsith a large number of sensors
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Figure 2.6: Interference temperature model [2].

[5]. The large number of sensors can account for the spai#tion of the RF-energy from
one location to another [5]. Additionally, subspace-basethod can provide knowledge about
the quality of usage of the spectrum band where informatimutthe interference temperature

is obtained by eigenvalue decomposition [56].

Based on the ability of of the secondary system to identifittensed signal as well as the
ability to measure the interference floor, ideal and germgdlinterference temperature models

are considered [55].

¢ Ideal interference temperature model:in this model, the cognitive transmission should
not violate the interference temperature limit at the défe licensed receivers. Assume
that the secondary system transmitter is operating withegeepower”, and frequency
fe, with bandwidthB. Assume also that this transmission frequency band owerlap
licensed signals with respective frequenciesfpoaind B;. Therefore, the target is to
guarantee that

Ty (£ B+ T STL(f) Vie {1 ) 2.2

where0 < M; < 1 is a multiplicative attenuation factor due to path loss aamtirfg in

the link between the secondary system transmitter andadeeded receiver.

For the ideal interference model, the waveform of the liegingsers signals has to be
known at the secondary system transmitter in order to abtistinguish the licensed
signals from the the unlicensed ones. Additionally, the efarm structure knowledge
help the secondary user to determine the transmit and saljgortions of the licensed

signals and thus measure the interference floor.
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e Generalized interference temperature model:this model is used when there is no a
priori knowledge of the licensed user signal. In this cake,dignals from the primary
and secondary systems cannot be differentiated. Therdf@rénterference temperature
model should be applied to the entire frequency range, ahguabwhere the licensed
signals are detected. According to this model, the interfee temperature limit can be
defined as follows

MP

Tr (fe. B) + B <171 (f) (2.3)

From the equation above, one can notice that the constiexpressed in terms of
the parameters in secondary system transmitter wheredbmeskd receivers ones are

unknown.

A comprehensive study on the achievable capacity underntegférence temperature
model has been proposed in [57, 58], which shows that theeetlicapacity is a simple func-
tion of the number of the nodes, the average bandwidth, aabtional impact to the primary
signal’s coverage area. It is found that using the intenfeeeemperature model to constrain
the transmit power results in very poor performance. Theltgare improved significantly if
the ideal model is adopted in conjunction with spectrum sBita[b9] where a waveform with
non-uniform power spectral density is used. Thereforeptivdons of the waveform that over-
lap the licensed signal could be attenuated, while thoseowerlapping portions could use a

higher transmit power.

2.1.5 Cognitive Radio Standardization

The standardization is a key aspect of the success of thentiand future CR systems. IEEE
started the development of the first international CR stahole2006. Meanwhile, IEEE have
several ongoing work to improve the current standards tpatphe cognitive capability. In
addition to the underway work of the IEEE, InternationaléeB@mmunication Union (ITU),
European Telecommunications Standards Institute (ETi#l)European association for stan-
dardizing information and communication systems (ECMA9 akamples of other interna-
tional organizations or associations who have made or akéngnatandards for various appli-
cation [60]. Within the IEEE, two major standards on CRI&EE 802.22andIEEE P1900

e |[EEE 802.22: this standard [61, 62] is the first worldwide standard on Céhnelogy.

22



2.1. Cognitive Radio Overview

The main target of this standard is to enable the sharingeotthspectrum with broad-
cast service in the low population rural areas. In this staghdnot only the PHY and
MAC layers are considered. But unlike other standards,dtegskes an additional func-
tions like the spectrum sensing functions and the geo-lmtaine. Using the spectrum
sensing function, the spectrum holes are identified whitegibo-location one is deter-
mining the location of the cognitive devices. The locatioformation is combined with
a database of the primary transmitters to determine théagégichannels. The network
BS is covering a geotropical area with 30 km radius and cap@tijp maximum of 255
fixed units of customer premises equipment (CPE). The mimirdownlink (BS to CPE)

throughput is 1.5 Mb/s while the minimum in the uplink (CPEB®) is 384 kb/s.

e |[EEE P1900: this standard focuses on the next generation radio andrapeotanage-
ment [63]. The standard considers the the advanced radiensyschnologies such as the
CR systems, policy defined radio system, adaptive radiesystind related technolo-
gies. The standards consists of six working grodp&E P1900.1o define the glossary
of the terms)JEEE P1900.Zor the interference coexistence analysis, IBEE00.3for
the evaluation of software modules in SDR to guarantee thgptiance in the software
part,IEEE P1900.4s the major working group which relates to coexistence sufpr
the reconfigurable heterogenous air interfAE&E P1900.5or the definition of the pol-
icy language and policy architectures, and finally, IHEES00.6to define the spectrum

sensing interfaces as well as data structures for DSA sgstem

In relation to the existed IEEE standards, tBEE 802.11 TGafgroup is established to
make amendments to the PHY and MAC layers to support the ehacness and coexistence
in the TV white space [64, 65]. Moreover, a coexistence meishas of the operation of the
Worldwide Interoperability for Microwave Access (WiMAXhithe license-exempt bands is
developed withinEEE 802.16hstandard [66]. Furthermore, within the IEEE 802 standard
committee, the wireless coexistence technical advisooygtEEE 802.19is established to
deal with the issue of the coexistence of different wirelestsvorks within the same location
[60]. An extensive review on the standardization activiiyhim IEEE and other organization
can be found on [17,60,67].
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2.2 Multicarrier Systems Overview

The history of the multicarrier systems dates back to mid0$9&hen Chang and Saltzberg
presented the theory and the analysis of the parallel datartrission technique [68, 69]. The
idea behind that is dividing the broadband band into pdralie-bands, called subcarriers,
where the high data rate stream is split into low-rate steeaks the number of subcarriers
increases, the bandwidth of each subchannel becomes meamdwch increases the ability of
the communication system to overcome the problem imposéeyency-selective channels.

Every subcarrier is affected by a flat fading channel whicluoes the receiver complexity.

CR requires a flexible and efficient physical layer. Multicarcommunications has been
recommended as a candidate for future CR systems due iity &biberform underlying sens-
ing as well as its capability to fill the spectrum gaps left bg PU. Moreover, multicarrier
based CR systems can meet the spectrum shape requiremeiésdiivating (i.e. nulling)
the subcarriers where the PU is currently transmitting ergtbcarriers that can potentially
interfere with other users. Additionally, the differensggm resources can be distributed and
utilized efficiently to adapt the different transmissiowvieonments. The multicarrier systems
offers very flexible multiple access and spectral allogatibthe available spectrum which can
be performed in the CR system without any extra hardware &ty Several parameters can
be adjusted in the system like subcarrier spacing, sulecarimber, modulation, coding and

powers.

The orthogonal frequency division multiplexing (OFDM) diiter bank multicarrier (FBMC)
are considered as physical layers for the CR in this digsemtaTherefore, the principles of
OFDM and FBMC systems are described in the following. Theaathges and disadvantages
of each scheme are highlighted. Furthermore, the genedatimwiticarrier (GMC) framework

is discussed.

2.2.1 Orthogonal Frequency Division Multiplexing (OFDM) system

In OFDM systems, the frequency spectrum of the subcarrier®eerlapped with minimum
frequency spacing and the orthogonality is achieved betviee different subcarriers. The
schematic diagram of the OFDM system is depicted in Fig. E&ch OFDM symbol can

be generated as follows. The bit stream is split into pdrdfgéa streams using the serial-to-
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Figure 2.7: OFDM system block diagram.
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Figure 2.8: CP insertion in the OFDM symbol.

parallel (S/P) converter. Afterwards, the parallel streame passed into an inverse fast Fourier
transformation (IFFT) to generate a time sequence of tleasts. Subsequently, the OFDM
symbol time sequences are extended by adding a cyclic extecelled the cyclic prefix (CP).
The CP is a copy of the last part of the symbol that is addedarb#ginning of the sequences
as given in Fig. 2.8 and should be larger than the networkydgdaead in order to mitigate
the inter-symbol interference (ISI) generated by the atrf different OFDM symbols with
different delay. The resulting digital signal is convertetb an analogue one and transmitted
through the channel. At the receiver side, the signal ismesxed again into digital one and
the fast Fourier transformation (FFT) is performed on tleereed streams after removing the
CP. Finally, the parallel streams are gathered into sirtgéam as the original transmitted one.
From the discussion above, the OFDM baseband equivalerniefl by taking the inverse

discrete Fourier transform (IDFT) to a set of complex inpuhbols{ X} } and adding a cyclic

prefix. This can be written mathematically as

x(n)= Z Z Xpagr (n — IT) 22 (n—IT=Ck/N (2.4)
k leZ

where{k} is the set of data subcarrier indices and is a subset of th@skt--- | N — 1}, N
is the IDFT size(' is the length of the cyclic prefix in number of samples, dhe- C' + N is
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Figure 2.9: Frequency representation of three subcarriers in OFDMasign

the length of the OFDM symbol in number of sampledenotes thé” OFDM symbol while
gr (n) is a rectangular pulse shape that can be expressed as
1 n=0,1,---,T—1
gr(n) = (2.5)
0 otherwise
Notice that any two subcarriers in OFDM are orthogonal inttine interval7. Fig. 2.9
shows the frequency representation of an OFDM signal. Fon &@quency multiple of%,
there is only one of the subcarriers contribute to the OFDghal whereas the rest are null
at this frequency since the sinc shape in the frequency dofoai given subcarrier has zero

matching with frequency allocation of the other subcastier

OFDM has been exploited in several wireless technologies ittuattractive features.
OFDM is considered currently in digital audio and video lotcasting standards, several wire-
less local access network (WLAN) (e.g. HIPERLANZ2 and IEER.8Qa/g) and broadband
wireless access system (e.g. IEEE 802.16e, IEEE 802.20 and term evolution (LTE)).
The multi-user version of the OFDM is called Orthogonal Fereacy-Division Multiple Ac-
cess (OFDMA). The multiple access is achieved by allocadiggoup of subcarriers to a given

user. OFDMA and OFDM are used interchangeably throughaudigsertation.
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Figure 2.10: Frequency response of OFDM and RC windowing OFDM with rdflparameter
g =0.5andg =1.

Side-lobes Reduction in OFDM System

OFDM system is widely used due to its simple concept and lowplexity. However, in ad-
dition to the CP insertion, the large sidelobes of the OFDyhal frequency response causes
high interference to the adjacent unsynchronized sulerar@ind considered as the major short-
coming of the OFDM system specially in the CR context wheeddinge sidelobes means more
interference to the primary system. In the literature, m@ajniques have been developed to
solve the large sidelobes problem [53, 70—80]. Instead imigua rectangular pulse to shape
the OFDM symbol, a window with soft transition among suctessymbols can be used.
The raised cosine (RC) windowing is one of the well known teghes to reduce the OFDM
sidelobes [70]. One of the drawback of this technique thetibduces a small reduction on
sidelobes close to the mainlobe as given in Fig. 2.10. Itasvshin [71] that the high sidelobe
suppression using RC windowing requires a prohibitive flergf the cosine tail (overhead).
The windowing at the receiver side is another type of the wividg techniques that can be
used as proposed in [72,73]. It requires a suffix samples ditiad to the CP which fur-
ther reduces the bandwidth efficiency. Remark that windgw&duces delay spread tolerance
too [74].

Adding a guard bands by nulling the subcarriers in the boudeslaf the adjacent unsyn-

chronized bands was proposed by Weiss et al. in [53]. Itg thed this method reduces the
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spectrum efficiency. Brandes et al. proposed a method taceethe sidelobes by assigning
non-zero values to the deactivated subcarriers in ordesrttome destructively with sidelobes
of the transmitted data on the other subcarriers [75]. @intibncept is used by Cosovic et al.
in [76] by applying weighting factors to the active subcarsi The achieved sidelobe reduction
in [75] and [76] is aroun@0 dB and10 dB respectively. Note that no additional canceling sub-
carriers are used in [76]. Cosovic et al in [77,78] developetlltiple-choice sequence (MCS)
method to obtain 40 dB reduction. The method maps the transmitted symbol seguena

set of sequencing in order to choose the sequence with thestside lobe.

In [79], a sidelobe reduction technique consists of a dupliegtion of the constellation
expansion and subcarrier cancelation. The low order cliatstes are mapped to subset of
points in higher order constellation using the constalagxpansion. Afterwards, the mapping
that offer the lowest sidelobes is chosen whisalB sidelobe suppression is achieved using

this technique.

Xu and Chen in [80] perform a data precoding before the IFRRatransmitter. A com-
plex optimization task is required to obtain the coding madt every time the configuration
of the active channels varies. This method requires thdiadaf the precoding overhead and

achieves aroun2) dB sidelobe reduction.

2.2.2 Filter Bank Multicarrier (FBMC) system

FBMC system can be considered as alternative solution tconee the OFDM shortcomings
by the addition of generalized symbol shaping filters. Asassed formerly, OFDM system
uses CP to cope with the multiple path channel which redueegffective throughput of the
system in addition to the power wasting in the transmissiath@® CP part. Besides, the high
spectral leakage of OFDM causes interference to the unsynized signal in the adjacent
bands. These problems are addressed in FBMC by using a veeingel shaping filters which
produces a well localized subchannel in both time and freqgidomain. Accordingly, FBMC

systems have more spectral containment signals and provide efficient use of the radio
resources where no CP is needed. The spectra of OFDM and FBbt2usiers are plotted in
Fig. 2.11. The OFDM signal has larger sidelobes than the FRME The first sidelobe in

OFDM is 13 dB below the mainlobe. In FBMC, the first sidelobelisdB below the mainlobe

and the filter attenuation exceetlsdB for the frequency range above two subchannel spacings.
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Figure 2.11: Frequency response of OFDM and FBMC filters [81].

Filter bank can be defined generally as an arraj/dilters that processe¥ (different or
equal) input signals to produd€ outputs as depicted in Fig. 2.12. If the inputs of thése
filters are connected together, the system -in analogous@nacan be seen as analyzer to the
the input signal based on each filter characteristics. Toergthis type of filter bank is called
analysis filter bank (AFB). On the other hand, by adding thegpots of the filter array, a new
signal is synthesized and hence this type of filter bank isdalynthesis filter bank (SFB) [82].
Note that any single output of the analysis filters represantortion of the signal spectrum in
the subband processing where further processing can b@mexd on it. To reduce the number
of operation without missing the original data, the downgkang (decimation) can be used
where the Nyquist-Sahnnon sampling theory should be feifi|B3, 84]. Alternatively, by the
upsampling (interpolation) of the inputs of the SFB, thenaigcan occupy the desired spectral
region. Filter bank with different sampling rates are alhultirate filter bank [85-89].

Depending on the AFB and SFB arrangement, two differenesystare obtained as de-
scribed in Fig. 2.13. In the analysis-synthesis configamta subband system is constructed.
Audio/image compression system where subband signalsodexiadepending on their ener-
gies is an example of this system. Moreover, the single taplepr whereby the the different
subbands of the signals are amplified differently accordiintpe channel is using this type of
configuration. Conversely, the synthesis-analysis cordigan is called transmultiplexer and

is applied in the multicarrier communication systems [86].
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When the system is designed so that the output is a time-ekklagrsion of the input,
i.e. no error in the output, the filter bank is called prefemtanstruction (PR) filter bank.
Systems with limited aliasing or distortion are called ngarfect reconstruction (NPR) filter
bank [85, 86, 90].

The FBMC systems are classified into three main methodsetoffisadrature amplitude
modulated OFDM (OQAM-OFDM), cosine-modulated multitu@&\MT) and filtered multi-
tune (FMT). OQAM-OFDM was first proposed by Chang [91] in thiel1960’s and decoupled
by Salzberg in [69]. The basic idea is to introduce a half syihaelay between the inphase
and the quadrature components of the quadrature amplitodelation (QAM) symbols. The
discrete time implementation of the OQAM-OFDM is develope{b2]. Thereafter, Hirosaki

in [93] developed an efficient polyphase discrete Fourgamgform (DFT) structure for the im-
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plementation of Salzberg’s method. The isotropic orth@jdransfer algorithm (IOTA) has
been presented in [94, 95] in order to adapt the FBMC systematich the channel time and
frequency dispersion. See [96, 97] for further discusslmouaIOTA design.

The adjacent bands in OQAM-OFDM overlap among each otherevtiee subcarrier
bands are spaced by the symbol rate. The time staggeringliticexdto the well designed fil-
ters ensures the orthogonality between the adjacent sidrsasnd guarantee the reception of
the symbols free of ISI and inter carrier interference JQRAM-OFDM is adopted in TIA
digital radio technical standards [98], which is the onlglicatransmission standard that uses
FBMC [99]. Extended analysis and design issues can be faufitho—102]. In CMT, the
subcarriers carry a sequence of pulse amplitude modul@ib) symbols and are modulated
using the vestigial sideband (VSB) modulation. With the saymbol duration and number of
subchannels, CMT uses half of the bandwidth used by OQAM-RFIDD3]. CMT is consid-
ered by the under-development IEEE P1901 standard for doveezrommunication (PLC) sys-
tems [99]. Further details on CMT can be found in [104-106ffeent from OQAM-OFDM
and CMT systems, FMT does not allow the subcarrier overtappilo allow the transition
between bands, guard bands are inserted. Therefore, FMih@dsast bandwidth efficiency

among the different FBMC types [103].

FBMC for Cognitive Radio

The advantages of adopting FBMC systems in CR scenariosdisressed by Amini et al. in
[103] and by Farhang-Boroujeny et al. in [107]. The FMT, CMida&ODQAM-OFDM methods
are compared in terms of the spectral efficiency. The sdettraency of FBMC is found to be
higher than that of OFDM. The authors discuss that FMT hasithelest implementation but
suffers from low spectral efficiency. Moreover, CMT offengtbest frequency selectively and
has the capability of blind detection. Additionally, thelaars states that OFDM-OQAM signal
is the best suitable method for CR scenario since it achitheehighest stopband attenuation
among the three methods which means lower interferencestadfacent bands and accurate
spectrum sensing results. Farhang-Boroujeny in [108]gsed a filter bank multi-tapper based
spectrum sensing method. The spectrum sensing is perfdmynedasuring the signal powers
at the outputs of the subcarrier channels at the receiveereftre, the spectrum sensing is

performed at virtually no computational cost by reusinghef EBMC receiver.
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In [109], Zhang et al. studied the spectral efficiency of OQAMDM CR systems as well
as the induced interference to the PU. Different OQAM-OFDigtptype filters are compared
and the authors states that SUs with OQAM-OFDM physicalriaphieve more throughput
than those with OFDM or windowed OFDM ones. Afterwards, zhanal. in [110] proposed
a resource allocation algorithm in the uplink OQAM-OFDM ed<R systems. They showed
that the achieved capacity of the OQAM-OFDM system is highan that of the OFDM sys-

tem.

Ihalainen et al. in [111] addressed the reappearing PU til@tgoroblem during the on-
going secondary transmission. An energy based spectrusingetiechnique is used. The high
frequency containment of the OQAM-OFDM waveform is expdito construct continuous
silent subbands within the transmission band for spectrumitoring. The authors suggest to
distribute a reappeared PU detected message over the mrogisobbands to alarm SUs for

quick channel vacation.

Due to the preference of using OQAM-OFDM the CR systems, the system structure is

described next in detail.

2.2.3 Structure and Implementation of OQAM-OFDM

Each subcarrier in the OQAM-OFDM system is modulated wittaggered QAM as described
previously. The basic idea is to transmit real-valued sylsilmstead of transmitting complex-
valued ones. Due to this time staggering of the in-phase aadrgture components of the
symbols, orthogonality is achieved between adjacent stibca The modulator and the de-
modulator are implemented using the synthesis and andilysidbanks. The filters in SFB are
AFB are obtained by frequency shifts of a single prototygerfilFigure 2.14 depicts the struc-
ture of the synthesis and analysis filter banks at the tratesmaind receiver in OQAM-OFDM

systems. The different blocks of this structure can be desgas follows

1. OQAM modulation: the n** QAM symbol at thek!” subcarrier can be expressed as
Symi(n) = ax(n) + jbp(n), wherea,(n) andb,(n) are the real and imaginary parts

respectively, and = 0,--- , N — 1. The inputs to SFBEnSF By(n) are generated as

LIn the next chapters, FBMC refers to OQAM-OFDM structure.
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Figure 2.14: OQAM-OFDM system’s transmitter and receiver.
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follows

ag (n), keven

InSFBy (2n) =
jbr (n), kodd

(2.6)
Jbi (n), k even

ag (n), kodd
A mapping example using OQAM is plotted in Fig. 2.15. The giidwed the mapping

InSFBy, (2n+1) = {

of the real and imaginary parts of the different subcarrielifeerent time symbols [112].

2. SFB: the OQAM modulated symbols are filtered using SFB. In SFByelsas the AFB,
the filters are obtained by frequency shifts of single lowsga®totype filter. The use of
polyphase structure leads to efficient implementation. ifpat and output relation for

a given FIR filter can be written as

y(k) = Zhﬂ(k‘ — i) (2.7)

where L is the number of filter coefficients. Therefore, the corresldog Z-transform

function is

H(z) = Z hiz™ (2.8)
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If the target is constructing N-bands filter bank where the@&efrequency of each band

is % the transfer function of the' band in the transmitter side can be expressed as

L—1
En(2) =) hiz W™ (2.9)
=0
whereW = e 727/N_ LettingL = KN, (2.9) becomes
KN-1 N-1
Eu(z)= Y hiz'W"=>"z"H, (") (2.10)
=0 n=0
where
K-1
H, (V) = haysn () (2.11)
k=0

Considering all the different filters with/N frequency shifts, SFB operation can be

represented in a matrix form as follows

E(] (Z)
El (Z)

| Exa (@) |

1 1
1wt
1 W—N+1

W—N+1

W-(N=1)

H, (ZN)
= Hy (2V)

2~ WN=-Dfy 4 (ZN)

(2.12)

Note that the square matrix is the IDFT matrix of ordérand every subcarrier input

is occupying the subchannel with the center frequenty filtered with a filter with

frequency response shifted by/N as well.

3. AFB: is the first part in the receiver side. Its function is pradgcoutput signals with

spectrum centered in the zero frequency. Therefore, atsedutarrier, the input is shifted

by 1/N on the frequency axis and then filtered using the low pas progdfilter. By a

similar analysis to that used in SFB, the matrix form repnéstgon of the AFB is as

follows

i EN_1 (Z)

1 WN—l

W N=1)?

z

Hy (zN)
2 H, (zN)

~N-D R (ZN)

The square matrix here represents the DFT matrix of aider
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4. OQAM demodulation: in this part, the original QAM symbol are reconstructedniro

the OQAM ones received at thé&" subcarrier according to the following rule

Re [OutAF By, (2n)] + jlm [OutAF B, (2n+1)], k even

JIm [Out AF By, (2n)] + Re [OutAF By, (2n +1)], k odd
(2.14)

whereOut AF By (n) is the output of AFB at the' symbol time on thé& subcarrier.

SymOuty, (n) = {

The OQAM-OFDM baseband equivalent can be expressed maticaitygas [113],

x(n)= Z Z ag h (n —wr,) eI N T Ik (2.15)
ko ez
where {£} is the set of subcarrier indices,; = 7 (k+ 1) — mkn is an additional phase

term represents the OQAM modulation ads OQAM-OFDM symbol durationa;; are the
real symbols obtained from the complex QAM symbols &1d) is the prototype filter. The
prototype filter is designed depending on the applicationdéscribed in [114], in order have

a perfect recovery in an ideal noiseless channel, the ymedilters in SFB and AFB should
be real filters, with a frequency response bandlimited withiF, F'] with F' = % and half-
Nyquist, i.e. the multiplication of the frequency respasé the SFB and AFB filters must
satisfy the Nyquist criterion. Throughout this dissedatithe prototype filter considered in
the European ProjecPHYDYAS-physical layer for dynamic spectrum access and cognitive
radio-" is used [81, 102]. Accordingly, by assuming an oappging factor ofK = 4 and N

subcarriers, thé = K N filter coefficients can be obtained as follows

k

h(0)=0,h(n)=1+2 3 (-1)"H (E) cos <

2mkn
L

);1§n§L—1 (2.16)

where H (%) are the desired values in the frequency domain which given by

H(0) =1

H (1) = 0.971960

H(}) =2 (2.17)
H(3)=1/1—H?(7)=0.235147

H($)=04<k<L-1

Fig. 2.16 plots the impulse response of the PHYDYAS protetijiter with overlapping factor
K = 4and N = 512 subcarriers. Fig.2.17 plots the frequency response of fFieNDand
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Figure 2.16: PHYDYAS filter impulse response.

the PHYDYAS prototype filters. It can be noted that the OQAMEM system has very small
side lobes in comparison with that of the OFDM system. Notd the OFDM system is a
special case of the FBMC which can be generated by settinfjtérecoefficients equal to one,

i.e. rectangular pulse shape.

2.2.4 Non Orthogonal Frequency Division Multiplexing (NOFDM) Sys-

tems

The non-orthogonal multicarrier modulation was first prega in [115] as an approach for
multicarrier transmission over doubly dispersive chasnél doubly dispersive channels, the
transmission is affected by both the time dispersion duledartultipath propagation and by the
frequency dispersion due to the doppler shift caused by tiality of the terminals. NOFDM

is a generalized multicarrier (GMC) framework where FBM@ &+DM systems are consid-

ered as special cases. The basic differences can be suradhasifollows

e In OFDM and FBMC systems, the shaping pulses are designeel dotbogonal which
is not the case in NOFDM. Note that the orthogonal basis fanstare optimum basis

in additive white Gaussian noise (AWGN) channels but noth@ doubly dispersive
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Figure 2.17: OFDM and PHYDYAS filters frequency responses.

channels.

e The signals in NOFDM can overlap each other in time and frequéTF) domain as
givenin Fig. 2.18 where every circle - also refereed to amattenotes the TF represen-
tation of the pulse. This overlapping reduces the distabetgseen the pulses and allows

more denser TF grid which leads to to higher spectral efftgien

The discrete-time representation of NOFDM signal is thedzaliscrete signal expansion
and can be expressed as [115-119]

M—-1

S [k] = Z Z CnmYmn [k] (2.18)

neZ m=0
where/ is total number of subcarriers, ,,, is the frame coefficients is the set of integers,

and{g.. [k]} is the sequence of basis function (Gabor atoms) and defined as
G [K] = g [k — nN] ed2mmk=nN)/M (2.19)

where N is the symbol time and [k| is the pulse shape. The sequedgsg, , [k|} form the
frame if the frame condition holds [118, 120, 121]. The fracoadition is satisfied if there

exists two real constants< A < B < oo, referred to as frame bounds, such that

Alls[K]II* < [¢s K], gman (D) < B s (K] (2.20)
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Figure 2.18: Time-Frequency representation of NOFDM transmission &am

where(.,.) denotes the inner product. A necessary condition for theesaze{g,, . [k]} to
complete a Gabor frame is that < M which means thafg,,., [k|} are sufficiently densely
placed in the TF plane since the number of Gabor coefficiegtaater than the number of
signal samples, i.e. overcritical sampling. This also mianh dual Gabor frame exists [115,
117,118,120], i.e{Vm.. [k]}. From{7,... [k]}, the coefficientdc, ., } can be evaluated as

Con = Y _ 5 [K] 5 [K] (2.21)
keZ
where
Y [k] = 7 [k — nN] e?2mmk—nN)/M (2.22)

andx denotes the complex conjugate.

g [k] and~ [k] are dual real valued prototype filters (Gabor atoms) andnexieo as syn-
thesis window and analysis window respectively. Like thavkBsystems, NOFDM can be
implemented efficiently using IFFT/polyphase structurd hance has higher complexity and
peak-to-average power ratio (PAPR) than OFDM system at ttise pf good TF localization
of the signals [119,122,123].

The prototype filters are designed according to the requamaication and objectives.
For example, the prototype filter is deigned in order to havwalksidelobes for overlay CR
systems [122,123]. Usually the design starts by determgithie analysis filter as well as the
number of channels. Afterwards, the dual synthesis pulsgetla® symbol time are derived.

Various algorithms were developed to drive the dual prqtetfilters. The simplest but not
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efficient one is the design in order to achieve biorthogdynalketween the pulses as described
in [86,124]. The least square error (LSE) can be used to déisegdual pulses to be as similar
as possible as given in [125,126]. Low complexity algoritismresented in [127] while other

techniques can be found in [128, 129].

The use of NOFDM systems in CR systems is discussed in [1B3, The authors states
that there exists a tradeoff between the high out of bandference in the OFDM systems and
the higher implementation complexity and PAPR in NOFDM eyst The authors suggests the
development of an application-based analysis tool thahegmin dealing with tradeoff during

the decision-making process in the CR systems.

2.2.5 Summary of OFDM and FBMC Differences

The main differences (advantgaes/disadvantages) bet@ebiv and FBMC systems can be

summarized in the following points

e CP extension unlike the FBMC, OFDM requires the addition of the CP in ortte
mitigate the effect of the multipath channel and avoid IStisTaddition reduces the
OFDM bandwidth efficiency. However, the CP extension makEBDK more robust to
the timing-phase error, i.e. a phase rotation in the frequeomain, since it allows some

variation of the timing phase [99].

e Sidelobes OFDM systems suffers from the large sidelobes of the fraqueesponse of
its rectangular filters which causes high interference ¢outsynchronized signals. The

low sidelobes of FBMC makes it more attractive for CR ovedggtems.

e Synchronization: the OFDM signals should arrive the receiver with perfeciceaiza-
tion in order to be detected correctly. This is can be peréatraasily by the BS in
downlink. In uplink, synchronizing the transmission signfaom different users is not a
trivial task and might be not possible. Therefore, addaigrrocessing techniques like
the multiple access interference (MAI) cancelation shdndgerformed in the receiver.
In FBMC, MAI is suppressed mostly without any additional gessing due to the excel-

lent frequency localization of the subcarriers.

e Doppler effect OFDM has high sensitively to the frequency offset than FBMGere-

fore, FBMC performs significantly better with the increa$éhe user mobility.
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e Multiple input multiple output (MIMO) systems : the extension of OFDM to work
with MIMO systems is straightforward but its not simple inB. This is due to the
interference introduced in time and frequency to a giventsyiray the surrounding ones.
Some limited work on MIMO-FBMC systems can be found in [1383]L

e Spectrum sensing in both OFDM and FBMC, the spectrum sensing can be performed
with no additional cost using the existing system compasemtowever, the spectral
leakage in OFDM signals degrades the performance of therspesensing. Much
larger dynamic range can be exploited in FBMC systems andd fjpgctrum sensing

resolution can be achieved.

e Equalization: in OFDM, single-tap equalizer is used with the flat gain areds when
the length of CP is more than the channel impulse responselaaswhen the channel
is constant over each subcarrier during the transmittimg tiThis flat gain assumption

is approximately correct in FBMC when sufficiently large ruemof subcarriers is used.

e Computational Complexity: as shown in Fig. 2.7 and Fig. 2.14, the general structure
of OFDM and FBMC is quite similar where the FFT block is comniotboth of them
and the CP insertion/removing block in OFDM is replaced ®y/pgblyphase network in
FBMC which requires more computational complexity. Howewsing of filtering or
any other technique to solve the large sidelobes or synctation problems in OFDM

make the computational complexity of FBMC moderately highan that of OFDM.

2.3 Resource Management in Multicarrier Systems

The distribution of the available resources is a fundamesgect in the multicarrier systems.
The target is to allocate the power and frequency spectrume#isas select the appropriate
modulation type so that the system performance is maximapelthe required quality of ser-
vices is achieved. In this section, a general overview oféseurce management in multicar-
rier systems is presented. Detailed review of the previcugw non-cognitive and cognitive

systems is postponed to the next chapters.
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Figure 2.19: Description of the water-filling principle.1/SNR denotes the inverse of the

subcarriers signal to noise ratio.

2.3.1 Resource Allocation in Single User Multicarrier systms

Two categories of problems are considered for optimizati@ingle user multicarrier systems.
The first is therate maximization problerfRM) where the objective is to maximize the total
data rate under a given power budget constraint. The otludrigan is calledmargin maxi-
mization problem(MM) where the objective is maximizing the achievable sgstaargin by
minimizing the transmit powers subject to rate constraint[134], the duality between rate
and margin maximization problems is proved which meanstti&bptimal solution for one
yields to the optimal solution for the other. The optimal gownd bit allocation in single user
multicarrier systems (also called point to point systenas)lze achieved by applying theater-
filling (also calledwater-pouring solution in which a large amount of power is loaded on the
subcarriers with low attenuation compared with the oth#85]. The water-filling principle
is described in Fig. 2.19. As we can see, zero power is abddat the subcarriers with high

attenuation.

The water-filing algorithm in the single user systems hagsdwariants. Irstatistical
water-filling [136], the maximum capacity is achieved by performing theewélling over
time when the channel statistics are know@onstant power water-filling137] simplifies
the transmitter design by allocating zero power to the sabgohls with zero power in the
exact water-filling, while allocates constant power in tbstiof the subchannels with positive
power in the exact water-filling as described in Fig. 2.R0@ercury water-fillingis proposed
in [138] to deal with limitation introduced by having a diste constellation. The signal to

noise ration (SNR) gap is introduce to quantify the gap betwthe capacity practical system
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Figure 2.20: Description of the constant water-filling principle.

and the Shannon theoretical capacity. As depicted in FRJL,Z mercury layer is poured over
the subcarriers before the water. Each subchannel hasediffenercury hight from the others
to fit to the loaded constellation. Note that, like the coniral water-filling, the allocated

power at each subchannel is the hight to the water-fillingllev

2.3.2 Resource Allocation in Multi-user Multicarrier systems

In multiple user multicarrier systems, the users transimisgreceptions may undergo variant
fading attenuations due to the different locations of evesgr. This is called multi-user di-
versity. To benefit from this diversity, adequate resourdtzcation should be performed to
achieve the maximum performance. Therefore, the allocgtiocess includes not only power
(bit) allocation like the single user case but also the sularafrequency) allocation where a

disjoint set of subcarriers should be allocated to each U$er disjoint set of subcarriers con-

1/S A Allocated power
NR =
Water-filling N A

level — P \\

/ v r ’
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Figure 2.21: Description of the mercury water-filling principle.
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straint makes the problem not convex where the complexitybtdining the optimal solution
grows exponentially with the number of subchannels. Inor@esduce the high complexity of
obtaining the optimal solution, two different approachesased: either to use a sub-optimal
approach, like the allowing the subcarrier sharing, toestie original joint optimization prob-
lem or split the original problem into two sub-problems; doethe frequency allocation and

another for power allocation.

The addressed problems in multiuser multicarrier systeange categorized in three dif-
ferent types [139]. The first iSlulti-user raw rate maximizatiowhere the total sum-rate of
all users is maximized subject to the total/individual powaed disjoint subcarrier allocation
constraints. This way of maximization suffers from the biedi achieved fairness between users
since the users located close to the transmitter/receigersers with good channel, are allo-
cated with more subcarriers than the distant ones, and &r ¢tscenhance the system fairness,
the rate adaptive optimizatiomapproach is used by maximizing the rate of the weakest user
subject to the powers and disjoint subcarrier allocatiomst@ints. Thisnax-min fairnesss
not well suited to scenarios with users require differetegsa@orresponding to different service
levels. Therefore, a non-line@roportional fairnessconstraints on the rate are imposed to
guarantee probational rates among the different userssas i [140]. The third approach is
themargin adaptive optimizatiowhere the transmit powers are reduced subject to per-user ra
constraints. Theard fairnessonstraint might be added to force the users to have the same r
at each channel realization. To consider the trade-off etvthe different optimization param-
eters like spectral efficiency, fairness and quality of E&r¢QoS), the utility function is used
to map the resource use as well as the performance critéoia jprice value and hence, utility-
based resource allocation and scheduling algorithms arelajeed [141]. Besides, MIMO
systems are capable of exploiting both transmitter andvercdiversity. By combining MIMO
technology with multi-user multicarrier systems, the snassion rate, range and reliability are
improved [142]. The trade-off between the different gaimghie MIMO systems, i.e. diversity
gain, multiplexing gain, and multiple-access gain, is &ddn [143]. Many algorithms have
been developed for the resource allocation in multicagystems with MIMO capability (see

e.g. [144,145] and references therein).

The research on resource allocation in multi-cell multieametworks has attracted many
effort. The most common way to avoid the inter-cell integfeze is by applying what is called

the frequency reuse. By the frequency reuse, each cell respssincy bands different from that
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used in the adjacent cells. The number of different charimetiseen cells is called the reuse
factor. By careful selection of the reuse factor value ad a®lthe BSs locations, the inter-
ference between cell might be neglected or modeled as a.nAsm®rdingly, the algorithms
developed to solve the resource allocation problem in stegll scenarios can be adopted
in the multi-cell scenario. The fixed reuse factor is devetbp [146, 147] to be fractional,
whereby the full band is assigned to users in the interndlqdahe cell while the frequency
reuse is adopted at the edges of the cells. Moreover, randose ifactor based on the actual
channel conditions is proposed in [148], where a given suiecas allocated to a certain BS if
the overall capacity of the system will be increased. Theadyio frequency reuse improve the

performance significantly with respect to the fixed freqyemeise scheme.

2.4 Constrained Optimization

The design of the communication system in order to achiewea @bjective (maximize/minimize
a cost function) subject to various resource constrairds isssential task. This type of prob-
lems is called constrained optimization which often app@&athe multicarrier systems. Con-

sider the optimization problem in the form

max X
ax fi (x) (2.23)
s.t. filx)<0; i=1,---,m
wherex = [zq,---,x,] is the optimization variables () and f; (-),i = 1,--- ,m are the

objective function and the inequality constraints functisespectivelyx is called afeasible
pointif it satisfies the constraints and the unidiof all the feasible points is callddasible set
p* is called the optimal value and referred to the value of theailve function at one of the

points inside the optimal set.

If the objective and constraints functions are all linebg problem is called linear pro-
gramming (LP) and the global optimal point is easy to be fousidhplex algorithm is one of
the most popular LP algorithms. Since the LP problem havisgiation must have an optimal
value that falls on the boundary of the feasible region, therghm starts with a given initial
solution and moves to the neighboring vertex that best ingthe objective function value.

These movements are performed until obtaining the optimialt f149].

When the optimization problem is convex, the global optismlition is equal to local op-
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timal point. LP problem is a special kind the convex optintimaproblem. Different methods
can be used to find the global optimal point. For the uncom&daconvex problem, gradi-
ent and Newton’s method are the known ones. Gradient metisd ¢alled gradient ascent
method) moves from an initial feasible point towards theropt value by updating iteratively
the current optimization variables values in the directoérihe gradient. Although the gra-
dient method is simple and it guarantees locating the optpumnt (if exists), it has slow
convergence [150]. Newton’s method normally convergetefdaban the gradient method but
it requires computing the Hessian of the objective functidiewton’s method is used to find
the roots of the equation in one or more dimensions by apprating the objective function at
a given point by a quadratic function and takes a step towtalsnaximum of that quadratic

function.

In a constrained convex optimization problems, projectadignt algorithm, interior point
method, and ellipsoid method can be applied. In projectadignt algorithm, the search direc-
tion is projected into the subspace tangent to the activstcaints. Ellipsoid method generates
a sequence of ellipses inside the feasible set whose voldemeases at each iteration to
enclose the maximum of the convex function. Ellipsoid mdtigused in low-dimensional
problem due its poor performance in large ones. Interionfpmiethod is a search algorithm
that adds a penalty to the objective function when the sgqaottt approaches the boundary of

the feasible set. More description of this algorithm foltow

If the objective function or some of the constraints are hioear, the optimization prob-
lem is called non-linear programming (NLP) problem. Indepoint method, simulated anneal-
ing [151], and genetic algorithm [152] are widely employegberform the global optimization
of in NLP. The name of simulated annealing is inspired from #mnealing process in met-
allurgy which consists of heating and control cooling of atenial increase the size of the
crystals. In simulated annealing, the current solutioejdaced by a new nearby random solu-
tion generated according to pre-defined distribution. Tiodability by which the new solution
is accepted or not depends on the difference between thetivijéunction values and also on
a global parameter called temperature. Genetic algoriimmslass of evolutionary algorithms
inspired by the evolution biology. It starts by construgtanpopulation of a group of random
candidate solution (called individuals). The fitness o f{population is evaluated and multiple
individuals are selected based on their fithess and modifidcbin a new population. The

process is repeated until the terminating condition is met.
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When the value of any of the optimization variables is restd to be integer, the problem
is called integer programming problem. In this category mafotems, there are no optimality
conditions that can be checked to declare that a given fleasiltution is optimal. Relaxation
and decomposition method is one of the ways of solving thegget programming problems.
By this method, the complicated constraints are removed fte constraints set by forming a
new suboptimal problem that is easier to solve. The sub@bfmoblem is solved repetitively
until the optimal value is found [153]. The branch-and-bdumethod is another technique to
solve the integer programming problems. This method taesoid the enumeration of all the
possible solutions of the problem by eliminating the unifdasor dominated solutions. The
branching is used to cover the feasible region by smallenegjitins while the bounding is used
to exclude the solutions dominated by previous computatjd49]. In the sequel, we review

the related concepts that are used in the dissertation.

2.4.1 Lagrangian Method and Optimality Conditions

Consider the problem given by () whefg(-) and f; (-) are continuously differentiable func-
tions but not necessarily convex or concave. Augmentingliective function with a weighted

sum of the constraint functions forms thagrangian functiorand can be expressed as

L) = fo(x) =D Aifi(x) (2.24)
i=1
whereX = [\;, - -+, \,,] is the Lagrange multipliers vector. The Lagrangian funcfirms an

upper bound orf, (-) within the feasible set, i.e.
LN > fox) VxeX (2.25)

Based on the Lagrangian function, the following necessadysalfficient conditions are

formed to find the global maximum of the problem (2.4.1) akfes

e Karush-Kuhn-Tucker (KKT) necessary conditions [149]: let x* to be a local maxi-
mum of the problem (2.4.1), then there exists unique Lagrangltiplier vectors\* =

[AF, -+, Ar,] such that

XN>0, j=1,---,m (2.26)
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Note that the necessary condition means that if a given patrgfies the KKT conditions,

it might not be a local minimum of the problem (2.4.1).

e General sufficient condition [149]: if x* is a feasible point together with the Lagrange
multipliers vector\* satisfies): f; (x*) = 0, j = 1,---,m and maximizes the La-
grangian functionC (x, \*) overx € X, i.ex* = argmax L (x, \*), thenx* is a global

xeX
maximum of the optimization problem (2.4.1).

If fo(-) and f; (-) are convex functions, the Lagrangian function is convexfiom as
well and the necessary conditions become also sufficieatefbre, the global maximum
x* can be found by solving the system of equations formed by

oL (x*, \*)

o =0, i=1,-,n (2.27)

2.4.2 Interior Point Method

Although that the system of equations formed by the KKT cbads is solvable, but many
times a closed form can not be obtained. Therefore, anotbeative techniques might be
used to find the optimal solution. Interior point method candolopted to convert the orig-
inal constrained problem to a sequence of simplified uncamm&d maximization problems.
A description of thebarrier methodis provided in this section as a particular interior point

method.

The idea of the barrier method , also referred tgath-following algorithmis to start
from a point in the interior of the se&® defined by the inequality constraints, i.8.= {x €
X|fi(x) <0, ¢=1,---,m},andconstructa barrier that prevents any optimizatioiaisée

from reaching the boundary of the feasible set. The probh 1) can be rewritten as [150]

m

max fo (x) + Y _ 1 (f; (%)) (2.28)

i=1
where! (f; (x)) term causes the objective to decrease without bourfd(as approaches zero

from negative value and can be expressed as

fwy=4 " =Y (2.29)

—o00 u>0
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The objective function (2.28) is not differentiable. THere, / () can be approximated

using the logarithmic barrier function as follows

- 1
I(u)= 5 log (—u) (2.30)
wheret > 0 is a parameter sets the accuracy of the approximation. fdrerdy setting that

o (x)=— i log (—f; (x)), (2.28) can be expressed as
1=1
maxtfo (x) + ¢ (x) (2.31)

The vectox* evaluated at givenis called a central point and denotedsby(¢). Moreover,
the set of the central poinis, ¢ > 0 forms the central path of the problem (2.4.1). The central
pointx () is % suboptimal, i.e( fo (x* (t)) — p*) < 7.

Let e = 7 to be the accuracy of the solution found by the barrier metipodblem
(2.31) can be solved directly using any unconstrained apétion technique like the New-
ton’s method [150]. Good starting point as well as moderateiaacy, i.e.c is not too small,
are required for excellent performance. However, this wetthoes not work well for large
problem. A simple extension can be made by solving the prolslequentially where each it-
eration commenced by evaluating the new central pointistgfitom the previously computed
central point in the last iteration. The variables increased in every iteration by facter> 1.
The algorithm terminates wheh < e. The factoru controls the number of required iterations
and practically preferred to be in the interyale [20,30]. Finally, the initial value oft is
adjusted to be approximately of the same ordefygs:”)) — p* or 1. times this amount where

x(%) denotes the starting point [150].

2.4.3 Subgradient Method

When the objective function is nondifferentiable, the salgent method can be used. This
method is much slower than the interior point method and éi$opmance depends on the
problem scaling and conditioning. The subgradient of amcfion f at the pointz is any

vectorg that satisfies the inequality

f)=>f@)+h"(y—=z), Wy (2.32)
whenf is differentiableg is the gradient off atz, i.e. V f (z).
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To solve the problem (2.4.1), the algorithm performs théofeing update on the opti-

mization variablex at every iteration
x* D = x®) b (x*)) (2.33)

wherek denotes the iteration number; is thek' step size, and (x*)) is a subgradient of

the objective function or one of constraint functionsc#t and is given by [154]

0 (k) (x®) <0, =1,
df; (x¥)  for somej such thatf; (x*) > 0

wheredf (z) denotes the set of subgradients foht . Therefore, from (2.34), if the cur-

rent point is feasible, the objective subgradient is usetlevthe subgradient of any violated

constraint is used when the current point is infeasible.

The step size should be set before the starting of the abgoritviany different types of
step size rules like constant step size with= «, V&, and diminishing step size rule. A typical
example of the diminishing step size rulenis = ﬁ wherea > 0.

Its worth mentioning that the iteration of the subgradieetmod can reduce the objective

function and hence the algorithm should keep track of thepmat found so far, i.e.

p* =, = max{fy (x®) |xfeasible k=1,---,K} (2.35)

2.4.4 Duality

The concept of duality theory is used frequently in the comization systems. It can be used
to bound a nonconvex problem, determine the stopping exitéthe algorithm, or decompose

the large problem into smaller ones.

Consider the following primal problem

max fo(2)

st. h(z)<C

(2.36)

wheref, (-) andh (-) are not necessarily convex or concave functions@rmsla constantz is
the optimization variable angt is the optimal value. To construct the dual problem, we start

by finding the Lagrangian function of the problem
Lz, A) = folz) = A(h(x) = C) (2.37)
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2.4. Constrained Optimization

where\ is the Lagrange multiplier. The Lagrange dual function s tilaximum value of the

Lagrangian function and can be expressed as
g (z,\) =max L (z,\) (2.38)

The Lagrange dual function gives an upper bound on the optiahae p* of the problem
(2.36) for every > 0. Therefore, to find the lowest upper bound, the dual probkefarimed

by minimizing the Lagrangian dual function as follows

g =ming (z, A
A (@) (2.39)
s.t. A>0

Accordingly, the inequalityy* > p* is always holds even if the original problem is not
convex which called theveek duality The difference* — p* > 0 is referred to as theptimal
duality gapand it defines the gap between the optimal value of the primalem and the

lowest upper bound on it that can be obtained from the Lagralugl function.

The strong dualityholds if g* = p*, i.e. the optimal duality gap is zero. If the primal
problem is convex, the strong duality usually holds. Fobfem (2.36), wherf, (-) is concave
andh (-) is convex, and there exists a strictly feasible point in tbiestraints set, the primal

and dual problems have the same solution [150].

When the primal problem is not convex, the zero duality gamo&abe assured. However,
the strong duality holds for the nonconvex problems thas®&ad the time sharing condition
[155]. The time sharing condition can be described as fdlp¥b5]: Assume that* and
y* are the optimal solutions of the optimization problem (2.8@&h C = C, andC = C,
respectively. The optimization problem (2.36) satisfies time sharing condition if for any
C=0C,, C=C,andforany) <@ < 1, there always exists a feasible solutigrsuch that
h(z) <0C, +(1-0)Cyandf(z) = 0f (z) + (1 —0) f (y).

The time sharing implies that the maximum value of the otation problem is a concave
function of C'. Therefore, if the primal problem satisfies the time shadagdition and there
exists a strictly feasible solution in the constraints He, strong duality holds regardless of
the convexity of the problem. This condition is usually stid for the optimization problems

appear in the multicarrier systems in the limit as the nunolbsubcarriers goes to infinity.

Remark that the dual problem is always convex and the sulggriadethod is usually used

to find its solution since it is not always continuously diéfetiable. Eventually, if the strong
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duality holds, the dual problem can be solved instead of thegh one when its easier to be

solved or when a closed form solution can be found.
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Resource Allocation in Downlink
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3.1 Introduction

Multicarrier communication systems have been suggestedaandidate for cognitive radio

(CR) systems due to its flexibility to allocate resources agndifferent secondary users (SUs).
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The problem of resource allocation for conventional (nogative) multiuser multicarrier sys-
tems has been widely studied (see e.g. [1-7] and referelnersr). In single user multicarrier
systems, the data rate of the system is maximized under thlepmwver constraint by adapt-
ing the transmit powers according to the waterfilling polity2]. A survey on bit and power
allocation algorithms for single user multicarrier syssawas presented in [3] where the main
algorithms proposed to solve the main classes of loadingl@nas, i.e. rate maximization
problem (RM) and margin maximization problem (MM), are eved considering the total or
individual power constraints. Additionally, the problertie integer-bit loading is discussed

and the optimal discrete solution as well as several low dexity algorithms are examined.

In the multiuser multicarrier systems, the overall capaaitthe system can benefits from
the available diversity where the probability of having Sa&mne subcarrier in deep fade for
all the users is low. Jang et al. proved in [4] that the data chtthe downlink multiuser or-
thogonal frequency division multiplexing (OFDM) systemssmaximized by assigning each
subcarrier exclusively to the user with the highest sigoatoise ratio (SNR). Afterwards, the
transmit power is distributed using the waterfilling alglom. This way of subcarrier alloca-
tion to the user with best channel may cause that the usdrdiveithigher average channel gain
will be allocated most of the resources. To insure that @lubkers achieve similar data rate,
Rhee et al. in [5] formulate mmax-minproblem to maximize the capacity of the user with the
worse capacity. The authors allow the subcarrier sharihgd®n users and write the problem
in a standard convex form. Additionally, they propose arcigffit suboptimal algorithm to
reduce the computational complexity of the optimal schemahe suboptimal scheme, uni-
form power allocation is assumed in every subcarrier-usérdnd only the subcarrier with
maximum achieved capacity is allocated to every user. Whed, the rest of non-allocated
subcarriers are assigned sequentially to the user withothiestt data rate. Shen et al. in [6]
relaxed the equal data rate fairness constraint by prog@sinalgorithm that guarantees the
proportional fairness between users in order to satisfydifierent quality of service (QoS)
requirements. Further details about the resource allmtatioblem in non-cognitive downlink

multicarrier can be found in the recent survey [7] and thenmezices therein.

In CR systems, two types of users (secondary users (SUs)randrg users (PUs)) and
the mutual interference between them should be consid&retluse of the resource allocation
algorithms proposed for the non-cognitive is not alway<fit because additional constraints

should be introduced to keep the interference caused byidekbes in different subcarriers

70



3.1. Introduction

below the maximum limit of the interference that can be tated by PUs. Therefore in CR
systems, more power should be allocated to the good chatinalat the same time introduce
small amount of interference to the PUs which motivates deglrof developing a wise resource

allocation policy.

Wang et al. in [8] proposed an iterative partitioned singerwaterfilling algorithm. The
algorithm aims at maximizing the capacity of the CR systemeurthe total power constraint
as well as the per subcarrier power constraint formed by the iRterference limit. The per
subcarrier power constraint is evaluated based on thegsstiihctor between the CR trans-
mitter and the PU protection area. The mutual interfererte/den the SU and PU was not
considered. In [9] and [10], the authors proposed an optandltwo suboptimal power load-
ing schemes using the Lagrange formulation. These loadingnses maximize the downlink
transmission capacity of the CR system while keeping therfietence induced to only one
PU below a pre-specified interference threshold withous@ring the total power constraint.
In [11], an algorithm calledRC algorithmwas presented for multiuser resource allocation in
OFDM based CR systems. This algorithm uses a greedy appfoettte subcarrier and power
allocations by successively assigning bits, one at a timeeth on the minimum SU power
and minimum interference to PUs. The algorithm has a highpeaational complexity and a
limited performance in comparison with the optimal solatidn [12], a risk return model is
employed to consider the probability of PUs appearancelanchisdirection errors. Based on
this model, an energy-aware capacity expression is desdltiptake into account the subcar-
riers availability. The algorithm allocates the availaptever selectively to the underutilized
subcarriers. Setoodeh and Haykin formulated in [13] thestmat power adaptation problem
as a noncooperative game and use tools from control theatytly the equilibrium and tran-
sient of the proposed scheme. A robust version of the iteratater-filling algorithm (IWFA)
is developed to address the variation in the spectrum oooypand guarantee an acceptable
level of performance of the CR system. Furthermore in [13f proved that the IWFA algo-
rithm can prevent violating the permissible interferenowver levels even with outdated, i.e.

delayed, channel information.

Recently, Almalfouh et al. in [14] considered the imperfgpectrum sensing errors in
the allocation process, and proposed suboptimal algositionsolve the problem. The powers
are initially determined according to pre-defined critenal based on that, the subcarriers are

allocated to the users by solving a multiple-choice Knakgaioblem (MCKP). In [15], a low

71



Chapter 3. Resource Allocation in Downlink Multicarrierdgal Cognitive Radio Systems

complexity suboptimal solution is proposed. The algorithitially assumes that the maximum
power that can be allocated to each subcarrier is equal fodiver found by the conventional
waterfilling, and it then modifies these values by applyingpagr reduction algorithm in or-
der to satisfy the interference constraints. Experimerisults like [16], emphasize the need
for low interference constraints, where this algorithm hdsnited performance. Moreover,
the non transmission of the data over the subcarriers bdlewaterfilling level or the deac-
tivated subcarriers due to the power reduction algorithoreheses the overall capacity of the
CR system. An overview of the state-of-art results on resmatiocation over space, time, and

frequency for emerging CR wireless networks can be foundh [

OFDM based CR systems suffer from high interference to the @i¢ to large sidelobes
of its filter frequency response. The insertion of the cypliefix (CP) in each OFDM symbol
decreases the system capacity. The leakage among the rfoggseb-bands has a serious
impact on the performance of FFT-based spectrum sensingrder to combat the leakage
problem of OFDM, a very tight and hard synchronization inmpéatation has to be imposed

among the network nodes [18].

Filter bank multicarrier system (FBMC) can overcome thecté leakage problem by
minimizing the sidelobes of each subcarrier and therefead to high efficiency (in terms of
spectrum and interference) [18,19]. Moreover, efficiertafdilter banks for spectrum sensing
when compared with the FFT-based periodogram and the Thostsaltitaper (MT) spectrum

sensing methods have been recently discussed in [18] ahd [20

In this chapter, we propose a resource allocation algorithonder to maximize the down-
link capacity of multicarrier based CR systems. We addtesstenario in which the CR sys-
tem is interfering with several PUs and hence, the differespurces should be allocated to the
SUs subject to both total power and interference consgairtte hybrid underlay and overlay
spectrum access scheme is employed by the cognitive nessdHat the CR system is able to
use the active as well as the non-active PU bands. The chaptetbution is summarized in

the following points

e Because of the high complexity of the joint optimal schemey@step suboptimal al-
gorithm is proposed to perform the subcarrier and powecatlon separately. We show
that the proposed algorithm achieves a near optimal pedocewith a significant reduc-

tion in the computational complexity. The higher efficierafythe proposed algorithm
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Primary system base
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Figure 3.1: Cognitive Radio Network.

with respect to those presented in [11, 15] is also demdesira

e We investigate the efficiency of using FBMC-based physiagéf in CR systems and

compare it with that of OFDM-based systems.

e The advantage of enable the CR to access the active and hea{zands is verified and
compared with an opportunistic access method that allowsscto the non-active PU

bands only.

This chapter encompasses research published in [21-26§ arghnized as follows: Sec-
tion 3.2 gives the system model while Section 3.3 formuldéitesproblem. The proposed
algorithm is presented in Section 3.4. Numerical resukspaesented in Section 3.5. Finally,

Section 3.6 summarizes the chapter.

3.2 System Model

In this chapter, the downlink scenario shown in Fig. 3.1 Wwélconsidered. The CR system
coexists with the PUs radio in the same geographical logatibhe cognitive base station
(CBS) transmits to its SUs and causes interference to the Moieover, the PUs base station

interferes with the SUs. The CR system’s frequency spectsudivided into N subcarriers
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B, B, B.
> > e
RERIRRRE RN [ 11
. Non- || ———
Active . Active Active
PU, band ’:‘)"t"’e PU;band |  oeecen-.. PU, band
and
| | | | | | | | | Frerquency
! 1} .
1 2 e —> A N

Figure 3.2: Frequency distribution of the active and non-active priyrzands.

each having a\ f bandwidth. The side by side frequency distribution of thesRdd SUs will

be assumed (see Fig. 3.2). The frequency bahds,,- - - ,B;, have been occupied by the PUs
(active PU bands) while the other bands represent the nibred®J bands. It's assumed that
the CR system can use the non-active and active PU bandslpdothat the total interference
introduced to thé'" PU band does not exceed the valjewhich is the maximum interference

power that can be tolerated BU;.

The interference introduced by tié subcarrier ta** PU, I! (d;, P;), is the integration of
the power spectral density (PSE; (f), of thei" subcarrier across th& PU band,B;, and
can be expressed as [27]

di+B;/2
HaR) = [ |of Res) & £ Bol (3.1)
di—B; /2
whereP; is the total transmit power emitted by t#é subcarrier and; is the spectral distance
between the!" subcarrier and th&" PU band.g! denotes the channel gain between the CBS
and the®” PU on the subcarrier Q! denotes the interference factor of #esubcarrier to the
[ PU band.

The interference power introduced by tHePU signal into the band of thi&" subcarrier

is [27]
di+Af/2

Ji (di, Ppy,) = / 9" v () dw (3.2)
di—Af)2
wherey; (e/¢) is the PSD of the”U, signal andy! is the channel gain between thesubcarrier

and( PU signal. The PSD expressiob, (f), depends on the used multicarrier technique.

As described in the previous chapter, the OFDM PSD is expdeas follows

6r (1-4)

2 2

orou (f) = 7=

k

(3.3)
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whereGr (f) is the Fourier transform of the pulse shapgn), ' = C + N is the length of
the OFDM symbol in number of samples whérds the length of CP in number of samples
and N is the IDFT sizep? is the variance of the zero mean (symmetrical constellatoul
uncorrelated input symbols afé} is the set of subcarrier indices. The pulse shape:) can

be chosen as

1 n=0,1,---,T—1
gr (n) = (3.4)
0 otherwise
and hence its Fourier transform is
T-1
Gr (f)IP =T +2) (T —r)cos (2mfr) (3.5)

r=1

Additionally, the PSD of the FBMC can be expressed by [28]

"(rx)

where H (f) is the frequency response of the prototype filter with coieffits & [n] with

2 2

g,

r §
(I)FB]\/IC =

T

° K

(3.6)

n=20,---,W-1,wherelWW = KN, andK is the length of each polyphase components
(overlapping factor) whileV is the number of the subcarriers. Additionalfy;} is the set of
subcarrier indicesy? = § is the FBMC symbol variance, and is FBMC symbol duration.
Assuming that the prototype coefficients have even symnagtynd the(%)th coefficient,

and the first coefficient is zero [29, 30], we get
w1

|H ()| =h[W/2]+2 > h[(W/2) —r]cos(2mfr) (3.7)

r=1
To make a parallel between OFDM and FBMC, we place ourselvési situation where
both systems transmit the same quantity of informations T$ithe case if they have the same
number of subcarrierd together with duration of, samples for FBMC real data afil= 27,
for the complex QAM ones [28, 29].

3.3 Problem Formulation

The maximum achievable transmission rate ofithesubcarrier,Rz;, with the transmit power

P; can be evaluated using the Shannon capacity formula andds gy

2
R (P hi) = Aflog, (1 L Bl ) (3.8)
ok

2
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whereh;, is the subcarrier fading gain from the CBS to the uset. = o%on + Sory J!
whered?,; oy is the mean variance of the additive white Gaussian noiseGAWand J! is

the interference introduced by t#f#é PUs band into the/" subcarrier of the CR system. The
interference from PUs to th&" subcarrier is assumed to be the superposition of large numbe
of independent components, igle J!. Hence, by using central limit theorem, we can model
the interference as AWGN. This assumption may not be vatid fow number of PU bands but
can be considered as a good approximation for a large numif®y bands. This assumption

is generally taken in this research area (e.g. [10, 15, IB@mark that the nature of the PUs
interference on SUs band is the same on both OFDM and FBM@megst The difference is
only in the SUs interference to the PU bands, where FBMC lggmfgiantly lower interference,

because its sidelobes are significantly smaller than thibS&DM.

Assuming that each subcarrier band is narrow, subcarr@grde approximated as channel
with flat fading gains [31, 32]. It will be assumed that the mheal changes slowly so that the
channel gains remain constant during transmission. Tl ahievable rate for OFDM and
FBMC systems is evaluated by summing the transmission @atss the different subcarri-
ers [19, 33]. All the instantaneous fading gains are assuméeé perfectly known at the CR
system. Remark that the channel gains between the CR systees can be obtained prac-
tically by means of classical channel estimation techrsqubile the channel gains between
the CR system and PUs can be obtained by estimating the eecsignal power from the
primary terminal when it transmits, under the assumptidnzre-knowledge on the primary
transmit power levels and the channel reciprocity [34-3@][38], a blind parameter extrac-
tion algorithm is proposed to estimate the symbol periodfulsymbol period, length of the
cyclic prefix, number of subcarriers and the carrier freqyasifset of the received OFDM sig-
nals when affected by additive Gaussian noise, time-dssgechannel, timing and frequency

offsets.

Let v, ,,, to be a subcarrier allocation indicator, i&,,, = 1 if and only if the subcarrier
i is allocated to then' user, and zero otherwise. It is assumed that each subceariebe
used for transmission to at most one user at any given time.ofgjactive is to maximize the
total capacity of the CR system subject to the instantanedeerence introduced to the PUs
and total transmit power constraints. Therefore, the aptitron problem can be formulated as

follows
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M N
P1: max E E 'Ui,mRi,m (Rl,mu hl,m)

P

im m=11i=1

S.t. Vim € {0, 1}, Vz,m

M

E Uim S 1, VZ

mly (3.9)
Z Z Ui,mf)i,m S PT

m=11i=1

P >0,Yie{l,2,-+ N}

M N
Z Zvi,mpi,mﬁé S Itlh,VZ (- {1727 e 7I/}

m=1i=1
where N denotes the total number of subcarriet$,is the number of userd/, denotes the
interference threshold prescribed by tHePU andPr is the total SUs power budgel. is the
M
number of the active PU bands. Inequali}y v;,, < 1, Vi ensures that any given subcarrier

m=1

can be allocated to at most one user.

The optimization problen#1 is a combinatorial optimization problem and its complexity
grows exponentially with the input size. In order to reduoe tcomputational complexity, the
problem is solved in two steps by many of the suboptimal algas in the scientific literature
(see e.g. [4,39-41] and references therein). In the firgt $kee subcarriers are assigned to
the users and then the power is allocated for these sulrsami¢he second step. Once the
subcarriers are allocated to the users, the multiusermaysae be viewed virtually as a single
user multicarrier system. As proven in [4], the maximum data in downlink can be obtained
if each subcarrier is assigned to the user who has the beshehgain for that subcarrier.
The proof given in [4] is presented considering the non-dognmulticarrier systems. The
main difference between the optimization problem in the-oognitive and cognitive systems
is the existence of the interference constraints in therattowever, the CBS has common
interference factor for all the SUs, i.e. the valugdfis SU independent and hence, the proof
is valid for the cognitive case as well. The subcarrier atmn algorithm is described in
Algorithm 3.1. No fairness or data rate constraints are ickemed in this chapter. However,
the fairness between users can be achieved by adoptinggbetlams proposed for the non-

cognitive multicarrier systems like ( [5, 6] and referentesrein).

By applying Algorithm 3.1, the values of the channel indoeat; ,,, are determined and

hence for notation simplicity, the single user notation barused. The values of the channel
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Algorithm 3.1 Subcarriers to User Allocation
Initialization:

Setv; ,, = 0Vi,m
Subcarrier Allocation:
for i =1to N do
m* = argmax {h;,}; Vipm =1

m

end for

gains can be determined from the subcarrier allocationasdpllows

M
hi =Y Vimhim (3.10)
m=1
Therefore, probleni1 in (3.9) can be reformulated as follows
N
P2 m}?«XZIOgZ <1_|_ %)
i Z:].. k2

N
sit. pol<1, wie{l1,2-- L}
=1

2

1 (3.11)
> P < Pr

i=1
P, >0 Vie{l,2,--- N}
The problemP2 is a convex optimization problem. Solving for the optimalusion (See
Appendix 3.A.1 for the derivation), we get
+

1 o?

ST all+ 3 [
=1

where[z]" = max (0, ). o/, € {1,2,..., L} and3 are the Lagrange multipliers related to
the interference and power constraints respectively.i8glfor L. + 1 Lagrangian multipliers
is computationally complex. The powers can be found nurallyicising ellipsoid or interior
point method with a complexitg) (N?) [15,42]. In what follows, a low complexity algorithm

that achieves near optimal performance is proposed.

3.4 Proposed Low Complexity Algorithm

The optimal solution for the optimization problem has a htgmputational complexity which

makes it unsuitable for problems with a high number of sulear. A low complexity algo-
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rithm is proposed by Zhang et al. in [15]. The subcarrieréimyland deactivating throughout
this algorithm degrade the system capacity and cause tobethlyp to have a limited perfor-
mance in case of low interference constraints. To overctyaetawbacks of this algorithm, a

low complexity power allocation algorithm is presented.

As described in [27] and [15], most of the interference diferthe PU bands is induced
by the cognitive transmission in the subcarriers where thasPactive as well as in the sub-
carriers that are directly adjacent to the PU bands. Corisgl¢his fact, it can be assumed
that each subcarrier belongs to the closest PU band andrantylucing interference to it, and
accordingly the optimization proble2 can be reformulated as follows

N Ny
P3: max > log, <1 + %}SZF)
i 1=1 ¢
s.t. S POb<I,  vie{l1,2,--- L}

. b < Pr

i=1

P'>0 Vie{l1,2,---,N}
where N; denotes the set of the subcarriers belonging to/th@U band. Using the same

derivation leading to (3.12), we get

: 1 of 1"
e e T (3.14)

whereq; and/’ are the non-negative dual variables corresponding to tegf@mence and power

constraints respectively. The solution of the problent Bk high computational complexity

which encourages us to find a faster and more efficient powsradion algorithm.

If the interference constraints are ignoredAa, the solution of the problem will follow

the well known waterfilling interpretation [2],

Pr) 02 "
prr) — [A - —} (3.15)
il

where) is the waterfilling level. On the other hand, if the total powenstraint is ignored, the
Lagrangian of the problem can be written as

I t) Int |h| 1(Int) 1(Int) ~1 1

" =—% "log, (1 i L1 a; > Pl -1, (3.16)

1EN] €N,

whereq, is the Lagrange multiplier. Equatin% to zero, we get

+
py _ |1 o (3.17)
i a;(lnt) Qi |hz |2
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where the value off, can be calculated by substituting (3.17) ino 2/"" Q! = I, to get
i€EN;

n N,
a;(l t) _ % (3.18)
Ith+ E ‘;;é
i€EN;

It is clear that if the summation of the allocated power unaldy the interference con-
straints is lower than or equal to the available total pohergj P < provie{1,2,--- N},
then (3.17) and (3.18) will be the optimal solution for thle:tilnpzation problemP3. In most
of the cases, the total power budget is considerably lowaar this summation, and hence the
Powerlnterference (PI) constrained algorithm, referred tBlAlgorithm, is proposed to allo-
cate the power under both total power and interference @nt. A flowchart that describes

the PI-Algorithm is depicted in Fig. 3.3 where the followisigges are performed

e Maximum power determination: we can start by assuming that the maximum power
that can be allocated for a given subcardi&Y** is determined according to the inter-
ference constraints only by using (3.17) and (3.18) forysget of subcarriersv;, VI €
{1,2,---, L}. By this assumption, we can guarantee that the interferetic@auced to

the PU bands will be under the pre-specified thresholds.

e Power constraint testing: once the maximum poweP® is determined, the total
power constraint is tested. If the total power constraisassfied, then the solution has
been found and is equal to the maximum power that can be &ddta each subcarrier,

i.e. P/ = PMar_Qtherwise, continue to the next steps.

e Power budget distribution: the available power budget should be distributed among
the subcarriers ensuring that the power allocated to eduwdastier is lower than or equal
to the maximum power that can be allocated to each subcdrfigf, and hence the
following problem should be solved

N g 2
P4: max ) log, <1 + w>
PWF 9i

i

st S PVE<p, (3.19)
i=1
0< PiVV.F < PiMaa:
The problemP4 is called’cap-limited” waterfilling [3]. The problem can be solved effi-
ciently using the concept of the conventional waterfilliAg.described in Fig. 3.4, given
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Figure 3.3: Flowchart of the proposed subcarrier and power allocatigorghm.
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Figure 3.4: Cap-Limited waterfilling graphical example.

the initial waterfilling solution, the channels that vi@ahe maximum poweP** are
determined and upper bounded wi#’**. The total power budget is reduced by sub-
tracting the power assigned so far. At the next step, theiéthgo proceeds to successive
waterfilling over the subcarriers that did not violate thexmaum powerP* in the last
step. These procedures are repeated until the allocateerggii’” doesn't violate the
maximum power?*® in any of the subcarriers in the new iteration. Low compotzi

complexity implementation of thicap-limited” waterfilling can be found in [43].

Power levels re-adjustment: the solutionP!"-*" of the problemP4 satisfies the total
power constraint of the problei®3 with equality which is not the case for the different
interference constraint, . Since it is assumed th&'V'/” < Pz some of the powers
allocated to the subcarriers will not reach the maximumvadlae values. This will
make the interference introduced to the PU bands below tieshblds/!,. In order to
take advantage of all the allowable interference, the whighe maximum power that
can be allocated to each subcarri&¥** should be updated depending on the residual
interference. The residual interference can be deternaaddllows

Ipesiduar = Tin — Z BV (3.20)

iEN,

Assuming that4; C N, is the set of the subcarriers that reach their maximum, i.e.
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Initial P,
Power Updated P,

-
=" | set A | =

i
Subcarriers

Figure 3.5: Example of the SUs allocated power using porpsekdlgorithm

PWV-E = pMaz i ¢ A, then,PMa® /i € A; can be updated by applying the equations

(3.17) and (3.18) on the subcarriers whose indices are isghg; with the following

interference constraints
[gl/ = Ill‘%esidual + Z PZWFQi (321)

1€EA;
After determining the updated values Bf/%*, the "cap-limited” waterfilling is per-
formed again to find the final solutid = P/V". Now, the solution”/ satisfies approx-
imately the interference constraints with equality andrgotees that the total power used

is equal toPr.

Fig.3.5 describes graphically tHal-Algorithm where the maximum powers are deter-
mined firstly, and followed by specifying the subcarrierghe set4 with allocated powers
equals to the maximum allowed powers. The maximum powergdtated to the subcarriers
in the setA and finally, the'cap-limited” waterfilling is performed to find the final power al-
location. The implementation procedures of EHeAlgorithmand theé’cap-limited” algorithm
are described in Algorithm 3.2 and Algorithm 3.3 respedyive

The computational complexity of Stepin the proposedPl-Algorithm (Algorithm 3.2)
is EL: O (|N|log|N;]) < O(NlogN). Steps4d and6 of the algorithm execute th&ap-
Iimlﬁéd” waterfilling which has a complexity of (N log N). Step5 has a complexity of
i O (JAillog |A)]) + O (L) < O(Nlog N)+ O (L). Therefore, the overall complexity of the
i':lglgorithm is lower thar® (N log N)+ O (L). In comparison with the computational complex-

ity of the optimal solution, i.eO (N?), the proposed algorithm has much lower computational
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Algorithm 3.2 PI-Algorithm

1. Initialize N' = {1,2,--- N}, N; = Ny, I%. iquas = 0, S = Prand.A; = 0.

2.Vl € {1,2,--- L}, sort{HZ = |2QZ,Z € M} in decreasing order witlk being the

sorted index. Find th&*® as follows:

(a) Hgum = ZZEN H;, a (Int |M| / ( T Hsum) =L

(b)  while o' > H; ! do
Hoim = Hgum — Hk(n)’ M M\ {k( )} (INt |M| / ( tn T Hsum)
n=n+1

end while

+
Max __ 1 a7

[il?
3.if 3, PM* < Py
Let P/ = PMa= and stop the algorithm.

end if

4. Execute thécap-limited” waterfilling (Algorithm 3.3) and find the sed; C N, where
pWVE = pMaz,

2

5. Evaluatelh, . = I — Sien PVFQL and setN; = A, I = Thega +
>iea, FVF4; and apply again only stepto updateP;* .

6. Execute thécap-limited” waterfilling (Algorithm 3.3) and seb! = P/V'F".
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Algorithm 3.3 Cap-Limited Waterfilling

1. Initialize F = M =N ={1,2,--- N}, P, = PMe andS = Pr.

2. Sort{Ti — % e /\/} in decreasing order witlh being the sorted index. Find the

waterfilling A as follows:
(a) Tsum - Zie/\/’T‘i’ A= (Tsum + S) / |N|, n=1.

(b)  while Ty(,) > Ado
Toum = Toum — Tin) N = N\{J (n)}, A = (Toum + S) /N, n=n+1

end while

(c) SetPVF = [N-T)|" \Vie F

3. repeat
it PVI > P,
Let PVF =P, S =5 — PVE M= M\ {i}, N = M, and go to step 2;
end if

until PVF < P Vie F

complexity specially when the number of the subcarri€ns high. Table. 3.1 summarizes the

complexity of the different algorithms.

Table 3.1: Computational complexity comparison

Algorithm Complexity
Exhaustive enumeration® (N*M™)

Optimal O (N?)

Zhang [15] O(NlogN)+ O (LN)
Pl-Algorithm O(NlogN)+ 0O (L)

3.5 Simulation Results

In the simulations, a scenario like the one depicted in Flgi8 considered. A multicarrier

system of M/ = 3 cognitive users andv = 32 subcarriers is assumed. The valuesiof
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and Pr are assumed to k#3125 MHz and1 watt respectively. AWGN of variance) ¢ is
assumed. Without loss of generality, the interferencedéedby the PUs to the SUs band is
assumed to be negligible. The channel gairmdg are outcomes of independent, identically
distributed (i.i.d) Rayleigh random variables (rv’'s) witiean equal td, and assumed to be
perfectly known at the CBS. OFDM and FBMC based cognitiveaagstems are evaluated.
The OFDM system is assumed to have.6r% of its symbol time as CP. For FBMC system,
the prototype coefficients are assumed to be equal to PHYDX@&Hicients with overlapping

factor K = 4, are defined by [44] [30]

h [0] = 0;

‘ (3.22)
hln] =1 —1.94392cos (222) + v/2cos (422) — 0.470294 cos (822) ;1 < n < 127

For the purpose of performance comparison, the followiggthms are considered:

1. Optimal: the subcarriers are allocated by Algorithm 3.1 while thev@xs are allocated

by using the interior point method.

2. PI: the subcarriers are allocated by Algorithm 3.1 while thevgis are allocated by the
proposed algorithm described in Algorithm 3.2.

3. Zhang [15]: the subcarriers are allocated by Algorithm 3.1 whiile power allocation is
performed in two steps. The powers are allocated initiatyoading to the conventional
waterfilling and then modified to satisfy the interferencastaaints by applying a power

reduction algorithm.

4. RC [11]: the algorithm uses a greedy approach for the subcamié power allocation.
The algorithm assigns one bit a time to the SUs based on thireecgpower by SUs as

well as the induced interference to the PUSs.

All the results have been averaged o100 iterations. The cases of single and two active

PU bands are considered in the simulation.

3.5.1 Case 1: Two Active PU Bands

In this case, two interference constraints belonging to astive PU bands, i.eL = 2, are

assumed as depicted in Fig. 3.6. Each active PU band is adstaneve six subcarriers
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Figure 3.6: Frequency distribution with two active PU bands.

(IN1| = |N2| = 16). The achieved capacity usirgptimal Pl and Zhangalgorithms for
different interference constraints whelg = 72 is plotted in Fig. 3.7. It can be noted that the

proposedPl-algorithmapproaches the optimal solution and outperfosthangalgorithm.

The effect of assuming that every subcarrier belongs tolteest PU band and introduc-
ing interference to it only on the net interference introetlito the active PU bands is studied

in Fig.3.8 and Fig. 3.9 foPU; and PU, respectively.
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Figure 3.7: Achieved capacity vs allowed interference threshold fob®Fand FBMC based

CR systems - Two active PU bands.
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Figure 3.8: Total interference introduced to th&/; vs interference threshold.
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Figure 3.9: Total interference introduced to th&/; vs interference threshold.
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It can be observed that the net interference induced useglthlgorithmapproximately
satisfies the pre-specified interference constraints whakes the assumption reasonable. Un-
like the OFDM based CR system, the interference induced &yBMC based system does
not reach the pre-specified thresholds. This is becauseBMCFbased CR system reaches
the maximum interference that can be introduced to the Pbguikie given power budget.
Moreover, the interference induced by the proposed algoris less than that usinghang
algorithm. Returning to Fig.3.7, one can notice that therfierence constraints abo¥jg = 10
mWatt start to have no effect on the achieved capacity of BIE system. This indicates
also that the FBMC system reaches the maximum interferesrcéhé given power budget.
The small difference between the net interference valuesealj, = 10 mWatt is due to the

averaging over different channel realizations.

The achieved capacity of the different algorithms is plbiteFig. 3.10 with lower values
of the interference constraints. It can be noticed #tangalgorithm has a limited perfor-
mance with low interference constraints because the atgoriurns off the subcarriers that
have a noise level which is higher than the initial waterfdlievel and never uses these subcar-

riers again even if the new waterfilling level exceeds itssadevel. Moreover, the algorithm
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Figure 3.10: Achieved CR vs allowed interference threshold (low) for QF@nd FBMC

based CR systems - Two active bands.
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deactivates some subcarriers, i.e. transmit zero powesrdar to ensure that the interfer-
ence introduced to PU bands is below the pre-specified tbldshThe lower the interference
constraints, the higher the number of deactivated sulecaris, which justifies the limited per-

formance of this algorithm in case of low interference coaists.

To show the efficiency of transmitting over the active PU lsaasl well as the non-active
bands, Fig.3.11 and Fig.3.12 show the achieved capacitg tise Pl algorithm with and with-
out allowing the SUs to transmit over the PU active bands. ddpacity of the CR system
transmitting on both the active and non-active bands isdrighan that of the system in which
the transmission takes place on the non-active bands omge $he cognitive transmission
in the active PU band introduces more interference to thetRéls the other subcarriers, low
power levels can be used in these bands with low interfereanstraints. This justifies why

the difference between the two systems decreases whenénkerance constraints decrease.

For all the presented results, the capacity of FBMC basedySRi is higher than that
of the one based on OFDM because the sidelobes in FBMC’s P&Bnaaller than those in

OFDM, which introduces less interference to the PUs. Moeeawhe inserted CP in OFDM
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Figure 3.11: Achieved capacity vs allowed interference threshold wit without transmit-

ting over active bands- Two active PU bands.

90



3.5. Simulation Results

14

PEEDESESSERSESRET,

11 b

13

T
|

12

PI-OFDM R
—©&— PI-OFDM-without-PU-Band
—*— PI-FBMC 7
—+&— PI-FBMC-without-PU-Bnad

[any
o
T

Capacity (Bit/Hz/sec)
o0} o

4 1 1 1 1 1 1 1 1
0.2 0.4 0.6 0.8 1 12 1.4 1.6 1.8

Ith-Watt

x10°
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mitting over active bands - Two active PU bands.

based CR systems reduces the total capacity of the systeran lie noticed also that the in-
terference condition introduces a small restriction onctiygacity of FBMC based CR systems

which is not the case in OFDM based CR systems.

3.5.2 Case 2: Single Active PU Band

The RC algorithm can be used if there is only one active PU band, L.e= 1. TheRC
algorithm allocates the subcarriers and bits considetiegrélative importance between the
power needed to transmit and the interference induced tBlthieand. In order to compare the
proposed’l-algorithmwith RCalgorithm, One active PU band with 12 subcarriers is assumed

in this case as depicted in Fig. 3.13.

For fair comparison, the same bit mapping used in [11] is ic@med, that is

P! |h;|?
b; = {log2 (1 + = ‘2 | )J (3.23)
g;

whereb; denotes the maximum number of bits in the symbol transmittébe i subcarrier

and|.] denotes the floor function.
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Figure 3.13: Frequency distribution with one active PU band.

Fig. 3.14 and Fig. 3.15 show that the propo$denlgorithm performs better than the
RCandZzhangalgorithms. In low interference constrainBC algorithm performs better than

Zhangalgorithm because of the limited performance&bfingalgorithm in such conditions.
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3.6 Chapter Summary and Conclusions

In this chapter, a low complexity sub-optimal resource adton algorithm for multicarrier
based CR networks is presented. Our objective was to magitneztotal downlink capacity of
the CR network while respecting the available power budgéuaranteeing that no excessive
interference is caused to the PUs. The problem is formulagesl combinatorial optimization
problem that has an exponential time computational conityleko reduce the computational
complexity, the problem is divided into two steps. In thetfstep, the different subcarriers
are allocated exclusively to the users with the highest mllagain. In the second step, every
subcarrier is assumed to belong to the closest PU band andtbenvex optimization prob-
lem is generated for every PU band in order to evaluate thenapsubcarriers power levels.
Multiple Lagrangian multipliers have to be determined iderto find the optimal solution by
using any of the numerical methods like interior point oipsibid method with® (N?3) com-
plexity. To further reduce the computational complexityteé algorithm, an iterative algorithm
calledPl-algorithmis presented. The algorithm consists of four stages. In thediage, the

maximum power that can be allocated to every subcarriertesigéned by optimizing subject
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to the interference constraints only. Afterwards, the poganstraint is tested in the second
stage and if it is not satisfied, the third stage is executadisivibute the power budget with-
out exceeding the maximum levels determined on the firsestamally, the allocated powers
are readjusted in the fourth stage in order to increase thtersycapacity. With a significant
reduction in the computational complexity froth(N?3) to O (N log N) + O (L), it is shown
that the proposeRI-algorithmachieves a near optimal performance and outperforms the sub
optimal algorithms proposed so far. It is found that the n#lltinterference introduced to the
PUs band is relatively not affected by assuming that eacbasubr belongs to the closest PU
band and only introducing interference to it. It is also destmated that the capacity of the
CR system which uses the non-active as well as the activesbandore than that only uses
the non-active bands. Simulation results prove that the EBMsed CR systems have more
capacity than OFDM based ones. FBMC offers more spectraiaifiy and introduces small
interference to the PUs. The significant increase in theaigpaf FBMC-based CR systems
over the OFDM-based ones recommends the FBMC physical ésy&icandidate for the future

CR systems.
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3.A Appendix

3.A.1 Derivation of the Optimal Power Allocation Given By Equation
(3.12)

We want to find the optimal solution for the following optiraizon problem

P; |h|?
mabeg2 <1+ O|_ | ) (3.24)

i=1 4

subject to

N
YR <L, VIef{1,2,---,1} (3.25)

i=1

N
> P (3.26)
P, >0 :Vz €{1,2,--- N} (3.27)

The problem above is a convex optimization problem. The &lagian can be written as

21 0g, (1 + ) Z (Z Pl — J§h> +8 (Z P — PT> ZP*MZ
- (3.28)
wherea!,l € {1,2,...,L}, u;,i € {1,2,..., N}, andj3 are the Lagrange multipliers. The
Karush-Kuhn-Tucker (KKT) conditions can be written as dals
Pr>0,Vie{1,2,--- ,N}
ol >0,vle{l1,2,--- L}

5>0

> 0.Vie {1,2,---, N}
N

o (z Pl — fgh) _OMIE {12 L} (3.29)
=1

5(213;—1%):0

i=1

WP =0,vie{1,2,--- N}
L

Furthermore, the solution should satisfy the total powekiaterference constraints given

by (3.26) and (3.25). Rearranging the last condition ingBw2e get

. 1 o}
P =— l “E (3.30)
Z alQi + 5 — My
=1
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SinceP > 0, we get
o? 1
<
[hl* ~ &
oA+ B —
=1
If ;—22 < +—+— , theny; = 0 and hence
M S aiotis
=1
. 1 of
R) = L o |h|2
> i+
=1
Moreover, if Zi; > ——— from (3.30) we get
=1 ¢
1 o? 1
: T inl? TS
a4 B—p T Y a4+
=1

=1
and sincey; P = 0 andy; > 0, we get thatP; = 0.

Therefore, the optimal solution can be written as

2 2
1 a; . a; 1
Lo hil? of R < Lo
P* g =1 =1
R Y
> alQl4p

or more simply, (3.34) can be; written as the following

where[z]" = max (0, 7).
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Chapter 4. Resource Allocation in Uplink Multicarrier Bdseognitive Radio Systems

4.1 Introduction

By virtue of its flexibility in the allocation of different sources among different users as well
as its ability to fill the spectrum holes left by PUs, multigar communication systems have
been considered as an appropriate candidate for cogrative {CR) systems [1,2]. Uncounted
research work has been done to find optimal/efficient regaaitacation techniques in conven-
tional (non-cognitive) multicarrier systems. As descdilie chapter 3, in non-cognitive down-
link scenario (see, e.g. [3—7] and references therein)pdeeémum throughput can be achieved
by allocating each subcarrier to the user with the maximugnadito noise ratio (SNR) and
then distributing the power according to waterfilling sauat Additionally, many algorithms
to solve resource allocation problem in uplink non-cogeisystems have been proposed (see,
e.g. [8-11] and references therein). In [10], Kim et al. msgd a greedy subcarrier allocation
algorithm based on marginal rate function and iterativeevidling power allocation algorithm.
This algorithm is developed in [11] to consider fairness agdifferent users. The algorithms
used in non-cognitive multicarrier systems are not efficietfCR ones due to the existence of

the interference temperature constraints.

For single channel (carrier) CR systems, the optimal resoaitocation schemes in uplink
and downlink have been presented for both single and maltgystems (see, e.g. [12-16]). In
multicarrier based CR systems, the downlink scenario has bddressed well recently (see,
e.g. [2,17-21]), while less existed research on subcaaridrpower allocation in the uplink
one [22-28].

In [23] and [28], game theory based approaches has beeredppii the former [23], a
network-assisted resource allocation problem is modeiddaalyzed using cooperative game
theory. Both the primary users (PUs) and the secondary (S&ls) inform the primary base
station (BS) of their channel state information (CSI) anel phimary BS utilize this informa-
tion to perform the allocation [23]. In the latter [28], anbiresource allocation algorithm is
developed to achieve a good trade-off between the fairnessfiiciency [28]. A competi-
tive fairness among users is enforced based on Blotto ga@je [@ Blotto game, the SUs
are tasked to distribute their limited power budgets oveers® subcarriers while taking into
consideration the interference introduced to the PUs. Hee who is allocating the most re-
sources to a certain subcarrier wins the subcarrier. Therethe SUs need to allocate their

budget judiciously to win as many good subcarriers as plessin [22], Fadel proposed an
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algorithm for jointly allocating channels and powers amaliiferent users under individual
user’s power constraints. The problem is relaxed to obtaioreex version. Then, the solu-
tion is quantized to yield a binary channel allocation. Aftards, the solution is modified to
consider the constraints on the in-band interference tdidkased system. Wang et al. pro-
posed in [24] an algorithm to allocate resources in uplinkDOFA based CR systems under
per subcarrier power constraints (in-band interferencesitaints). Subcarriers are allocated
initially to the users with the best channel quality and tlagljusted according to different
user’s waterfilling levels. The algorithm has high compiotadl complexity and limited per-
formance. In [25], Zhang et al. proposed a resource allocatigorithm in which subcarrier
assignment and power allocation are carried out sequigntiatier mutual interference and
per user power constraints. The proposed scheme requedsipwledge about the number of
subcarriers that should be allocated to each user as wélkasmpacity that can be achieved by
each subcarrier. The power allocation was performed usieagtadient projection algorithm.
Nam et al. proposed in [26] a location-based low-complexigyprithms which use the relative
location information between PUs and SUs to estimate tiegference. The imperfect sensing
errors are considered in [27]. The authors determine thialippwer levels according to differ-
ent criteria, then formulate the subcarrier allocatiort para generalized assignment problem
(GAP). Instantaneous fairness among users was not takenonsideration in the algorithms

previously mentioned in [22,24-27].

In [30], the mutual interference between PU and SU was studidne mutual interfer-
ence depends on the transmitted power as well as the spdistaice between PUs and SUs.
OFDM based CR system suffers from high interference to the & to large sidelobes of
its filter frequency response. Moreover, the insertion efdiclic prefix (CP) in each OFDM
symbol decreases the system capacity. Filter bank muigcaystem (FBMC) with the offset
guadrature amplitude modulation (OQAM) can achieve smaitersymbol interference (ISI)
and intercarrier interference (ICI) without using the CRulilizing well designed pulse shapes
that satisfy the perfect reconstruction conditions. Muegpthe problem of the spectral leakage
can be solved by minimizing the sidelobes of each subcamiérh leads to high efficiency (in

terms of spectrum and interference) [25, 31].

In this chapter, an efficient resource allocation algorithraplink OFDM-based CR sys-
tems is proposed. The scenario in which the SUs are tramsgnith the unused PU bands and

causing interference to the active ones is considered. bjeetive is to maximize the capacity
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while respecting the per-user power constraints and gteesng that no excessive interference

is induced to the PUs. The chapter contributions are surzetin the following points:

e As the resource allocation algorithm is a mixed-integerrojation problem, we pro-
posed an efficient algorithm that reduces the computatmmaplexity by separating the
subcarrier and power allocation processes into two difteséeps. The proposed algo-
rithm is shown to have a near-optimal performance and ofapes the algorithms pre-
sented in [22, 24]. Additionally, the performance of theaaithm used in non-cognitive

multicarrier systems is discussed.

¢ Different from the algorithms developed in [22, 24], thefi@ss among users is consid-
ered within the subcarrier allocation by reducing the pbaliig of having users whose

instantaneous rate is below the minimum required value.

e The efficiency of the proposed algorithm is investigated@DM and FBMC based
systems to show the capability of using FBMC in the cognitieevorks.

The contents of this chapter have been partially publishectferences [32—35]. This
chapter is organized as follows: Section 4.2 introducesyis¢em model and formulates the
problem. The proposed algorithm for single PU is presente8ection 4.3, and then gen-
eralized for multiple PUs in Section 4.4. The computatiac@hplexity of the algorithm is
discussed in Section 4.5 while selected numerical restdtpr@esented in Section 4.6. Finally,

Section 4.7 summarizes and concludes the chapter.

4.2 System Model and Problem Formulation

In this chapter, the PUs and SUs are co-existing in the saogrgghical location as described
in Fig.4.1. For the CR system, uplink transmission will beussed in which SUs are op-
portunistically accessing the unused PU bands and traingnd their cognitive base station
(CBS) without causing harmful interference to PUs. As shawkig.4.2, the frequency bands
By, By, - -, By, represent thé, active PU bands while the non-active bands represent thisban
that can be used by CR system (CR band). The CR band is diviiedVi subcarriers each

having aA f bandwidth. There is no synchronization between the prirmad/secondary sys-
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CR base station | <<X~~ Transmission
(CBS)

g - - - - Interference

Secondary User

Primary User
(PU1)

Figure 4.1: Uplink Cognitive Radio Network.

tems. The interference induced to fHePU band should not exceed the predefined interference

temperature limif}, .

Assume thatb; (f) is the power spectral density (PSD) of #esubcarrier. The expres-
sion of the PSD depends on the used multicarrier techniflae. OFDM based CR is assumed,

the PSD of the'” subcarrier can be written as

o (f) =|G: (f) (4.1)

where|G; (f)|” is the Fourier transform of the used pulse shagpeAssuming a rectangular
pulse with lengtil, = N + C whereN is the number of subcarriers (IDFT size) afids the

length of the CP|G; (f)|” can be expressed as follows
1G5 (f) =T, +QZ s — 1) cos (2m fr) 4.2)

If FBMC based CR system is assumed, the PSD of‘thsubcarrier can be written as

®; (f) = [H; (f) (4.3)
B, B, BL
—> —> —>
LT LTI e al
ctive X Active i
PU, band ‘l‘ft";e PU,band |  eoeoeee-. Pﬁftll):\d
REN AN I
1 2 ceeeeeeens —> A i

Figure 4.2: Frequency distribution of active and non-active primargdsa
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where |H; (f)| is the frequency response of the prototype filter with coieffits / [n] with

n € {0,--- , W —1} , whereWW = KN and K is the length of each polyphase component
(overlapping factor). Assuming that the prototype coedfits have even symmetry around the
(EX)*™ coefficient, and the first coefficient is zero [36], we get

w
w1

[Hi (/)] =h[W/2]+2 ) h[(W/2) = r]cos (27 fr) (4.4)

r=1

The interferencd! , (d., P,,,) introduced by the transmission of tffé subcarrier of the
Cr system -which is allocated to the’* SU- to thel** PU band is the integration of the PSD
of the:*" subcarrier across thH& PU band, and can be expressed as [30]
di+B;/2
A= [ ol @ (P (4.5)

di—B,/2

Ly (di Pin) = Pion
whered, is the spectral distance between tftesubcarrier and th&" PU band.g. ,, denotes the
channel gain -may include path loss and shadowing part-deetwhe’” subcarrier and th&"
PU band whileP, ,,, is the total transmit power emitted by tifé subcarrier(2,  denotes the
interference factor of thé" subcarrier to th&” PU band.B, is the bandwidth of the PU band.
The subscriptn denotes the case when tiie subcarrier is allocated to the'* SU. Similarly,
the interference power introduced by tHePU signal into the band of th&" subcarrier is [30]
di+Af/2
Jil,m = / }yim‘z Wy (63“) dw (4.6)
di—Af/2

where); (¢/*) is the PSD of thé"” PU signal andy, ,, is the channel gain between tffé

subcarrier and PU signal.

The maximum achievable transmission rate ofitheubcarrier,R; can be evaluated by

Pi m hz m ?
Ri (Pi,my hi,m) = Af 10g2 <1 + %) (47)

0;

whereP, ,, is the transmission power amim is thei'” subcarrier fading gain from the!” SU
to the CBS. Additionallyg? = o%,on + Z J! whered?,, .y is the variance of the additive
white Gaussian noise (AWGN) and is the interference introduced by tié PU band into
the it subcarrier which is evaluated using (4.6) and can be modeedNGN as described

in [2]. Throughout this chapter, all the instantaneousrfgdjains are assumed to be perfectly
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known at the CBS. Practically, the channel gains betweeng®dshe CBS can be obtained by
classical channel estimation techniques while the chagaiek between SUs and PUs can be
obtained by estimating the received signal power from eaahgry terminal when it transmits,
under the assumptions of pre-knowledge on the primarymmé@mwer levels and the channel
reciprocity [16, 37]. Based on the channel gains, the CB&#jasshe subcarriers and powers

to each SU through a reliable low-rate signaling channel.

It is assumed that each subcarrier can be used for tranemigsat most one user at any
given time. Fairness among SUs is guaranteed by assumihgwbgy SU has a minimum
instantaneous rat®&,,;,. Our objective is to maximize the total data rate of the CResys
subject to the constraints on the interference introducdie PUs, the per-user transmit power
constraints and the per-user minimum rate constraintsreftrme, the optimization problem

can be formulated as follows

M N
P1: max Y. > VimBi (P, him)

i,msVi,m m=1 =1

M N
S.t. S Y v P, < I Vle{l,--- L}

m=11i=1

N N
Z Ui,mPi,m S va Vm
i=1

'U@m c {0, 1} s VZ, m
M

Z Vim S 1, Vi
m=1

N
E Ui,mRi (Pi,m7 hz,m) Z RmiTw vm
i=1

where N denotes the total number of subcarriers wilifedenotes the number of SUs,,, is
the subcarrier allocation indicator, i.e;,, = 1 if and only if thei"* subcarrier is allocated to
them!™ user.L is the number of active PU bands aflis the interference threshold prescribed
by thel’* PU. P,, is them! SU total power budget. Without loss of generality, the mimim
instantaneous ratR,,,;,, is assumed constant for all users. The solution can be eadéynded
to consider different minimum instantaneous rates for tfferént SUs. The CBS performs

the subcarrier and power allocation and then diffuse th@ltressthe different SUs.

The optimization problen®1 is a mixed-integer optimization problem; in which achiev-
ing the optimal solution needs high computational compyexidditionally, the minimum rate
constraints increase the complexity of the problem. In otdesolve the problem, an algo-

rithm to perform the resource allocation in two steps is pegal. In the first step, a heuristic
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sub-optimal algorithm is used to allocate the subcarrierthé different users. Afterwards,
the optimal power allocation is evaluated in the second. ste optimal power allocation
algorithm requires high computational complexity. Thukva complexity power algorithm is
proposed to perform the power allocation step. Dependinfp@walues of the constraints and
the channel gains, the CR system may not be able to satisfyitiemum rateR,,,;, for all the
users. Therefore, the last constraint in the optimizatimiblem P1 is relaxed by reducing the
probability of having users whose rates are below the mimmate. The outage probability
can be defined as

Poutage = Pr{Mion, > 1} (4.9)

wherelM,,,, IS the number of SUs whose instantaneous rate are b&)gyv

The proposed algorithm is discussed in the next section.s&ke of description clarity,

the single PU case is firstly explained then, the solutiorersegalized for multiple PUs case.

4.3 Proposed Subcarrier and Power Allocation Algorithms

(Single PU Case)

The optimal downlink subcarrier to users allocation schémeognitive and non-cognitive
multicarrier systems is achieved by allocating each sulgraio the user with the maximum
signal to noise ratio (SNR) [4—7]. This scheme of subcaml&rcation is inefficient in the
uplink case due to the per-user power constraints. Moredherinterference introduced to
the primary system by each SU should be considered in CRxtomtech makes the schemes
used in classical multicarrier systems inefficient. In thestion, a heuristic subcarrier and
power allocation algorithm is presented. For better dption of the proposed algorithm, only
one PU band, i.e. single interference constraint, is cansdlin this section. The solution is
generalized in the next section to consider multiple ietenfice constraints. We refer to the
single interference constraint Bj and hence, the first constraint in the optimization problem
P1 can be rewritten as follows

M N

DD v P, < 1 (4.10)

m=1 i=1
whereQ)  denotes the interference factor of the subcarrier to the PU band«j when the

it" subcarrier is allocated to:!* SU. In the sequel, the proposed subcarrier to user assign-

110



4.3. Proposed Subcarrier and Power Allocation Algorith8iagle PU Case)

ment scheme with low outage probability is introduced, drehtan efficient power allocation

algorithm is presented.

4.3.1 Proposed Subcarrier Allocation Algorithm with Fairness Consider-

ation

To achieve an efficient subcarrier allocation, the prop@dgdrithm should assign the subcar-
riers to different SUs considering not only their channedlgy and per-user power constraints
but considering also the induced interference to the PU bandreover, the probability of

having users with instantaneous rates below the minimuenstatuld be reduced.

The scheme assumes that the interference introduced taitharp system, i.e.l/;, is

divided uniformly among the different subcarriers [2]. Acdingly, the maximum amount of

interference/};,, ;... that can be introduced by any subcarrier is
l ]t{;kL
It = 411
Uniform N ( )

Using (4.5), the maximum poweR ™ that can be allocated to thi& subcarrier when it is

W,m !

allocated to then!* SU is l

; I niform
Pin = Uglif (4.12)

Let us define the following sets

e (C : the set of unassigned subcarriers.
e U/ : the set that contains the indices of the users whose radsebowR,,;,, .

e A,, : the set that includes the subcarriers already allocatélueto' user with powers

: Uni
equal to the maximum powef;, .

e B,, : the set that includes the subcarriers already allocatélueto:'” user with powers
equal to the average power. The average power means hertheh@maining power

for them'™ user after allocating the powers to the subcarrierginis divided equally
Pn— Y, PUM
rEAm

among the subcarriers in the 48}, i.e. P& = Bl

where|5,,| means the

cardinality of the seB,,.
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According to the previous definition, the instantaneous oéthem!" user,R (m, A, B,), is

the summation of the rates of the subcarriers in the dgtand,, and is given by

R(m, Ay, Br) =Y R (P him) + > Ry (P2, him) (4.13)

i€Am i€Bm

where R; (P, ., hi.m) is evaluated using (4.7). Note that the allocated powersrdoty to
either the maximum or the average power are only used to gyntpe calculation of the
increment in the data rate. The optimal power allocation kel derived later based on the

subcarrier allocation information.

The algorithm commences by allocating the subcarriersat@aiocated next to the PU
band, i.e. subcarriers that may have more interferenceadth, and moving towards the
distant ones. The subcarriers are allocated sequenteihetusers until all the subcarriers are
assigned. In order to reduce the probability of having uséigse rates are below the minimum
value, the allocation of the subcarriers will be confinedwmithe users in the sét. Initially the
setl/ is assumed to contain all SUs. Throughout the allocatiohe#lifferent subcarriers, if the
rate of them' user becomes more than the minimum required Ratg,, the user is removed
from the set/. If the minimum rate constraints are satisfied for all the'sigee./ is empty, the
subcarrier can be allocated to any one of the SUs. If the dguitiion problem is assumed to be
solved without any minimum rate constraints, theléé assumed always empty. Accordingly,
the subcarrier can be allocated to any one of the SUs. It ismmoentioning that the subcarriers
with high interference gains will potentially have a lowrtsmitting power even when they
have a good channel quality. Therefore, the limitation wiitbe introduced to any subcarrier
assignment due the interference constraints should bédewed and the subcarriers should be
classified according to their interference gains. To at®@agiven subcarrier, the algorithm
initially assigns the subcarrier to the 98t, and evaluates new average power.,. If the
average power exceeds the maximum power, Pe.,; > RUQZ then the subcarrier should
be moved to the sefl,,. Afterwards, the increments of the individual data rates thuthe
allocation of a particular subcarrier to different SUs araleated and the subcarrier is allocated
to the SU with maximum data rate increment. The scheme isategauntil the allocation of
all subcarriers. Note that the final set of allocated subg@rtom! SU isN,, = A,, U B,,.

By assuming initially that/ = {1,---, M}, and both setsA,, and 3,, are empty sets, the

assigning procedures of a particular subcariier C are described in Algorithm 4.4.
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Algorithm 4.4 Subcarrier to User Allocation

1. Vmel,
Pn— > PR
. rEAm
EvaluatePr.; = T B+l
if Pres > P70
let A, = A, U{i*} andB}, = B,,

elselet B}, = B, U{i*} and A}, = A,,.

2. Compute the amount of incremefyt, in the data rate when the subcarriét} is as-

signed tom!" SU, i.e,
A,, = R — R = R (m, A%, B:) — R (m, A, B,,)
whereR (m, A%, B;,) andR (m, A,,, B,,,) are evaluated using (4.13).

3. Findm* satisfyingm* = argmax,, (A,,), setv;- .~ = 1, and update the sei§, - =
Ar . andB,,- = B;,..

4. If R(m*, Ay, Bys) > Rpn, removem* from the setd. If U is empty, letd =
{1,---, M}.

5. Remove the subcarriér from the set.
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4.3.2 Proposed Power Allocation Algorithm

By the subcarrier to users assignment step, the subcaarerdlocated to different users with
the consideration of minimum rates constraints. Therefdre values of the subcarriers in-
dicators, i.e.v;,,, are already known from the previous step. The multiusetesysan be

viewed virtually as a single user multicarrier system aregbwer allocation problem can be

formulated as follows N
P2: max ) Ri(Pim, him)

n,m g=1

N
s.t. P, Q< [k
izzl metm = th (4.14)

> Pon < B, Vm
i€ENm

P >0 Vi
wherem refers to the user who has already got the subcairies. v; ,, = 1. N, denotes the
set of subcarriers allocated to thé” SU. Remark that having too much power in relative with
the interference constraint leads to an interference-oplymization problem while having
high interference constraint in relative with the total gpweads to non-cognitive ( classical)

resource allocation problem.

The problemP2 is a convex optimization problem. Solving for the optimdusion (See
Appendix 4.A.1 for the derivation), one gets

1 o? i

P, = S 4.15
T A B (B (#13)

wherea!* andg,, are the non-negative Lagrange multipliers &rid = max (0, z). Solving for
(M + 1) Lagrangian multipliers is computational complex. Theimai solution can be found
numerically using ellipsoid or interior point method witltamplexity© (N?) [38]. The high
computational complexity makes the optimal solution utahle for practical application and

hence a low complexity algorithm is proposed.

On one side, ignoring the interference constraint in pnolki lets the optimal solution to
be the distribution of the per-user power budfgtamong the set of subcarrieks,, according
to the well known waterfilling solution [39]. On the other sjdf the per-user power constraints
are ignored, the analysis given in [2] can be followed whéeeltagrangian of the problem
(4.14) can be written as

GO0 (%) = = & 1 (PO i) +of0 (S P00, - 1) (4a9)
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where%(f”t) is the Lagrange multiplier(/nt) stands for optimization under the interference

. . G(Int) 1*
constraint only. Equatlnéwgﬁ)) to zero, we get
1 2 17
P (17) = S (4.17)
’ Mk hiwl?

N
Hence, substituting (4.17) infp’ ﬂ%t)ngm = Ix we get
i=1

(Int) |N|
1 -

g (4.18)

: N
] « + ; <
th 7; |hi,m|2

One can note that if the solution found by (4.17) and (4.18%%as the different per-user power

constraints, i.e. > Piff:t) (I*) < P,,, ¥m, then (4.17) and (4.18) is composing the optimal
1€ENm

solution for the optimization problen?2 where the case of interference-only optimization

problem occurred. In most of the cases, this relation doéshd which motivates developing

an efficient algorithm considering both the interference per-user power constraints.

In the previous chapter, we dealt with the downlink powes@dtion problem considering
one total power constraint. Ti-algorithmpresented in the previous chapter is extended here
to consider the uplink scenario with several per-user pasastraints. The power allocation

step is performed throughout the following stages:

e Maximum power determination: assume that the maximum powé’g{,‘ﬁ;”, that can be
allocated to each subcarrier is determined according tinteeference constraint only

using (4.17) and (4.18), i.&2Mer = P (1),

2,m

e Power constraints testing:test the per-user power constraints to check whether thae rel

tion > Pfﬁ‘t) (I*) < P,,,Vm holds or not. If the relation is satisfied, then the solution
i€Nm
is found whereP;’, = P Otherwise, continue.

e Power budgets distribution: the available poweP,, for each SU should be distributed
among the subcarriers iN,,, given that the power allocated to each subcarrier is lower
than or equal thi{V,{fx. For every SU, the following problem should be solved

P3: max Rz P‘W'F, hzm
pPW.F ie%m ( v )

st. > PP <P (4.19)
i€Nm

W.F M
0< PVF < e
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The problemP3 is called”cap-limited” waterfilling [40, 41] wherePi%F is the cap-
limited waterfilling allocated power. More detailed deption about thécap-limited”

waterfilling can be found in Section 3.4.

Power levels re-adjustment: the squtionP}fL’f of the problemP3 satisfies the per-
user power constraints of the problef2 with equality which is not the case for the
interference constraint’;. Due to that, some of the powers allocated to subcarriers
is not reach the maximum allowable values which makes trexference introduced

to the primary system below the threshdld. In order to take the advantage of the
allowable interference, some amount of power can be takan fsne subcarrier and
given to another; hoping to increase the total system cgpatherefore, the values of
the maximum power that can be allocated to each subcd?ﬁf,—’;lﬁ should be updated
depending on the remaining interference. The residualference can be determined as

follows N
Ill‘%kesidual = Itl;; - Z PZI,/In/mFQ?m (420)
i=1

Assuming thatS,, C N,, is the set of the subcarriers that reach its maximum, i.e.
plE = Pl i e Sy, then, P Vi € S, can be updated by applying the equations

(4.17)-(4.18) on the subcarriers in the set= {S; U Sy ---U S, } with the following

interference constraint
Ii;dated = llékesidual + Z IDZ‘,/‘r/rLFQTm (421)
€S
After determining the updated values Bf.**, the "cap-limited” waterfilling is per-

formed again for every SU to find the final solutié}i,, = P}".

A graphical description of the proposed power allocatiayoathm is given in Fig. 4.3

where the subcarriers are distributed between two SUs, ch@td and SU2. Two levels of

allocation are performed, the upper one is performed on bafjiway while the lower ones

are performed on an individual (per user) way. In the glo&atl, the interference constraint is

considered where the interference is accumulated by atistibrs while the power constraints

are considered in the lower level where the different usatsilute the powers among their

allocated subcarriers. The algorithm starts by deterrmgitine maximum powers that can be

allocated to each subcarrier. Afterwards, every SU disteib the power budget on its own
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. Subcarriers allocated to SU1
Subcarriers allocated to SU2

Power CR band CR band
A e A I "
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"""" zero power in sesssses
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Figure 4.3: Example of the SUs allocated power using proposed poweratltin algorithm.

subcarriers considering the pre-specified maximum powvildrsreafter, the allocation process
returns backs to the global level to update the maximum p@eeording to the residual in-
terference. Finally, the per-user power is allocated ofediht subcarriers considering the

updated maximum values.

4.4 Generalization of the Proposed Algorithms (Multiple Pl

Case)

The algorithm presented in the Section 4.3 to solve the opaition problemP1 considering
only one interference constraint is generalized in thisieedo considerl interference con-
straints, i.e. multiple PU bands. In the previous chapteragsumed that the CR can induce
interference to the primary bands slightly more than theealf the interference constraint.
This simplifies the original problem by assuming that thecsuber belongs to the closest PU
band and introducing interference to it only. The numersoalulations show that this assump-
tion is reasonable. In this chapter, a more restrictive arynsystem is assumed where no

violation of the interference constraints is allowed. Tiyse of restriction is considered in the
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generalization of the subcarrier and power allocationrilgms by selecting always the power

that generates the minimum interference to the PU bands.

For the subcarrier allocation step, considering the saswastion in which every subcar-
rier is able to introduce the same amount of interferenckedtfferent PU bands, the value of
the maximum power that can be allocated to each subcaréek,i;"", is determined by choos-
ing the minimum among the different maximum powers evalliaiecording to the different
interference constraints. Therefore, equation (4.12)eageneralized as follows

PUm o . Ill]mform I?]mform Iém’form 4.22
i,m _mln{ Ql ) Qg T QL } ( . )
i,m i,m i,m

Once the maximum poweli’}{,;” is determined, the same subcarrier assigning proceduees pr

sented previously can be used for the multiple PU bands case.

In the power allocation step, if multiple interference doamts are considered in the op-

timization problemP2, the solution given in (4.15) can be generalized as follows

1 o? ’
Pl ==z - (4.23)
7 El:l O‘lQé,m + 5m |hi,m|

wherea! andj,, are the non-negative Lagrange multipliers. Thereforeptioblem becomes
more computationally complex wher&/(+ L) Lagrangian multipliers should be determined.
To find a suboptimal solution for the multiple PUs case, thieies of the allocated power
Piff,fft) (1) under every interference constraiijt are determined using (4.17) and (4.18). Then,
the maximum poweﬁ{‘fn“f‘f that can be allocated to each subcarrier is determined @iogaio

the following formula

PMe = min{ P (1), P (2), -+, P (L)} (4.24)

» S am

Afterwards, the per-user power constraints are testedlantcap-limited” waterfilling is ap-
plied for every usefn. Using (4.20) and (4.21), the updated values of the interfeg thresh-
olds can be found. Afterwards, (4.17) and (4.18) are appbefind the values oﬂffﬁt) (1)

Vi € S. Accordingly, the new values Qﬂ{‘fn‘” can be determined using (4.24). The "cap-
limited” waterfilling is performed again for every SU conerithg the updated maximum values
to find the final solution. The flowcharts of the generalizedg@oallocation algorithm is given

in Fig. 4.4 and detailed in Algorithm 4.5.
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Figure 4.4: Flowchart of the proposed power allocation algorithm.
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Algorithm 4.5 Power Allocation Algorithm

1. Initialize N' = {1,2,--- N}, I4 .. = 0andS = (.

2.Vl e {1,---,L}, Sort{Hi = |h,-0,i2 Qi€ N} in decreasing order with being the

sorted index. Find th&* as follows:

@) Houn = Ssene Hio ™ = N1/ (I + Hyu) 00 = 1.
(b)  whiley{"™ > [, ! do
Hsum = Hsum - Hk(n)l N = N\ {k (n>}' fyl(lnt) = ‘N| / (Itlh + Hs“m)’ n=

n+1
end while
(Int) 1 2 1
(C) SetP (l) — [Vflnt)gé,m - |h7;7:n|2:|

w

. EvaluatePle* = min{P},"" (1), P (2), -+ PO (L)}

,m

4. 1f Y ien.. PMer <P, ¥m
Let P, = P/'* and stop the algorithm.
end if

5. Vm, Perform the’cap-limited” waterfilling on the set of subcarriers,, under the per-
user constrain®,, and the maximum power that can be allocated to each suth)f‘f{i;@
and find the seS,, C \,, whereP, ,,,i""*" = p}o.

6. LetS = {S1USy---US,,}, evaluatelty, .. = It — S, PVFQL

1,m?

setN = S,

I aated = Thesiquar + 2oics Pimi 2, and apply again only the second and third steps to
updatel}*.

7. VYm, Perform the’cap-limited” waterfilling on the set of subcarriefg,, under the per-
user constrain®,, and the maximum power that can be allocated to each suth)f‘f{i;@

_ pW.F
and setP’;,, = P,

In Fig. 4.4, the maximum power determination block appl#®24) to find the maximum
power that can be allocated to every subcarrier. Afterwatdspower constraints are tested

and when one of them is violated, the per-user power budgktisbuted between the subcar-
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riers in the power budget distribution block. Afterwardsg tesidual interference is evaluated
for each interference constraint and the power levels aegljested by performing again the

commands in the maximum power determination and power hsdigribution blocks.

4.5 Computational Complexity Analysis

The exhaustive enumeration scheme needs to itdrat¢imes to exhaust all the cases, and its
complexity of O (N3M*™) is very hard to afford. The algorithm proposed in [22] has aco
plexity of O (N M) with the assumption of sorted channel gains matrices. Ttrerencluding
the sorting complexity of the different matrices as welllas iterative nature of the algorithm,
the complexity will be more tha® (N log N) + O (N M). Moreover, the algorithm proposed
by Wang et al. in [24] has a complexity larger théh(N?M/) and lower thanO (N3M).
Note that the algorithms presented in [22, 24] are not camsid fairness among users and
are dealing with interference temperature constraintasrakper-subcarrier maximum power

constraints.

Recall that our proposed algorithm to solve probléthis divided into two steps: the
subcarriers to users allocation step and the power almtatiep. Each subcarrier in the
first step requires no more thav function evaluations to be assigned to one user depend-
ing on the size of the séf. Hence, the computational complexity of the proposed subca
rier to user allocation algorithm is lower than or eq@al NM). In the power allocation
algorithm, Step2 in Algorithm 4.5 has a computational complexity 6f(N log N) while
Stepsh and 7 of the algorithm execute th&ap-limited” waterfilling for every SU with a
complexity of 2{‘ ON,n) < O(N) < O(NlogN) [41]. Step6 has a complexity of
O (|S|log |S]) 2:1(9 (Nlog N). Hence, the complexity of the power allocation algorithm is
lower thanO (N log N). Thus, the overall asymptotic complexity of the proposelinkpe-
source allocation algorithm is lower th&h(N log N) + O (N M). Table. 4.1 summarizes the

complexity of the different algorithms.
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Table 4.1: Computational complexity comparison

Algorithm Complexity
Optimal O (N3MY)
Wang [24] € [O(N*M),0 (N3M))]
Fadel[22] | O (NlogN)+ O (NM)
Proposed O(NlogN)+ O (NM)
Classical+Pr| O (Nlog N) + O (NM)

4.6 Simulation Results

The simulations are performed under the scenario givengtRi. The values df,, A f, and
o? are assumed to b&: seconds().3125 MHz and 10~° respectively. The OFDM system is
assumed to hawg67% of its symbol time as cyclic prefix (CP). For FBMC system, thetp-
type coefficients are assumed to be equal to PHYDYAS cosdfif€i@2] [43] with overlapping
factor K = 4 as given by (2.16) and (2.17).

The channel gaind and g are outcomes of independent Rayleigh random variables with
mean equal td. Perfect synchronization is assumed between SUs. All thadtsehave been
averaged ovet000 iterations. For the purpose of performance comparisonfdahewing

algorithms are considered:

1. Optimal: the subcarriers are allocated by exhaustive enumeratiile the powers are
allocated by solving2. The optimal capacity is found without considering the mmaim

rate requirements.

2. Classical+Pr. the subcarriers are allocated according to the schememsed-cognitive
OFDM systems [10], while the powers are allocated by solvityg In [10], uniform
powers are assumed on the subcarriers allocated to a gieenBased on this, the sub-

carriers are allocated sequentially to the user with thadsgcapacity.

3. Fadel [22]: the per SU maximum power constraint is generated byeximg the in-
terference constraint into per-subcarrier power congsaising (4.22). The algorithm
allows initially the subcarrier sharing between the userisave a convex problem, and

then approximated to have a binary channel allocation. rAfieds, the interference is
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considered by limiting the allocated powers in order notxdoeed the maximum allowed

in-band interference.

4. Wang [24]: this algorithm allocated initially the subcarriewsthe users with best chan-
nel. The initial allocation is adjusted based on change efwhterfilling levels when
the subcatrrier is assigned to another user. The interfereoestraint is converted into

per-subcarrier power constraints using (4.22) to fit witipakthm formulation.

The simulation results are divided for three cases, thetfistcases deal with an OFDM
based CR system with low and high number of subcarriers arg] &dpectively. The third

case compares the performance of the OFDM and FBMC systems.

4.6.1 Case 1: OFDM with Small Number of SUs and Subcarriers

Two interference constraints belonging to two active PUdsani.e. . = 2, are assumed
with B! = B? and I}, = I? (see Fig. 4.2). Fig. 4.5 plots the average capacity of a CR

system withM = 3 SUs versus the interference thresholds when the numberbctaters

12

I Optimal

[ ]Proposed without Fairness

0ok I Proposed with Fairness :
[ wang 1

[ ]Classical+Pr

[ JFadel

Capacity (Bit/Hz/sec)
D (o]

N
T

0 L L L - L [ —
-30 -25 -20 -15 -10 -5 0
Interfernce threshold Ith1=Ith2 (dBm)

Figure 4.5: Three SUs Achieved capacity vs interference threshold when 8 subcarriers,

P, = 1 mWatt,B' = B? = 1.25 MHz, andR,,;, = 4 Mbits/sec.
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is N = 8, the per-user power budgét, = 1 mWatt andB' = B> = 1.25 MHz. The
proposed algorithm without fairness achieves good pedioaea in comparison with optimal
and outperforms the other algorithms. When the minimum’'sisate constraint oft Mbits/s
is applied , i.e.R,,;, = 16 bits per OFDM symbol, the proposed algorithm with fairness s
performs well where the outage probability of having uselsWw R,,,;,, is reduced as described
in Fig. 4.6.

10

=
o
AN
T

Outage Probability

107k

—<&— Optimal

Proposed without Fairness
—©6— Proposed with Fairness
—¥— Wang

—A— Classical+Pr

—&— Fadel

10’3 I i I I I
-30 -25 -20 -15 -10 -5 0
Interfernce threshold Ith1=Ith2 (dBm)

Figure 4.6: Outage probability vs allowed interference thresholdsmwie= 8 subcarriers,
P, = 1 mWatt, B = B? = 1.25 MHz, andR,,;, = 4 Mbits/sec.

4.6.2 Case 2: OFDM with High Number of SUs and Subcarriers

In this case, the optimal solution is not simulated due textsemely high computational com-
plexity when the numbers of subcarriers and users are iseded he CR system is assumed to
have)M = 10 SUs andN = 128 subcarriers. The per-user power budget is set t&pe= 1
mWatt. Two active PU bands are assumed with= 72 and B! = B? = 10 MHz. The

minimum rate for each user is set to eMbits/s, i.e.R,,.;,, = 80 bits per OFDM symbol.

Fig. 4.7 plots the average capacity vs. the interferen@sttolds with/, = 72 . It can be

observed that as the interference thresholds increasayénage sum rate increases since each
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Figure 4.7: Achieved capacity vs allowed interference thresholds wNea 128 subcarriers,

M =8 SUs,P,, = 1 mWatt,B' = B? = 10 MHz, andR,,,;,, = 20 Mbits/sec.

SU is allowed to have more flexibility in allocating more powe its subcarriers. Remark that
the algorithmsNVang Fadel and Classical+Prare not considering any fairness among users.
The performance of the proposed algorithm without congidethe fairness among the users
outperforms the reference algorithms. Moreover, it is Woidting that the performance of the
proposed algorithm without fairness is considered as aemppund for the case when fairness
is considered. From this fact, numerical results revedalttiteaproposed algorithm with fairness
consideration achieves a very good performance. The bahak/the different algorithms in

Fig. 4.7 can be seperated into two main regions

1. Whenrl}, = I < —20 dBm: in this region, the proposed algorithm aFaidel algo-
rithm significantly improves the achievable capacity of @R system in comparison
with the other algorithms. This is because the interferaocestraint value in this region
highly affects the optimization problem. This reduces ttiei@ved capacity by th€las-
sical+Pr algorithm which does not take the interference constraitd consideration
while allocating the subcarriers. This is also reveals imitéd performance ofVang

algorithm.
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2. WhenI}, = I3 > —20 dBm: in this region, theClassical+Pralgorithm has approx-
imately the same performance of the proposed algorithms fgflects that the system
is behaving like a non-cognitive one due to the high interfiee constraint value. With
sufficient power budgets, the proposed algorithm with fssican perform as the one

without fairness constraints with high interference thdd value.

Fig. 4.8 plots the outage probability of different algonits. The outage probability of the
proposed algorithm with fairness is much lower than thahefreference algorithms. More-
over, the outage probability decreases with the increatfgeahterference constraints because
the different algorithms become more able to fulfill the mnim instantaneous rate for the dif-
ferent users. By using the proposed algorithm, the minimatenis always achieved by all SUs
when the interference constraint is more thatd dBm. This justified by the increase of the
system ability to use more powers on the good CR channelsieey have high interference

gain to the primary system.

Fig. 4.9 shows the average capacity versus the number of $ida the interference

thresholds are-20dBm and—30dBm. The capacity increases with the number of users due to

10° &

107'E
>
B -2
z 10 "
< 3
Qo E
e b
a [
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S -3
a 10
[ Proposed without Fairness
10 F::| —&— Proposed with Fairness
b | —%— Wang
—A— Classical+Pr
—&— Fadel
10_5 i i i i i i i i
-40 -35 -30 -25 -20 -15 -10 -5 0

Interference threshold Ith1=Ith2 (dBm)

Figure 4.8: Outage probability vs allowed interference thresholdsmwiNe= 128 subcarriers,
M = 8SUs,P,, = 1 mWatt,B' = B?> = 10 MHz, andR,,;,, = 20 Mbits/sec.
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Figure 4.9: Achieved capacity vs No. of SUs whew = 128 subcarriersP,, = 1 mWatt,
B' = B? = 10 MHz, andR,,,;, = 20 Mbits/sec.

the multiuser diversity. The lower the number of SUs, thellnéhe difference between the
proposed anlassical+Pralgorithms is. This is because the number of subcarrietsatitia
be allocated to each user will increase which reduces theianod power that will be allocated
to each subcarrier and consequently the amount of inteiderenposed to the primary system.
This causes the CR system to act as a non-cognitive system gdjn between the different
algorithms decreases with the interference thresholdsea€R system becomes closer to the

classical (non-cognitive) system.

Fig. 4.10 shows the average capacity versus per-user p@mstraint,?,,, when the in-
terference thresholds are20 dBm and—30 dBm. The proposed algorithm outperforms the
reference algorithms. The capacity of the CR system inegeas the per-user power budget
increases up to certain total power value. After this vatbe,capacity remains constant re-
gardless of the increase of the per-user power because stensyeaches to the maximum
power that can be used with the given interference thresktdklworth noticing that when the
available SUs power is too low and unable to cause the praatkinterference constraint, the
CR system acts as a non-cognitive one where the proposedtlahggerforms very close to

theClassical+Pralgorithm. The gap between the curves with different imenfice constraints
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Figure 4.10: Achieved capacity vs per-user powgy, when N = 128 subcarriers)p/ = 8
SUs,B!' = B? = 10 MHz, andR,,,;, = 20 Mbits/sec.

is increased with the increase of the power constraintsrevtie behavior of the algorithms

performance can be described according to two main regions

1. WhenP,, < —10 dBm: in this region, the available power budgets is not ablant
troduce the maximum allowable interference to the primastesn. Therefore, all the

algorithms has close performance even with the increadeeahterference constraint.

2. WhenP,, > —10 dBm: the CR system in this region becomes more able to int@du
harmful interference to the primary system. Accordingby/tlae interference constraint
increased, the performance of the different algorithmdde ancreased where the ef-
ficiency of the proposed algorithm appears. Unlike to theviptes region, theClassi-
cal+Pr algorithm andWangalgorithms has limited performance in comparison with the

other algorithms.

Fig.4.11 plots an example of the instantaneous data rata fpven user over time for
the proposed algorithm with and without fairness consittenavhen’}, = 12 = —20 dBm.
It can be noted that the proposed algorithm with fairnesp&elee instantaneous rate above

Rnin, = 80 bits/symbol.
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Figure 4.11: Instantaneous rates over time wh&n= 128 subcarriers)M = 8 SUs,P,, = 1

mWatt, B' = B? = 10 MHz, I}, = I3 = —20 dBm andR,,;, = 20 Mbits/sec 80 bits per

OFDM symbol).

4.6.3 Case 3: OFDM and FBMC with Low/High Number of SUs and

Subcarriers

Fig. 4.12 plots the average capacity of a CR system With= 2 SUs versus the interference
threshold when the number of subcarrierd/is= 8, the per-user power budggt, = 1 mWatt.
Single PU band with bandwidtB = 2.5 MHz is assumed. The fairness constraint is omitted
in this case. The proposed algorithm achieves a good pesftrenin comparison with optimal
and outperforms th€lassical+Pr algorithm. Moreover, the capacity of FBMC based CR
system is higher than that of OFDM based one since the sidgliol-BMC’s PSD are smaller
than that in OFDM which introduces less interference to tb&sPMoreover, the CP insertion

in OFDM based CR systems reduces the total capacity of therays

Fig. 4.13 plots the average capacity versus the interferdmmeshold when the number of
subcarriers isV = 64, the number of SUs id8/ = 10, the per-user power budgety, = 1
mWatt andB = 10 MHz. It can be observed that the gap between the differemtrigitgns
decreases with the interference threshold as the CR systeontes closer to the classical

(non-cognitive) system. The capacity of FBMC based CR sysséhigher than that of OFDM.
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Figure 4.12: Achieved capacity vs allowed interference threshold whers= 8 subcarriers,

M =2 SUs,P,, = 1 mWatt andB = 2.5 MHz.
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Figure 4.13: Achieved capacity vs allowed interference threshold whes- 64 subcarriers,
M =10 SUs,P,, = 1 mWatt andB = 10 MHz.
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In the case of OFDM system, the interference has a high effied¢he system performance
where the efficiency of the proposed algorithm appears. Mane the inefficiency of th€las-
sical+Pr algorithm is shown when the interference constraint adféot optimization problem.
In FBMC systems, the difference between @lassical+Pralgorithm and the proposed algo-
rithm is very small because the FBMC system induces smalluainof interference to the
primary system which makes the CR system behaves very aabe thon-conative one. In
FBMC CR system with an extremely small interference thrésar with high power budget),
the proposed algorithm will be useful and achieves more agpthan theClassical+Pr al-
gorithm as in the region below70 dBm in Fig. 4.13. Since th€lassical+Pralgorithm and
the proposed algorithm apply the same power allocationrigtgo, it is clear that the capac-
ity increase of the proposed algorithm over kassical+Pr algorithm one results from the

subcarrier allocation step.

4.7 Chapter Summary and Conclusions

In this chapter, we proposed an efficient resource allocatigorithm for uplink in multicarrier
based CR networks with fairness consideration. The resaalfocation problem is a mixed
integer optimization problem in which achieving the optirealution is hard to afford. To
reduce the computational complexity, the allocation pssds separated into two steps. In
the first step, the subcarriers are allocated sequenta@liye users according to their channel
quality as well as the interference that they may intrododié primary system. Afterwards,
the multi-user system can be treated as a single user sysheme\the per-user power bud-
get is distributed in the second step among the subcareifsas the total system capacity is
maximized without causing excessive interference to timagoy system. The fairness among
users is considered within the subcarrier allocation bycedy the probability of having users
whose instantaneous rates are below the given minimum Yeigout applying the fairness
constraints, the proposed algorithm can achieve lower ctatipnal complexity along with
better performance in comparison with the reference algos in which the fairness among
users are not considered. The proposed algorithm achiapesisr outage performance when
the fairness among users is considered. We noticed thaathargong the different algorithms
decreases with interference constraints as the CR systarsiaglar to non-cognitive system.

This also happens when the available power budget is lingitetable to introduce the max-
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imum allowable interference. The proposed algorithm redube computational complexity
from O (N3M™) required by the optimal solution 6 (N log N)+ O (N M). Moreover, sim-
ulation results prove that the FBMC based CR systems have oamacity than OFDM based
ones which highlights the importance of considering theafiske FBMC in CR physical layer.
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4.A. Appendix

4.A  Appendix

4.A.1 Derivation of the Optimal Power Allocation Given By Equations

(4.15) and (4.23)

We want to find the optimal solution for the following optiraizon problem

Al Py [hi]?

r}rjli%i(; log, <1 + %) (4.25)

N
s.t. > PO, <L, Vie{l,-- L} (4.26)

i=1
Y Pm<P.  Vm (4.27)

1ENm

P >0 Vi (4.28)

The problem above is a convex optimization problem. Intoidiy the lagrange multipliers’,
i, andg,, for the inequality constraints in (4.26), (4.27) and (4 @&8pectively, the Lagrangian

can be written as

N L N M N
G= 3 Ry (P him) + 3 o (z Pl Izh) S | T PP - S P
= =1

i=1 =1 m=1 i€ENm i=1
(4.29)
The Karush-Kuhn-Tucker (KKT) conditions can be written akoiws
alzo VZ€{17277L}a Bmzo va{l,Q,---,M};
N
al (E P:in,m - Itlh) =0
i=1
B ZPme—P—m)zo; Ym e {1,2,--- , M}
i€ENm
i P = 0; Vie{1,2,---,N} (4.30)
N
Z F)i,mQé,m - Itlh <0
=1
1€ENm
L
Sp = - + Y+ B — i =0
i,m ﬁz"‘Pi,m =1
Rearranging the last condition in (4.30) we get
1 o?
Pro= - 4.31
,m |h27m|2 ( )

L
=1
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SinceP;,, > 0, we get
2
1
(4.32)

g;

‘him‘2 T & 10!
’ Zan,m_‘_ﬁm_,uz
=1

If |hf’2‘2 7<% ! , thenyu; = 0 and hence
7,m Z alQé’m“l‘ﬁm
=1
1 2
P, =— = hoz 5 (4.33)
Zal9£m+ﬂm ‘ i’m‘
=1 ’
Moreover, if of z > 1 , from (4.31) we get
h: L
| 'L,m' Zal927m+ﬁm
=1
1 o? 1
> T > — (4.34)

L
Zalgé,m +5m = M Zalgﬁ,m +5m
=1 =1

and sincey,; P;,, = 0 andy; > 0, we get thatP;,, = 0.
Therefore, the optimal solution can be written as follows
+
1 2
Ph= |~ = ha’ 5 (4.35)
Z algé,m + 5771 ‘ i’m‘

=1

where[r]” = max (0, z). If only one PU is assumed with interference constraint (4.35) is

reduced to
1 o i
(4.36)

]

P::m = I O)l* - 2
« Qi,m + Bm |hi,m|
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5.1 Introduction

Combining cognitive radio (CR) with cooperative commutimas can further improve the

spectrum utilization and enhance the network performalddterent relays in the network can
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collaborate in the spectrum sensing and assist the netwam&rissivity [1]. An overview of

the cooperative communication in cognitive scenario has Ipeesented in [2, 3].

The relay assisted transmission can be categorized intbasiz strategies; amplify and
forward (AF) and decode and forward (DF). In the AF stratélgg,relay amplifies the received
signal and then forwards it to the destination. On the otlardhin DF scheme, the relay
decodes the received massage before the retransmissioiltinarrier based relay networks,
in addition to the power and subcarrier allocation requinagbn-cooperative networks, proper
relay selection and subcarrier coupling in the differergshare required to improve the system

performance.

The resource allocation problem in multicarrier based oognitive relay systems has
been received much attention over the past years (see €lgi][dnd references therein). In [4],
Wang et al. studied the optimal joint subcarrier matching)ower allocation in a single relay
system under the global power constraints. By making usaéegtuivalent channel power
gains, a low complexity scheme is proposed. The algorithatsihes the subcarriers according
to order of their equivalent channel gains and applies themiing among the matched pairs
to find the optimal power allocation. The work in [4] is devedal in [5] by the same authors
to consider the individual power constraints in the sounce gelay where the matching is
performed by pairing the subcarriers according to theindehqualities order. Afterwards,
the waterfilling is performed separately at the nodes. Thealamce between the matched
links capacities is removed by applying the waterfillingiaga the side with the less capacity.
In [6], Boostanimehr et al. developed a subcarrier selactisatching, and power allocation
algorithm in single relay dual-hop networks. The algoritfemmulates a linear assignment
problem to select and match some subcarriers for relayadrrigsion and use the rest only for
direct transmission. Based on the subcarrier matching aledtson information , the power
allocation is evaluated by solving the resulting convexroation problem. Two different
transmission protocols have been analyzed by Vandendt@beie [7] for a single relay dual-
hop scenario with direct link. The difference between the pnotocols is in the use of the non-
relayed subcarriers not in the second time slot. The aufiroree the efficiency of using these
subcarrier to transmit new symbols from the source to therdeson in the second time slot. In
[9-12], the dual approach has been used to allocate theatiffeystem resources where Dang
et al. in [9] dealt with multiple AF relays system while Hsuadt considered DF single relay

system in [10]. Additionally, Wang et al. in [11] optimizegthransmission mode and allocate

142



5.1. Introduction

the different resources considering multiple DF relayse fransmission at each subcarrier can
be either in direct mode without any relay assisting, or camdgbayed through one or several
relays. Each one of the relays is eligible for assisting thesmission which exploits all the
degree of freedom in the network and improve the system pedoce. The fairness between
the nodes is considered in [12]. The transmission durasayptimized along with the other
resources in [13] where the transmission durations at theceand the relay are designed to
be asymmetric, which enhances the degree of freedom fartrigsion. The asymmetric time
allocation has a significant impact on the system capacignthe system has a larger number
of users (destinations) and a longer distance between thieesand destinations. The resource
allocation problem in multi-hop relay network is consideme [14]. The authors proved that
under a fixed power allocation, the optimal subcarrier matglt each relay is achieved by
matching the incoming and the outcoming channels accordirigeir signal to noise rations
(SNR). Using this results, they showed that the joint povlecation and subcarrier matching
can be decoupled into two independent steps where the sigdvgaatching is performed first
and followed by the power allocation. This separation pplecis shown to hold for a variety
of scenarios including AF and DF relaying strategies undléee total or individual power

constraints.

The CR should not disturb the operation of the primary systemegatively altering its
performance and hence, the different resources shouldshédied adequately so that the in-
terference introduced to the primary system is not harnMietzner et al. developed in [15]
a fully decentralized and a distributed feedback-assiptuder allocation schemes to maxi-
mize the output signal to interference plus noise ratio @INr minimize the overall transmit
power subject to predefined SINR target. Jia et al. propas§tbi a centralized heuristic al-
gorithm to select the most profitable pair of nodes and tacatthe different channels based
on the availability of the spectrum. The interference to phenary system was not consid-
ered. In [17], a power allocation algorithm in a single reldfy orthogonal frequency division
multiplexing (OFDM) based CR system has been proposed. tthéeassumption of prior
perfect subcarrier matching in the two hops, the authoegdcethe optimization problem in
the source and the relay individually. The algorithm perfance degrades significantly if the
relay has to forward the receiving message on the same sigscae. there is no subcarrier
pairing. The work is developed in [18] to deal with the bitdaag problem in relay. In [19], the

CR network use the same spectrum of the primary network gdhibaransmission time and
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power of relay-assisted CR network is optimized to reducgeénerated interference while still
guaranteeing its quality-of-service (QoS) level. Additily, the authors of [20] proposed a
distributed relay selection and power control algorithmstéchastic optimization formulation
Is used where the tradeoff between the achievable rate antetivork life time is considered.
Liying et al. presented in [21] a joint relay selection andvpoallocation algorithm where the
cognitive relay system is prevented from inducing seveteriarence to the primary system
by limiting its maximum transmission power. In [22], the laots proposed an algorithm to
select the best transmit way between the network nodes. [§batam can select direct, dual
or diversity transmission based on the available spectminved as the maximum allowable
transmission powers. The systems in [21] and [22] are cenisig single carrier channels. To
the best of our knowledge, the resource allocation with thesicleration of the interference

constraint in OFDM based multi-relay CR has not been ingastid before.

Although that a considerable attention has been devotedetaise of OFDM systems,
OFDM systems has several disadvantages like the sensitivihe fast time variation of the
radio channel in addition to the synchronization error pgots. Furthermore, the cyclic pre-
fix (CP) insertion in each OFDM symbol reduces the spectfaiefcy. Additionally, in CR
context, the large sidelobes of the OFDM signal causes Imggnference to the primary sys-
tem. Filter bank multicarrier (FBMC) is an alternative mcdirrier transmission scheme that
can overcome the OFDM disadvantages by replacing the igat@npulse used in OFDM by
another prototype filter with better frequency localizati@3, 24]. OFDM and FBMC are

considered as a transmission techniques in this chapter.

This chapter considers the resource allocation problendunedhop multi-relay DF mul-
ticarrier based CR system. The different system resoureegqowers, subcarriers and relays,
are optimized jointly in order to maximize the system cagacrlhe resource allocation pro-
cess is performed under the per-node power constraint Aaswble interference to the primary

system constraint. The chapter contributions are sumethgas follows

e We formulate the resource allocation problem as a mixeelggtprogramming problem.
Thanks to the fulfillment of the time sharing condition, theatidecomposition technique
is used to find jointly the optimal subcarrier pairs, seldgtdays and allocated powers.
The group of subcarriers used for the direct transmissiahut relaying) is determined

as well.
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e Due to the high computational complexity of the optimal aitjon, we proposed a
heuristic suboptimal algorithm. The suboptimal algoriteiiocates jointly the differ-
ent resources taking into consideration the channel ggslinterference to the primary
system, individual power budgets and the limitation introeld from applying the DF

relaying strategy.

e We compare the performance of the OFDM and FBMC based CRmsygst®oreover,

the impact of the different constraints values on the sygterformance is investigated.

The contents of this chapter have been partially publishecferences [25-30]. This
chapter is organized as follows: Section 5.2 gives the syst@del while the problem is for-
mulated in Section 5.3. The asymptotically optimal soluti® derived in Section 5.4. Next,
the sub-optimal scheme is presented and the computatiomgdlexity is discussed in Section
5.5. Section 5.6 demonstrates selected numerical regtitiglly, Section 5.7 concludes the

chapter.

5.2 System Model

In this chapter, a multicarrier based relayed CR systenrisidered. Non-overlapping portions
of the primary system bands are available to the CR systene GR frequency spectrum
accommodated’ subcarriers each of them hasf bandwidth. The CR system can use this
frequency spectrum under the condition of not inducing seirgerference to primary system,
i.e. lower than the maximum interference the can be toldrbyethe primary system;,. As
shownin Fig. 5.1, The CR system consists of source, destmahd)/ relays. The source can
transmit to the destination directly or through relays veheach subcarrier can be used either
for the relayed or direct transmission. The relayed trassion is used when it can improve
the system performance. This enhancement occurs whenrtdet lilnk is blocked due to the
exitance of an obstacle or when the direct link has sevenenghattenuation. The relays are
assumed to operate in half-duplex mode with DF-protocals tteceiving and transmitting in
two different time slots. In the first time slot, the sourcansmits to the different relays over
the subcarriers selected for the relayed transmission thretalestination over the subcarriers
selected for the direct transmission. In the second time #le source remains silent in the

second time slot, and the relays decode the received meassage first time slot, re-encode it,
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Primary
System

—— » Transmission
-, i Interference

Cognitive
Destination

selected for direct
transmission

Figure 5.1: Cooperative relay cognitive radio network.

and then forward it to the destination. TJt& subcarrier in the source side which is selected for
relayed transmission should be paired with only one sulaedrin the destination side which
may not be the same g@go form the(y, k) pair that should be assigned to only one relay
The maximum total transmission powers that can be used isdimee and the different relays
are Ps and Py, respectively.

Let €2, represents the interference factor experienced by thertrasion of the CR over
thei'" subcarrier and can be expressed by [31]

di+B/2

0, = / 020, () df (5.1)

di—B/2

where @, is the power spectrum density (PSD) of the subcarrier, andi; is the spectral
distance between th& subcarrier and the primary bang.denotes the channel gain between
thei*" subcarrier and the primary band. Accordingly, the mutu@rierence power generated

by the subcarriei of the CR system to the primary band is

The expression of the PSD, i.#,, depends on the used multicarrier technique and can be
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expressed as follows
—1

o Ts+2 7«21 (Ty — r)cos (2n fr) OFDM 5.3)

H: ()] FBMC

W /2—1
where|H; (f)| = h [W /2] + 2 E h (W /2) —r]|cos (2 fr), wherelV is the length of each

polyphase component arid] are the filter coefficients defined by the PHYDYAS [32, 33]
prototype filter defined by equations (2.16)-(2.17)denotes the length of the OFDM symbol
in number of samples.

By the same way, the interference power introduced by psiregnal with PSDy (¢/%)
into the band of theé’” subcarrier is [31]

di+Af/2

J; = / lyi 1 () dw (5.4)
di—Af)2

wherey; is the channel gain between tii& subcarrier and the primary signal.

5.3 Problem Formulation

The relayed transmission rate of tft& subcarrier in the source coupled with & subcarrier

in the destination and assigned to th& relay, Rreiaycq(j, k, m), can be evaluated as follows

RRelayed(ja ka m) = 5 min JI: (55)
RmD Rm D
10g2 (1 + Uk ,m )

WherePg is the power transmitted over thé&" subcarrier while inP; |, is the power trans-

mitted over thek!” in the R,, to Destination link. R,, means then' relay. Moreover,

Hl, (HE p)tis the square of thg(k*") subcarrier fading gain over source B,(R,, to

destination) link. o2

— 2 2 i i
an(eam) = TAWGN, e T Jitk)r WheT€T . is the variance of

(*k,
the additive white Gaussian noise (AWGN) on the sourc&1d¢R,, to destination) link, and
J;w is the interference introduced by the PU signal into iti¢k"") subcarrier which is eval-

uated using (5.4) and can be modeled as AWGN as described]inf8he source transmits to

1This notation is used in this chapter to indicate that theesese is valid for the terms inside and outside the
parentheses, i.e. the sentence can be read with the teriths the parentheses and also the meaning is correct
when it is read with the terms outside the parentheses.
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the destination over the direct link, the transmission cdtde j** subcarrier is given by

1 PLH!
RDzrect( ) 2 1Og2 (1 + %) (56)

95D

Wherer;D is the square of th¢/ subcarrier fading gain over source to destination Iiar@gp
is the variance of the noise in the direct link. The fae}dn (5.5) and (5.6) accounts for the

two time slots in each transmission frame.

To make the analysis more clear and without loss of gengrafie foIIowing variables

A . i HI HE H.
- — SRm — RmD -
substitutions are considerefy, = —f=, Hy, = —%=L andH}, = 2.

7,m k,m J,D

Our objective is to maximize the CR system throughput by rdeéiténg the subcarriers
that will be used for the direct transmission and those whkndhbe used for relayed trans-
mission, and optimize the subcarrier pairing and relaygyasgent for the subcarriers used
for relayed transmission. The available power budgets eénstiurce and the different relays
should be distributed among the subcarriers so that thantesteous interference introduced
to the primary system is below the maximum limit. Therefdhe, optimization problem can

be formulated as follows

‘ max R
P§>0,Pf  5>0,05,m7 ik
s.t.
) N
- (C1: Source power constraint): Z
;V:
- (C2: Relays individual power constraints): Z R p < Pg,, Vm
- (C3: Interference at the first time slot): E PSQj < Iy
=1
' N (5.7)
- (C4: Interference at the second time slot): >~ > P,’;mDQk,m < I,
m=1 k=1

- (C5: Relayed/Direct transmission constraint)i; € {0,1}, Vj

N
- (C6: Subcarrier pairing constraint): otk < 1,95
k=1

N
Yotk <1, Vk
7j=1

- (C7: Relay Assignment constraint): Yo =1 Vi k
m=1
where
M N N 1 N 1
R é Z Z Z iajwyjktj,kRRelayed(j, ka m) + Z 5 (1 - aj) RDirect(,j) (58)
m=1 j=1 k=1 j=1
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andN denotes the total number of subcarriers wiijjgs the interference threshold prescribed
by PU.Ps andPy, are the available power budgets in the source anditheelay respectively.
Q; andQ ,,, are thej (k') subcarrier interference factor to the PU band from the soana
them! relay respectivelyw; € {0, 1} is the subcarrier transmission mode indicator which has
a value of one when the subcarrier is used for relayed traassom while equals zero if the sub-
carrier is used for the direct transmission. The subcapa@ing constraint ensures that each
relayed transmission subcarrier in the source is paireld ety one subcarrier in the destina-
tion wheret; , € {0, 1} is the subcarrier pairing indicator, i.e;;, = 1 if the ;' subcarrier in
the source is paired with thé" in the destination, and zero otherwise. Additionatly, is the
relay assignment indicator which equals to one when the(pdi) is assigned to thex' relay
and zero otherwise. The source performs the resource alncahere all the instantaneous
fading gains are assumed to be perfectly known. The assomgtiperfect knowledge of all
the channels is a typical assumption for researchers irateis [34—36] and it is assumed in
this chapter too. The result of the ideal case can serve ag@ar-bbound for the work include
another assumption or relaxation. Remark that the charamet petween the CR system nodes
can be obtained practically by the classical channel etbm&echniques, while the channel
gains between the CR system and the PU can be obtained byagsgrnthe received signal
power from the primary terminal when it transmits; under @éssumptions of pre-knowledge

on the primary transmit power levels and the channel recityr§37].

Assume that the subcarrigiis used for the relayed transmission, icg.= 1, and paired
with the k™ subcarrier in the destination side. From (5.5), the maxinuaacity over the
(j, k) subcarrier pair which is allocated to the" relay can be achieved whe‘PgHéRm =
PL L H} . Therefore, the power allocated &t, can be expressed as function of the power

J r7d
at the source aff; |, = PZfSRm. Hence, the optimization problem in (5.7) can be re-written

RmD
as follows

- max R
Pg,ZO,aj,w']’.%,tj’k
s.t. (cnxcaxcaxca(cn

R N N PiH (5.9)
-C2: Z Z Q; jkt]k’ Hk LIS PRm, vYm

j=1k=1

~ M N jHj

- C4: Z Z Q; Jkt]k Hks Q m < Iy

m 1 k=1

13
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M N N N
_ 1 .y 1
R A ZZZ§aﬂ'ﬂfktﬁ'vkbg2 (1+P§H§R + E — (1 — ;) log, (1+PJH§D)
Jj=1

(5.10)

[\]

5.4 Asymptotically Optimal Solution Using Dual Decompo-

sition Technique

Finding the optimization variable@é, @, tjx andz?y in (5.9) is a mixed-integer programming
problem where the complexity is prohibitive for large numbgsubcarriers. The problem in
(5.9) is satisfying the time sharing condition describef88] and hence, the duality gap of the
problem is negligible as the number of subcarrier is suffityelarge, i.e. N > 8, regardless

of the convexity of the problem. (refer to Section 2.4.4 famrmdetails about the time sharing

condition). The solution obtained by the dual method is gstptically optimal [38].

The dual problem associated with the primal problem (5.8)amwritten as

min 9 (B Ym, Ay ) (5.11)

ZUiAZUi =

where 8 and ~,, are the dual variables associated with the power consdrainthe source
and at the different relays respectively. Moreover, thel dadables)\ and . are related to

the interference constraints at the first and second tinte sbgpectively. The dual function
9 (B, Ym, A, p) is defined as follows

9B m Asp) & max L
Pg.>0,aj7tj,k,77;7k (512)

s.t. (C5), (C6), (C7)
where the Lagrangiad is given by
M N N

N
L= Z ya;mt;logy (1+ Pl Hip )+ > (1—ay)log, (1+ PIHL,) +

m=1 j=1k= j=1

m=1j=1

MoNC N N Pimi,

5 Ps — Z ZPS + E Tm Rm_‘ Zajﬂjmkt]k HE Dm +
M N M N N P

ML — 220 2Py | +p | Lo — > Z@'ijtgk IS:IkSZkam

m=1j=1

(5.13)
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The dual function in (5.12) can be rewritten as follows

M N N .
g (67 Ym )‘7 :u) = max Z Z Z ajﬂjr‘?ktj,k’prelay (Pé, k, m) +

PL>0,0;,t; 5,77 | m=1j=1k=1

N | o (5.14)
Z (1 — ij) Ddirect (]) + 5PS + Z ’YmPRm + Ith ()\ + ,U)

]:1 m=1

st. (C5),(C8),(CT)

where
Dretay (P3, k,m) = 3logy (1+ P§Hy, ) — BPs — AP§Q;—

J 1y J 17
PSHSRm PSH

(5.15)

Rm D Rm D

and

Dairect (j) = 2log, (1 + PLHL ) — BPL — APLQ; (5.16)

Therefore, to get the solution, we can start by assumingrahglivalues for the different
dual variables and also assuming that the value of the \tarighis known. Hence, (5.14) is
decomposed int&/ (N M + 1) independent power allocation sub-problems. Dependingen t

value of the variabley;, we have the following two cases:

e Case 1: when thej™" subcarrier is used for relayed transmission, i.ec; = 1

Assume (7, k) to be a valid subcarrier pair and is already matched andat#odo then "
relay. Hence, the optimal power allocation can be deterchinesolving the following

sub-problem for everyj, k, m) assignment

max  Dyeay (Pl k,m)  sit. PL>0 (5.17)

J
PS

'relay(Pg'vkym)

EquatingaD Y = 0, the optimal power in (5.17) is expressed as follows
S

+

| 1 1
Py = S (5.18)

Hj Hj J
B+ Ymptin 4 AQ 4 prtinQy, Hr,
RmD RmD

H

where[z]" = max (0, 7). As the value of the variable; is assumed to be one in this
case, the optimal power allocation found by (5.18) can betsulbed in the first part of

(5.14) to eliminate the power variable and hence the folhgyaroblem should be solved
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for every(j, k) pair

M N N )
g (57 Ym, )\7 :u) max Z_: Z_: E W;?ktj,kDrelay<P;ju ka m)

+BPg + i{‘ Pr,, + Iy (A + ) (5.19)
s.t. (C7)

Therefore, the optimal relay assignment strategy is aekidy allocating thé;, k) pair
to the relay which maximizes the functidd,.;,, (P;j,k,m), ie. n7 = 1if m =
arg max Dejqy (ng, k, m) and zero otherwise. By performing this allocation, the best

relay is determined for every possible subcarrier pair .

e Case 2: when thej"" subcarrier is used for direct transmission, i.e.c; = 0

The following sub-problem should be solved for every subenj

max  Dyirect (7) s.t. Pg; >0 (5.20)
Pg

Solving (5.20) for the optimal power we can find

P*j:[ L 1]+ (5.21)
o B+ A2, HgD .

Using the previous analysis, and for given dual variabléses we can find the optimal
power levels and relay assignment of the gairk) when the subcarrier is used for relayed
transmission, and we can evaluate the optimal power aitocathen it is used for direct trans-
mission. The last remaining step is to determine the optsultarrier pairs and to decide
whether thej** subcarrier should be used for direct transmission or fayed one. Therefore,
the following problem should be solved

(5 Yy A ,u) = max E E Oéj ngrelay (Ps*j7 k7m*) +

Astik | j=1 k=

N M
Z (1 - aj)Ddirect (]) + BPS + Z ’}/mPRm + Ith ()\ + ,U)

j=1 m=1

st.  (C5),(C8)

(5.22)

wherem* in D4y (ng Kk, m*) denotes the best relay selected for the:) pair as described

previously. For a possiblg, &, m*) assignment, i.e.; , = 1 and7r % = 1, (5.22) is reduced to

max ajDrelay (Pg, ]{7, m*) -+ (1 - Oéj) Ddirect (]) (523)

g
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where Py’ in D, is given by (5.17) whilePs” in Dy, is given by (5.20). By solving
problem (5.23), we found
1 if Drea P*j, k,m* > D irect (J
a; = tay (F' ) 2 Dasret 3) (5.24)
0 otherwise
Accordingly, the maximum value betwe@n;, ... (j) andD, .., (ng kK, m*) decides whether
the subcarrie should be used for direct transmission or for relayed trassion based on to

the assignmert, k£, m*). Therefore, (5.22) can rewritten as follows

N N .
(B, Ym, A\, 1) = max Z > tikDmax(PS, k,m*) + fPs+
k| j=1 k=1

M 5.25
> YmPr, + Ly (N + 1) (5.25)
m=1

s.t. (C6)

where D, (P, k,m*) = max{D,eiay (P4, k,m*), Dairet (§)}. The problem in (5.25) is
a linear assignment problem that can be solved efficientlyhkyHungarian method with a
complexity of O (N3) [39]. Note that the set of subcarriers used for direct trdassion can
be determined from the optimal solutiofy, when the profit value associated with the optimal
pair (j, k) With %, = 1S Dyae (P&, k, m*) = Dairect (j)-

The subgradient method can be used to solve the dual probigmguaranteed conver-
gence. After finding the optimal solution, i.62:7, 7. t7, anda; of the dual function at a
given dual points3, v,,, A andy, the dual variables at the + 1)”‘ iteration are updated as

B+ = 5O — (PS—% )

i i i wpe P5TH =
AD ) G PRm_ZZ ity ifz’%si >,Vm
]\/;3—1J= (5.26)
MY = \O — 50 | 1, — > P§j9j>
j=1
(i+1) (3) (4) u N T R Py’ HS
w = =0 Ith—ZMZZ J Jk’tjk’ HY kam
m— 1 : VL

whered® is the step size that can be updated according to the nonsbiedieninishing step

size policy [40].
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5.5 Suboptimal Algorithm and Complexity Comparison

In order to solve the problem efficiently, we propose in tigst®on a suboptimal greedy algo-
rithm by which the different system resources are allocggdly with lower computational

complexity than that of the optimal solution.

We commence the description of the suboptimal algorithmedfinahg the setsd and B
to include all the non-assigned subcarriers in the sourdelendestination sides respectively.
Moreover, define the se! to contain all the relays in the network. In the source sidsume
that the available source power is distributed uniformlgrathe subcarriers, i.eP!™ = %,
and also assume that the interference introduced to theaprigystem by every subcarrier is
equal and hence from (5.2), the maximum allowable power ¢hatbe allocated to thg”
subcarrier isP"** = %J Therefore, the allocated power to tfifé subcarrier in the source
side isP% = min (P}, P/"**). The assigning procedures of a particular subcajrierA are

detailed in Algorithm 5.6.

Algorithm 5.6 Sub-optimal Algorithm

1. For every relayn € M, evaluate the rat&3our = llog, (1 + P}H}, ) achieved by

allocating the subcarrigrto them!” relay.

2. For every relayn € M and subcarriek € B, compute the required power to achieve a

rate in the relay to destination link equal to that in the seup relay link, i.e.P/3%® =

J,k,m
<2(2Ri%?”e>_1>
uni __ PRy, mar __ Iin
7y . Then, evaluaté’’7} = = and P77 = 55— where[B| means the
cardinality of the se5. Afterwards, sePower; ., = min (PJe  PLri pror),

3. Findk* andm* satisfying (k*,m*) = argmaxy,,, (Power; 1Y ). If PLHL, >
Power; - m-Hf;, _p, the direct link is selected. Otherwise, sgt- = 1, 7{7,., and
P}, = Powerj- - and update then*" relay power budget a¥r. = Pg: —

Power; j+ mx.

4. Remove the subcarriefsandk* (in case of relayed transmission) from the sétand 3

respectively and repeat the procedures until thedsstempty.

The first step in the proposed algorithm determines the aetlieapacity by allocating a
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given subcarrieyj in the source side to a specific relay. From (5.5), the ratéeaet on the
relay to destination link should be equal to that in the setocrelay link in order to avoid the
capacity imbalance. Therefore, the amount of power requo@chieve this equality is evalu-
ated in the second step. The limitation of the power andfietence constraints are considered
by the third step where the relayed or direct transmissideisrmined. The subcarrier pairing

and relay selection indicators as well as the remaininysgdawer are updated in the last step.

In the optimal solution derived in the previous sectigh, + 3) dual variables are updated
in every iteration. Using these valueg,(N M + 1) function evaluations are performed to find
the power allocation. Afterwardsy/ function evaluations are performed for every possible
subcarrier pair where there aré! subcarrier matching possibilities. By including the com-
putational complexity of the Hungarian method and Mdunctions evaluations required to
classify the subcarrier into the direct or relayed transimis, the optimal solution derived in
the previous section has a complexity®@fT' (M N? + M(N!) + 2N + N3)) whereT is the
number of iterations required to converge which is usuatini38]. In the proposed scheme,
every subcarrier in the source side requires no more than- M/ N) function evaluations to
be paired and assigned to the relay or selected for the disgrgmission. Therefore, the com-
plexity of the proposed algorithm 8(M N + M N?). Table. 5.1 summarizes the complexity

of the algorithms.

If the direct link between the source and the destinatiotoisked in all the subcarriers due
to large distance or existence of an obstacle, the dual deasition technique is adopted after
assuming that all the subcarrier are used for relayed trassm, i.e.«; = 1,Vj. Moreover,
the third step in Algorithm 5.6 should be modified accordynigy removing the part related to
direct transmission selection. Additionally, if the CR & has only one relay, i.e\/ = 1,
the relay selection step in the optimal solution should bé&tech The Algorithm 5.6 is still
valid and can be used to find jointly the subcarrier pairs &edallocated powers. However,

in case of single relay CR system, the scheme used in nont@gsystem can be adapted.

Table 5.1: Computational complexity comparison

Algorithm Complexity
Asymptotically Optima| O (T(MN? + M(N!) + 2N + N?))
Proposed suboptimal | O(MN + M N?)
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Specifically, the optimal subcarrier pairing strategy im+omgnitive DF networks is achieved
by ordering the subcarriers in the source and the destmaitd®es according to their signal to
noise ratio (SNR), and pair the subcarriers with the samerdapether [5]. Conversely, this
strategy is not optimal in CR systems due to the existencheoirterference constraints and

can be modified to get a suboptimal solution as follows

1. Fix the subcarriers powers: assume that the interference induced to the primary system
is divided uniformly on the subcarriers, i.e. every subieais able to induce interference
to PU equal toffﬁ’ Therefore, from (5.2), the maximum power that can be atkxt#o
the ji" (k') subcarrier in source(destination) side is

mazx [ pmary __ Ith
PO = Satton (5.27)

Remark that the subscript is removed since we are considering the single relay case.

Similarly, the power constraints can be distributed umiftyron the different subcarriers

to get
P () = SEV ) (5.28)
and hence, the allocated power to /g k") subcarrier is
PI(Php) = min (P (P, Prs( P)) (5.29

2. Match the subcarriers: The already fixed powers in (5.29) are considering the inter-
ference and the power constraints, therefore, the chamaditigs should be considered
also in order to achieve a good subcarrier matching critéténce, the subcarriers in the
source and destination sides are ordered according to tiieigtr of the powers found
using (5.29) and the channel gains, i.€%(Pk,) x HL,(HE,). Afterwards, every
subcarrier in the source side is matched with the subcastitérthe same order in the

destination side.

3. Re-adjust the assigned powersgiven the subcarrier matching found by the previous
step, the original optimization problem can be solved to fivedoptimal power allocation
vector according to this matching. In the case when thetnémowers of the CR system
is limited by the interference constraints only where thalable power budgets is high
enough, the algorithm described in chagiean be adopted in this step in order to find

the solution efficiently as described in Appendix 5.A.1.
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5.6 Simulation Results

The simulations are performed under the scenario givengrbHi. A multicarrier system of
N = 64 subcarriers is assumed. The value§pandA f are assumed to bg: seconds and
0.3125 MHz respectively. The OFDM system is assumed to haeg&a% of its symbol time
as cyclic prefix (CP). For FBMC system, the prototype coedfits are assumed to be equal to
PHYDYAS coefficients with overlapping factdk = 4 and are defined by (2.16) and (2.17).
The channel gains are outcomes of independent Rayleighbdigtd random variables with
mean equal td. All the results have been averaged ovei0 iterations. In the simulations,

the following algorithms are considered

1. Optimal with direct : apply the solution based on the dual decomposition tecteniq

presented in Sec. 5.3.

2. Optimal without direct : apply the solution based on the dual decomposition tecieniq
presented in Sec. 5.3 when the relayed transmission is edlamly while the direct
link is always blocked, i.e. the direct/relayed transnuesndicatora; is assumed to be

oy = 1, VJ
3. Suboptimal: apply the proposed suboptimal algorithm described in Séxc.

4. SNR: the subcarriers are paired and assigned to the relays loms#teir SNR. The

powers are evaluated by solving (5.9) with the known valdes;of; , and~; .

5. Random: the subcarriers are paired and assigned to the relaysmandbhe powers are

evaluated by solving (5.9) with the known valuesgf¢; ;. andr?,.

The simulation considers two different cases, the first casg with multi-relay system
which is able to use either the relayed or direct transmmssgibile the second case consid-
ers the relayed transmission in single relay CR system umatdrthe interference and power

constraint, and under the interference constraint only.
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5.6.1 Case 1: Multi-relay CR System with Direct Link Transmission Abil-
ity

Consider an OFDM based CR system with = 5 relays. Fig. 5.2 depicts the achieved
capacity of the optimal and suboptimal schemes vs. thefer@rce constraint. The solid lines
plots the case wheRy = Pz = 0 dBm, while the dashed ones whép = P = 20 dBm. The
achieved capacity is compared with that when only one offettence or power constraint is
applied. The interference (power) only performance formsigper bound for that with both
constraints. To that end, the performance of the optimaltg&sl under both constraints has

three different regions. Considering the casé&’of= Pz = 0 dBm, the three region could be

explained as follows

1. If I, < —30 dBm : the performance is equal to that of the interferencg cake.
The limited effect of the power constraints comes from thalsralue of the allowed
interference since only a small quantity of the availablgocan induce the maximum

allowed interference.

2. If I, > —20 dBm : the performance is equal to that of the power only. Trstesy in
this region performs like a non-cognitive one since thelat# power budgets cannot

induce the maximum allowed interference threshold.

3. If =30 < I, < —20 dBm : in this region both the power and interference constsai
are affecting the optimization problem. The optimal saotperforms close to the upper

bound formed by the interference (power) only curves.

The same observations can be applied on the casg ef Pr = 20 dBm but with different

ranges of the regions.

To more clarify the different regions, Fig. 5.3 plots thgtimal with directachieved ca-
pacity for different interference and power constrainty. fRing one of the constraints, one
can see that the achieved capacity increases with the gihteraertain point. After this point,
the change of the constraint value does not affect the aethieapacity. This is can be justified

as follows

1. With fixed power constraint, the CR capacity become canidtacause the induced in-

terference to the primary system using the fixed power budgual or lower than the
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maximum interference specified by the interference coimstra

2. With fixed interference constraint, the CR capacity bee@wonstant because the incre-
ment in the available power will not be used by the CR systemre/the maximum
power that can be used without violating the interferenaestraint is reached at this

point.

Fig. 5.4 shows the achieved capacity of the different atgors vs. the interference thresh-
old. It can be noticed that the capacity is increased by denisig the relayed transmission with
ability of using the direct link in some subcarriers. Moregthe CR system capacity increases
with the interference threshold as the CR system becomdabke more power on the differ-
ent subcarriers. Additionally, the throughput increasssexpected- with the increase of the
available power budgets. However, the increment in theutjinput by changing the available
power from0 dBm to20 dBm is very small when the interference threshold is low&iboth
systems use approximately the same amount of power to intlec@maximum allowed inter-
ference to the PU. Moreover, teaboptimaklgorithm with low computational complexity has

a near optimal performance and outperfo®NRandrandomalgorithms. It is worth mention-

7
. —o— Optimal with direct y: 2 =
—%— Optimal without direct Y b
—A— Suboptimal //& , 4+
-
—p— SNR )
st —+— Random /%,
o
Q
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0, : i L i i i i
-60 -50 -40 -30 -20 -10 0 10

Interference threshold lth (dBm)

Figure 5.4: Achieved capacity vs the interference threshold. The dwles when withPy =
Pg,. = 0. dBm while the dashed ones when with = Pg, = 20. dBm.
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ing that the performance loss of teeboptimahlgorithm relative to theptimal with directone

is caused by different factors. In tisaboptimalklgorithm, the available power budgets in the
source and the destination are distributed equally betwieesubcarrier which is not always
optimal depending on whether the system is operating ondmdfsw SNR. Moreover, the step
ladder power allocation in which every subcarrier is assitoeinduce the same amount of
interference to the PU is shown to create some performargradiation as presented in [34].
Additionally, thesuboptimahklgorithm performs the subcarrier pairing and the poweicaliion

in sequential way starting from the first subcarrier up tol#st one. When a given subcarrier
in the source side is paired with another one in destinaiab ¢he latter cannot be used any-
more for the next steps. Hence, the order of the subcarrsggrasent process may slightly
degrades the performance of th&optimakcheme. In the low interference thresholds region,
the SNRbased matching criteria applied in the non-cognitiveayshas limited performance
in comparison witloptimalbecause it does not take the interference to the primargmsyisito
account. Furthermore, the gap betweendpémal algorithm and theSNRalgorithm is de-
creased with the interference threshold as the system bslténser to the non-cognitive one.
The same interpretation can be applied on Fig. 5.5 in whielatiieved capacities are plotted
vs. the available power budgets in the source and the relayhis figure, the non-cognitive
behavior lies on the low power region where the availablegydwdgets are not able to induce

the pre-specified interference threshold.

To compare the performance of OFDM and FBMC based systemaperative relay
networks, Fig. 5.6 and Fig. 5.7 plot the achieved capacitthefalgorithms against different
interference thresholds and different power constraretgectively. In Fig. 5.6, two different

performance regions can be identified as follows

1. Whenl,;, < —30 dBm: the capacity of the FBMC based CR systems is more that tha
of the OFDM based ones. This is because of the small sidelufltbe FBMC systems
as well as because of loss of the spectrum efficiency in OFDa&ltdihe use of the CP.
Therefore, the interference constraint generally haslsgffact on the performance of

the FBMC based systems which is not the case in OFDM ones.

2. Whenl,, > —30 dBm: both of the system has almost the same performance when
operating with high interference thresholds or low powetdrts. This is can be justified

by noting that the systems in this region operate in nondvgniike environment.
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Figure 5.5: Achieved capacity vs available power budget with = Py . The solid lines
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Similarly, in Fig. 5.7, the region wheRs = Pr, < —5 dBm represents the noncognitive-
like environment; where the available power budget is nt# &introduce high interference.
When the power constraints increase more than this valu®]@Bystem has significantly
improves the CR capacity since FBMC based systems can usetransmission power which

increase the total system capacity.

5.6.2 Case 2: Single-relay CR System with Blocked Direct LinTrans-
mission

In this case, only one relay is considered to assist thertrersgon where the direct link between
the source and the destination is blocked. In addition tostit®optimaland SNRwhich is

defined previously in the beginning of this section, thedwihg algorithms are considered

1. Optimal: apply the solution based on the dual decomposition teclenpyasented in

Sec. 5.3 considering one relay and relayed transmissign onl

2. Adapted-classical: apply the scheme proposed at the end of Sec. 5.5 by adapéng th
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scheme used in non-cognitive systems.

3. Without pairing: assume that the data transmitted by the source over a gibearsier
in the first time slot is forwarded by the relay over the santeatrier in the second time
slot. The powers are evaluated by solving the optimizatimblem witht;, = 1 for

every;j = k and zero otherwise.

Fig. 5.8 and Fig. 5.9 show the achieved capacity of the diffealgorithms vs. the in-
terference threshold and the available power budgetsctgply. In addition to the comments
about the previous figures, we can notice that the performantheadapted-classicahas
more computational complexity than tlseboptimalalgorithm and its performance lies be-
tween theoptimal and thesuboptimalalgorithms. Moreover, the limited performance of the
without pairingalgorithm confirms the performance enhancement that géapedlowing the
subcarrier pairing. Remark that as the interference caimsincreases, the SNR algorithm and
the adapted-classicahlgorithms become very close to the optimal solution. Thibaécause
the system with high interference constraint work in the aogmitve-like region, where the

subcarrier paring according the channel qualities is ogltim

7
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Figure 5.8: Achieved capacity vs the interference threshold in simglay CR system. The
solid lines when withPs = Pp,, = 0. dBm while the dashed ones when with = P, = 20.
dBm.
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Fig. 5.10 plots the average capacity of the CR system vs. ritegference threshold

when there is no power budget limit, i.e. interference aamst only. Theadapted-classical
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Figure 5.9: Achieved capacity vs available power budget with= Py, in single-relay CR
system. The solid lines whelly, = —30 dBm while the dashed ones whép = —10 dBm.
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Figure 5.10: Achieved capacity vs the interference threshold in simglay CR system with

interference constraint only.
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here apply the scheme proposed at the end of Sec. 5.5 andeugewvtier allocation strategy
described in Appendix 5.A.1. Thadapted-classicahlgorithm has a close performance to
optimal algorithm and performs better than the other athors which confirm the efficiency
of the applied scheme. Thdthout pairingalgorithm has the worst performance which reveals
the importance of the subcarrier matching in the relay nekeidRemark that the performance
of the SNR algorithm is enhanced by increasing the intemfsgeonstraint due to the optimality

of this scheme in the non-cognitive radio scenatrio.

5.7 Chapter Summary and Conclusions

In this chapter, we have considered the resource allocatioblem in multi-relay multicar-
rier based CR system. Two time slot transmission is consttethere the relays employs the
DF strategy. The objective is to maximize the CR achievedci#ypwhile maintain the inter-
ference introduced to the primary system in every time sébbw a pre-specified threshold.
Additionally, the separate source and per-relay powertcainss are considered. The source
can transmit to the destination directly or via relay. Thebpem is a mixed integer program-
ming problem which is hard to solve. Therefore, the dual dgmusition technique is used to
find jointly the subcarrier pairing , relay assignment and/@oallocation. Based on the result
that when the time sharing constraint is satisfied, and thaxewn of subcarrier is high enough,
the duality gap between the solution of the primal and thd gduzblems is zero regardless
of the convexity of the problem. Accordingly, the solutiohtiee dual problem is asymptoti-
cally optimal. The dual decomposition technique evaluagstively the solution where the
subgradient method is used to update the different duadbi@s. In each iteration, the power
levels are determined firstly for every relay and subcapér in case of relayed transmission
and for every subcarrier in the source side in case of diranstnission. Afterwards, the best
relay is selected for a given subcarrier pair in the relayaalsmission. Based on that, the profit
of the relayed and direct transmission is compared and yitiad Hungarian method is used
to find the optimal subcarrier pairs as well as to determimestiibcarriers used for the direct

transmission. The iterations are repeated until convergen

To reduce the computational complexity of the dual decontipostechnique, a greedy

suboptimal algorithm is proposed to allocate the diffem@sburces jointly. The suboptimal
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algorithm starts with evaluating the achieved capacity llpcating a given subcarrier in the
source side to a specific relay. To avoid the capacity imlzal@amthe source to relay and the re-
lay to destination links, the power required to achieve #raerate in both sides is determined.
Afterwards, the limitation of the power and interferencastoaint is considering by choosing
the minimum allowable power and then the best subcarriergral relay are determined for
every subcarrier and relay. Finally, the direct transmisss selected if its achieved capacity
is better that the relayed one. The suboptimal algorithniegels a near optimal performance
with much less complexity and outperforms the SNR and randased methods. The subop-
timal algorithm reduces the complexity froth(T'(M N? + M(N!) + 2N + N?3)) required by
the dual decomposition techniqued@ M N + M N?). The performance of the different algo-
rithms as well as the impact of the different constraintshendystem capacity is discussed in
the simulation part. Additionally, the capacities achetlay OFDM and FBMC based systems
is compared to prove the efficiency of using FBMC in the CReayst.
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5.A Appendix

5.A.1 Power Allocation Under the Interference Constraint Only with Known

Subcarrier Pairs

By applying the subcarrier pairing step and ordering theauiers in the source and the relay
sides, the subcarrier index in both sides can be changed;feardk to i for notation simplicity,
i.e. thei® subcarrier in the source side is paired with tHesubcarrier in destination side.
Therefore, the power optimization problem can be writtefolews
N . .
g;zfé; 3108, (1 + PiH{p)
s.t. - (Interference in the first time slot ):
f)lpé% < Iy (5.30)

- (Interference in the second time slot ):

N ..
PsHsr i i
Z 2R QR S Itha

The above problem is a convex optimization problem. Apmtie KKT conditions and solv-

ing for the optimal power, we can get

+
1 1

Pl = : - —
i HSr (yi !
nQS—l—vﬁQR Hgp

(5.31)

wherer, v are the non-negative Lagrange multipliers. Solving fortipld Lagrange multipli-
ers is still computationally complex. To develop a compotally efficient power allocation

algorithm, the following stages can be performed

e Maximum power determination: we can commence by assuming that the maximum
power that can be allocated to each subcarfjgr, is determined subject to the interfer-
ence constraint in the first time slot only. Therefore, tHBWing problem is addressed

N
max . % log, (1 + Pé(Tl)H§R>

P§<T1)>O i=1

. (5.32)
s.t. E Pé‘(Tl)Qg S Ith
i=1

where(7'1) stands for optimization under the interference constiaittie first time slot
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only. Following the analysis given in [34], we get

. +
P = |- __1
5(T1) A€ Hyp
N
A\ = \ \ _
Ith

(5.33)

SR

where); is the non-negative Lagrange multiplier.

¢ Interference in the second time slot testing:once the maximum allowed power is
determined, i. e P! .. = Psr1), the interference in the second time slot is tested to

check whetheE (Pt HLpQ%)/Hbn < Iy, holds or not. If the relation holds, then the

max

solution is found wheré’ = Pt . Otherwise, the next step is performed.

max "

¢ Interference in the second time slot consideration:the power should be distributed
according to the interference in the second time slot ontgrgthat the power allocated
to each subcarrier is lower than or equaltf,,. Hence, the following problem should

be solved
max Z 1log, < PS(WF)HgR>

S(W F) 1=

s.t. - S(L)HSR@ < I (5.34)

i=1 Hkp
0 < Pérp) < Phax
The former problem can be solved efficiently by using the ephof the”cap-limited”
waterfilling [41]. If the interference in the second timetsio considered only, the fol-

lowing optimization problem is formulated

max Z 1log, < PS(T2)HgR)
S<T2>>°Z (5.35)
s.t. z Fry SRQZ < Iy

where(72) stands for optimization under the interference constiaitite second time

slot only. The solution can be given as follows

+
Pé(n): ( 1)/ —
)‘2H§RQ§2 H}iw Hyr
N (5.36)
2 7.
Ith""z L

SR
where )\, is the non-negative Lagrange multiplier. Given the inigalution evaluated

by (5.36), the channels that violate the maximum poRgr, are determined and upper
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bounded withP?

max "

The total interferencé,, is reduced by subtracting the interference
induced by the powers assigned so far. At the next step, goeitim proceeds to suc-
cessive applying of (5.36) over the subcarriers that didvimate the maximum power
Pt in the last step. These procedures are repeated until theatdd poweng'(W P

max

doesn't violate the maximum powét’, . in any of the subcarriers in the new iteration.

Power levels re-adjustment:The solution,,;, -, satisfies the interference constraintin
the second time slot with equality which is not the case ferititerference constraint in

some of the powers allocated

max’

the first time slot. Since it's assumed th;, ., < P,
to subcarriers is not reaching the maximum allowable vaitesh make the interference
introduced to the PU system in the first time slot below theghold/,,,. In order to take

advantage of the allowable interference, some power caakas tfrom one subcarrier
and given to another hoping to increase the total systencigpdherefore, the values
of the maximum power that can be allocated to each subca?fjer should be updated

depending on the left interference. The left interfererare loe determined as follows
N . .
Iese =T — > Péuwm (5.37)
=1
Assuming thatS C N is the set of the subcarriers whose povirgfy. ) that reach the

max? ' max

maximumP;, .., .65y p) = Pra,, Vi € S, then, Py Vi € S can be updated by

applying (5.33) on the subcarriers in the Sewith the following interference constraints

]updated = ILeft + Z Pé’(WF)QZS (538)
=
After determining the updated values Bf, ., (5.34) is solved again to find the final

solutionPg" = Py .
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Chapter 6

General Conclusions and Future Work

"Not knowing when the dawn will come, | open every dokrhily Dickinson.
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This dissertation has tackled the resource managemerieprab multicarrier based cog-
nitive radio (CR) systems. Specifically, three scenariag lieeen considered: downlink trans-
mission, uplink transmission, and relay assisted trarsions For the different scenarios, the
optimal solution of the problem is investigated and low cterjy efficient algorithms are
proposed. Furthermore, the impact of the different comdsas studied. Eventually, the per-
formance of using orthogonal frequency division multiptex(OFDM) and filter bank multi-
carrier (FBMC) in the CR physical layer is compared. Thedwihg assumptions are always
considered in this dissertation:the channel state information (CSlI) is known at the cogaitiv
base station (CBS) -or at the source in the relayed transmisshich is in charge of perform-
ing the resource allocation process$. the CSI as well as the channel occupancy status are
assumed to be constant during the frame transmission. Ifollogving, the main results of

each chapter and some future work points are summarized.

177



Chapter 6. General Conclusions and Future Work

6.1 Conclusions

Chapter 3

In this chapter, the downlink scenario is considered. Theative is to maximize the
capacity achieved by the CBS subject to the total power ataif@rence constraints. As the
problem is formulated as a mixed-integer optimization pgobwhich is hard to solve, a two
step algorithm is applied in order to reduce the computatioomplexity. The subcarriers are
assigned sequentially to the user with the maximum signabitee ratio (SNR) in the first step,
while the available power budget is allocated to differartcarriers in the second step. To
further reduce the computational complexity of the powéscation part, every subcarrier is
assumed to be belong to the nearest primary band and ingsdnierference to it only. Ac-
cordingly, Pl-algorithm is proposed to solve the power allocation problem efficienfis a
result, the two steps separation reduces the original noldomplexity to be solvable with
O (N?3) complexity wherel is the number of subcarriers. Moreover, fPlealgorithmin ad-
dition to the assumption of the nearest primary band assgihfarther reduce the complexity
from O (N?®)to O (N log N) + O (L) whereL is the number of primary bands. By simulating

the different algorithms, the following results are ouglih

e The proposedPl-algorithmapproaches the optimal solution and outperforms the previ-

ously proposed algorithms in the literature.

e The assumption that every subcarrier is belonging to theese@rimary band is rea-
sonable as the maximum interference constraints are lsligbtated. This implies that
when such an assumption is applied, the considered inteiterconstraints should be

marginally lower than the pre-specified one by the primastey.

e While respecting the interference constraints, it is vedifthat transmitting over both
active and non-active primary bands simultaneously aelsiigher capacity than trans-
mitting over active bands only, i.e. overlay spectrum ascekhe difference is highly
dependent on the channel status between primary and segamstas. Channels with
high attenuation result less interference to the primasgesy and allow the secondary

users (SUs) to use more powers which improves the overallapRaity.

e Due to its small sidelobes and due to the loss caused by thie pyefix (CP) insertion

in the OFDM symbols, FBMC achieves higher performance th&Dk. It is worth
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mentioning that using FBMC with the assumption of that thlecsurier is introducing
interference to the nearest primary band only will not ptpaiolate the interference

constraints due to the almost negligible interferencevthiced by the FBMC.

Chapter 4

This chapter considers the resource management problepiink scenario. Therefore,
the global power constraint in the downlink case is repldmgdiultiple per-user power con-
straints. Additionally, the interference to the primarytais not only induced by one source,
i.e. CBS, as in the case of downlink but it is induced fromet#int SUs. The channel con-
ditions between each SU and the primary bands are diffefEme. consideration of fairness
constraint between the SUs complicates more the problenthé\groblem is a mixed-integer
optimization problem, efficient low complexity algorithsproposed. The algorithm performs
the allocation in two sperate steps. The subcarrier to wHkrsation is performed first and
followed by the power allocation on the subcarriers. Untike downlink case, allocating the
subcarrier to the user with the best channel condition ipbmal in uplink. Accordingly, we
developed an algorithm that performing the subcarriercation taking into account the differ-
ent constraints. The fairness is considered in the firstisgeeducing the outage probability
of having users whose instantaneous rate is below the mmineguired rate. After that, the
per-user power is distributed among the subcarriers by fyiadithe Pl-algorithmto fit into

the uplink configuration. The following results are outline

e The capacity achieved by the proposed algorithm is neargtimal one evaluated by the
exhaustive search algorithm. Additionally, the propodgdrithm outperforms the algo-
rithms presented in literature. The proposed algorithnueced the computational com-
plexity from O (N*M*) required in the exhaustive search@®(N log N) + O (NM)

whereN is the number of subcarriers aid is the number of SUs.

e By comparing the achieved capacities of the proposed dfgorwith and without ap-
plying the fairness constraints and also comparing thegeupaobability curves of them,
one can notice that although the capacity loss from introdpihe fairness constraint is
small, the proposed algorithm with fairness can maintagnféirness between the users

which reveals the excellent overall performance of the pseg algorithm.
e Simulations show that the resource allocation used in tmeerttional (non-cognitive)
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multicarrier systems is inefficient in the cognitive onesept in the cases when the CR
system is acting similar to the non-cognitive system. Thisgens when the interference
constraint is high or when the power constraints are lowsThbecause the available
power is not able to induce interference to the primary bandee than the maximum
allowable limit. Additionally, since the number of subgars allocated to every SU is
inversely related with the number of SUs, the CR system veith$Us might be close to
the non-cognitive one because less power is allocated tosedocarrier and consequently

small amount of interference is introduced to the primanydsa

Chapter 5

Unlike the previous chapters, this chapter deals with theyesl transmission scenario.
The resource management problem in a dual-hop multi-redapdk-and-forward (DF) mul-
ticarrier based CR system is tackled. The transmission tf@rsource to destination is per-
formed in two time slots. The interference introduced togheary system at every time slot
should not exceeds the maximum interference temperaturethat can be tolerated by the
primary system. The source can transmit directly to theiinktsbn or via relays. If the relayed
transmission is selected, the subcarrier in the sourcddleupaired with another one in the
destination side. This subcarrier pair has to be assignedeaelay exclusively. Therefore,
to decide the transmission way, i.e. direct or relayed, anfintd the subcarrier pairs, relay
assignment and power levels, the problem is formulated aptmization problem. Although
that the formulated problem is not convex, the problem Besishe time sharing condition and
hence, the dual decomposition technique is applied to mlatsymptotically optimal solution
with zero duality gap in the limit of having sufficiently laxgnumber of subcarriers. By the dual
decomposition technique, the power is evaluated for evesgiple subcarrier pair and relay
assignment and for the direct transmission as well. Aftedsjathe best relay is determined
when the subcarrier is used for the relayed transmissioanttally, the Hungarian method is
adopted to determine the best transmission way for everyastibr and to find the final sub-
carrier pairs. The subgradient method is applied to upd&tetial variables in every iteration.
As the subgradient algorithm requires high numbers of titema to converge to the optimal
solution, a heuristic suboptimal algorithm is proposecettuce the complexity. The following

results are outlined

e By applying the dual decomposition technique, the origineded-integer problem can
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be solved in polynomial time. The suboptimal algorithmMertreduces the the computa-
tional complexity of the dual decomposition scheme and heessaa optimal performance
and outperform the algorithm used in the non-cognitiveesyst The suboptimal algo-
rithm reduces the complexity fro@ (T'(M N? + M (N!) + 2N + N?3)) required by the
dual decomposition technique @M N + M N?) whereT denotes the number of iter-
ations required to converg@/ denotes the number of relays, andis the number of

subcarriers.

e The capacity of the system which is able to transmit over trextlink is more than that
when the direct link is blocked for all the subcarriers in slo@irce side. This is expected

since the source has more flexibility to choose the bestrirasson way.

e A special case of having single-relay is studied. The algoriused in non-cognitive
systems is adapted to solve the cognitive one. This can be bpmassuming that the
power budgets is distributed uniformly on the subcarriexd e subcarriers are able to
induce the same amount of interference. The minimum betieeses two quantities
is selected and the subcarriers are paired according tardlee of multiplication of the
powers and channel gains in the source and the relay. Thosithign has excellent per-
formance compared with the optimal and outperform the cdmswhere is no subcarrier
pairing, i.e. the relay have to forward the information oa #ame subcarriers used by

the source.

6.2 Future Work

Different CR scenarios has been considered in this digesrtaHowever, there are still many

open issues to analyze. In the following, some importanir&utesearch directions are listed

e The work presented in chapter 3 and chapter 4 considerdibatimary and secondary
systems are located in the same cell and there is only one C&%idering the multi-
cell scenario is a possible future work extension where tihearrier, powers and users
should be distributed properly between the different BSs.a¥lal. in [1] studied the co-
existence between the primary and cognitive networks irtioglil orthogonal frequency

division multiple access (OFDMA) systems. Each CBS is agglto be collocated with
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one primary BS and transmitting in different frequenciegeftay access). Addition-
ally, CR system can use overlapping channels with the neigidp cells. One of the
limitation of this work is that it assumes that the CR can s$rait only when the pri-
mary network is operating in the uplink mode. This assunmpisoused by the authors
to limit the interference constraint to be related only te grimary BS and not to the
users. Although this assumption simplifies the problemmtitoduces more limitations
on the time of the spectrum usage. More work should be peddrm consider the case
where all/part of the primary BSs are operating in the domknthode where more careful
resource allocation is required to avoid the interfererideis relaxation requires more
deep study on the way of reducing the coordination commtiniesibetween the nodes.
Additionally, the inter-cell overlay access should comesithe out of band interference
to adjacent bands which is not considered by the authors.e vearent work has been
presented by Choi et al. in [2] to consider the downlink samctel and power allocation
in multi-cell OFDMA CR networks. The proposed scheme cdrsié three different
blocks: 1) fairness block which allocates more resourceldaell with high data rate
requirements, 2) power allocation block to allocate the gravto different users in such
a way that limited interference is induced to the primarysigBUs), and 3) subchannel
allocation block to distribute the available frequency dsbetween cells. The authors
assume an exclusive channel allocation, i.e. the chanloebaéd to one cell is not used
by any of the nearby cells. The PUs use point-to-point comoation and the interfer-
ence constraints to them are converted into several maxitramamit power constraints
for every CBS and subchannel. Extension of this work to abersihe uplink scenario
is not trivial. In uplink, the interference induced by everser should be considered in
the scheduling process which is different from the downtake where the selection of
users does not affect the interference constraints. Auditly, adaptive frequency reuse
factor might be applied. Specifically, the spectrum can laeeshbetween the cells when
there is no users in the cell edges while exclusive allonasagpreferred when severe
inter-cell interference is expected. The door is still of@mndeveloping low complexity

and efficient algorithms in both downlink and uplink sceoatri

In this dissertation, it is considered that the resourceagament is performed in a cen-

tralized way. Distributed resource allocation algorithmsf greet interest. Depending
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on the problem formulation, the distributed algorithms mige derived from the cen-
tralized one as given by [3-5]. In [3, 4], the dual decomposiframework is adopted
to find the centralized solution which gives rise to the mlon of the distributed solu-
tions. Limited coordination is assumed between the padiaig network elements and
the opportunistic scheduling can be performed by using tmeept of virtual clock by

which every user estimates its channel information dutiregsensing slot which is equal
for all the users. Afterwards, a virtual timer starts at tkgibhning of the scheduling slot.
The timer of the best user on a certain subchannel has thertakest timer value and
expires first. The user reserves the channel by sending adtagpto all the users. Al-

ternatively, game theoretic approaches can be used in shgndef the algorithms [6-8].

e The assumption of perfect knowledge of CSI as well as the ralamccupancy infor-
mation is not realistic. There always exists some unceytamthis information due to
unreliable feedback channel or due to the sensing errors.inipact of the lack of the
perfect information should be analyzed and appropriateraglgns are required accord-
ingly. The imperfect CSI and sensing information is consadeby Ruan et al. in [9]
to find the optimal power allocation in OFDM based CR systeifiBe extensions of
these results to consider the OFDMA case is a good step fdriaf10] and [11], the
OFDMA based CR system is considered. In [10], the imperf&iti€considered by ap-
plying a simple back-off scheme. The estimated channekgai® multiplied by a factor
to consider the estimation errors while the interfereneestraint is multiplied by another
factor to avoid that the actual interference exceeds thestimid value. In [11], Almal-
fouh et al. consider imperfect channel sensing informabypmodifying the value of the
interference introduced in the perfect case. The moditioas performed by adding a
term represents the average interference that will intteddo the primary system due to
the false alarm probability. The imperfection issue andwhg of exchanging the chan-
nel information between the primary system and the CR nodest#l an open problems

and need more investigation.

e In chapter 5, we considered the dual-hop DF scenario. Théptaihop network is a
natural extension. Additionally, more relaying protocolay be studied like the two-
way relaying and the adaptive relaying. In the two-way riglgyj12—14], bidirectional

transmission is established between the end nodes whereldlygeceives from the end
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nodes simultaneously in the first time slot, and broadcaseimessages in the second
time slot. This doubles the spectrum efficiency of the ong-medying. In the adaptive
relying [15-17], the relay decides the forwarding techeitpased on the instantaneous
channel quality and the decoding ability. To the best of aoovidedge, there is no
significant work in the resource allocation in multicarriErsed CR system with two-
way relaying or adaptive relying. Eventually, the adapiaif the time slot duration in

CR environment is a possible future work extension.

The amount of research devoted to OFDM system is not comigatalihat devoted
to FBMC system which receives less attention. Although shatudies highlights the
powerfulness of the FBMC physical layer in CR environmenteof effort has to be
performed in order to implement a real FBMC based system. Wé&eep working on

developing the FBMC techniques and highlighting its adagas in the systems.
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